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# Cyclic Extensions of Order Varieties 

Pierre Ille, Paul Ruet ${ }^{1}$<br>CNRS - Institut de Mathématiques de Luminy<br>Campus de Luminy, Case 907, 13288 Marseille Cedex 9 (France)


#### Abstract

We study complexity problems involving three sorts of combinational structures: cyclic orders, order varieties and cycles. It is known that the problem of telling whether a cyclic order is included in some cycle is $\mathbf{N P}$-complete. We show that the same question for order varieties, a special class of cyclic orders, is in $\mathbf{L}$. For this, we relate the entropy relation between partial orders to the forcing relation of graph theory.


Keywords: Computational complexity, Logarithmic space, Cyclic orders, Dimension 2 orders.

## 1 Introduction

We are interested in complexity problems on three sorts of combinational structures: cyclic orders, order varieties and cycles. Cyclic orders [13,15] are ternary relations with the property that when a point in the support is fixed (focussed on), the induced binary relation is a partial (binary) order. Order varieties are cyclic orders in which focussing is reversible: no information is lost by fixing any point. Order varieties have been introduced in $[2,18]$ and further studied in $[12,4]$ in the context of proof theory [7], with motivations coming from concurrency theory [19] and linguistics $[10,1]$. Cycles are order varieties such that the induced binary relations are actually linear orders. Section 2 recalls the necessary background.

An immediate consequence of [5] (see also [6]) is that the following problem is NP-complete: given a cyclic order $\alpha$, does there exists a cycle $\beta$ such that $\alpha \subseteq \beta$ (inclusion of the sets of triples)? This is explained in Section 3. See [16] for a standard reference on computational complexity.

We show that the same question for $\alpha$ an order variety is in $\mathbf{L}$, the class of langages decidable by a deterministic Turing machine within logarithmic space.

We first observe that the inclusion of order varieties corresponds to an order relation between partial orders (via the focussing operation mentionned earlier), which is called entropy and denoted by $\vDash$, and we study the following equivalent
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problem: given a partial order $\omega$, does there exists a linear order $\tau$ such that $\omega \preccurlyeq \tau$ ? Remark that the same problem where entropy is replaced by usual inclusion has a trivial answer: a partial order always has a linear extension, more or less in the way you want; indeed, if $(x, y)$ and $(y, x) \notin \omega$, add, e.g., $(x, y)$ to $\omega$, take the transitive closure, and continue if the resulting order is not linear.

In Section 4, we relate entropy to the forcing relation and forcing classes of graph theory. Essentially, we show that the transitive closure used for the inclusion of orders should be replaced by the forcing class in the context of entropic extensions. We then prove that the linear entropic extensibility of $\omega$ is equivalent to a simple condition on the forcing classes of $\omega$, and also equivalent to the condition that the cocomparability graph of $\omega$ be a comparability graph, or equivalently that the dimension of $\omega$ be at most 2 . The latter problem amouts to testing whether an undirected graph is a comparability graph, a problem known to be SL-complete [3], SL being the class of langages decidable by a symmetric Turing machine [11] within logarithmic space. By using the recent result that $\mathbf{S L}=\mathbf{L}$ [17], we may conclude that the problem of linear entropic extensibility is in $\mathbf{L}$. This problem is then trivially L-complete (or SL-complete) for log-space reductions, and it would be interesting to decide whether it is complete for even weaker reductions, e.g. in AC.

## 2 Preliminaries on Cyclic Orders and Order Varieties

We review here the definitions of cyclic orders and order varieties, and some of their properties. The results in this Section are not new (see [15] for cyclic orders and [ $2,18,12,4]$ for order varieties), we have included them so as to make the paper as self-contained as possible.

The support of a binary or ternary relation $R$ is denoted by $|R|$. If $R$ is a binary or ternary relation, its restriction to a subset $X \subseteq|R|$, defined in the obvious way, is denoted by $R \upharpoonright_{X}$.

Given a set $X$ and a ternary relation $\alpha$ on $X$, we consider the following possible properties of $\alpha$ :

- cyclicity: for all $x, y, z \in X, \alpha(x, y, z)$ implies $\alpha(y, z, x)$,
- anti-reflexivity: for all $x, y \in X$, not $\alpha(x, x, y)$,
- transitivity: for all $x, y, z, t \in X, \alpha(x, y, z)$ and $\alpha(z, t, x)$ imply $\alpha(y, z, t)$,
- spreading: for all $x, y, z, t \in X, \alpha(x, y, z)$ implies $\alpha(t, y, z)$ or $\alpha(x, t, z)$ or $\alpha(x, y, t)$,
- totality: for all $x, y, z \in X$, either $\alpha(x, y, z)$ or $\alpha(z, y, x)$.

Given a set $X$, a cyclic order on $X$ is a ternary relation on $X$ which is cyclic, anti-reflexive and transitive. An order variety on $X$ is a spreading cyclic order on $X$. A cycle on $X$ is a total cyclic order on $X$. It is immediate that a cycle is spreading, hence an order variety. If $\alpha$ is a cycle on $X$, the elements of $X$ can be placed on an oriented circle so that $\alpha(x, y, z)$ if and only if the oriented arc from $x$ to $z$ contains $y$. A cyclic order or an order variety is such a relation of "being between", but a partial one, where three points cannot always be compared.

For each of these structures, one may naturally consider a reflexive version, where
anti-reflexivity is replaced by reflexivity (for all $x, y \in X, \alpha(x, x, y)$ ) and an antisymmetry condition is added (for all $x, y, z \in X, \alpha(x, y, z)$ and $\alpha(z, y, x)$ imply at least two among $x, y, z$ are equal).

If $X$ is a set and $x, y, z \in X$, the cyclic order on $X$ solely consisting of the triples $(x, y, z),(y, z, x),(z, x, y)$ is denoted by $x y z$. When $X \backslash\{x, y, z\} \neq \varnothing, x y z$ is clearly not an order variety, since for some $t \in X \backslash\{x, y, z\}$, neither $\alpha(t, y, z)$ nor $\alpha(x, t, z)$ nor $\alpha(x, y, t)$ holds.

Restriction preserves the structures of order, cyclic order, order variety and cycle. If on the other hand, $\alpha$ is a cyclic order, let $\alpha^{-1}$ denote the opposite cyclic order: $\alpha^{-1}(x, y, z)$ if and only if $\alpha(z, y, x)$. The opposite of an order variety (resp. a cycle) is clearly an order variety (resp. a cycle).

### 2.1 Focussing

If $\alpha$ is a cyclic order on $X$ and $x \in X$, then $\alpha_{x}$, called $\alpha$ focussed at $x$, is the binary relation on $X \backslash\{x\}$ defined by $\alpha_{x}(y, z)$ if and only if $\alpha(x, y, z)$. It is easy to check that $\alpha_{x}$ is a partial order on $X \backslash\{x\}$.

Conversely, if $X$ is a set and $\left(\omega_{x}\right)_{x \in X}$ is a family of partial orders such that $\left|\omega_{x}\right|=X \backslash\{x\}$ and $\omega_{x}(y, z)$ implies $\omega_{y}(z, x)$ for all $x, y, z \in X$, then there exists a cyclic order $\alpha$ on $X$ such that $\omega_{x}=\alpha_{x}$ for all $x \in X$. Hence a cyclic order is the same as such a cyclic family of partial orders.

If $\alpha$ is a cyclic order, a single focussed partial order does not contain enough information to determine $\alpha$ : for instance, if $\alpha$ is the cyclic order $x y z$ on $\{x, y, z, t\}$, $\alpha_{t}$ is the empty order on $\{x, y, z\}$ and there is no way to recover $\alpha$. The situation with order varieties is simpler: if $\alpha$ is an order variety, any $\alpha_{x}$ determines $\alpha$, i.e., focussing is a reversible operation, as shown by Equations (2) and (3) below.

This property was the main motivation for introducing order varieties in the context of non-commutative logic in [2,18]. To give a hint of why, let us simply observe that, in sequent calculus, it is necessary to be able to choose a formula and possibly change this choice later, hence to focus and unfocus on a element (a formula here) of a certain structure. For instance, sequents of linear logic [7] are multisets, and the rule for introducing the (commutative) multiplicative conjunction $\otimes$ requires to focus on some formula ( $A$ and $B$ in the example below) in each premise sequent:

$$
\frac{\vdash \Gamma, A \quad \vdash \Delta, B}{\vdash \Gamma, \Delta, A \otimes B}
$$

but the next rule, which has $\vdash \Gamma, \Delta, A \otimes B$ as a premise sequent, may obviously require another main formula than $A \otimes B$. While these focussing and unfocussing processes are usually transparent, they become apparent in the presence of a noncommutative connective. This is the case of non-commutative logic, where the connective $\otimes$ of linear logic coexists with the non-commutative $\odot$ of $[10,1]$. This leads obviously to consider focussed sequents $\vdash \Gamma, A$ where $\Gamma$ is partially ordered. Since focussing, i.e., giving rise to partial orders here, should be reversible, we are lead to define a sequent of non-commutative logic as an order variety.

### 2.2 Closure and Gluing

Recall that partial orders $\omega$ and $\tau$ with disjoint supports give rise their series sum $\omega \prec \tau=\omega \cup \tau \cup(|\omega| \times|\tau|)$ and their parallel sum $\omega \| \tau=\omega \cup \tau$. If $\omega$ is a partial order on a set $X$, then $\bar{\omega}$, called the closure of $\omega$, is the ternary relation on $X$ defined by $\bar{\omega}(x, y, z)$ if and only if

$$
\left\{\begin{array}{l}
\omega(x, y) \text { and } \omega(x, y \mid z), \text { or } \\
\omega(y, z) \text { and } \omega(y, z \mid x), \text { or } \\
\omega(z, x) \text { and } \omega(z, x \mid y),
\end{array}\right.
$$

where $\omega(x, y \mid z)$ expresses that $z$ is in the same relation with $x$ and $y$ in $\omega: \omega(x, z) \Leftrightarrow$ $\omega(y, z)$ and $\omega(z, x) \Leftrightarrow \omega(z, y)$. It is equivalent to say that for all $x, y, z \in X, \bar{\omega}(x, y, z)$ if and only if $\left.\omega\right|_{\{x, y, z\}}$ is

$$
\text { either } x \prec y \prec z \text {, or }(x \prec y) \| z \text {, }
$$

or the image of one of these orders by a cyclic permutation of $\{x, y, z\}$. Again, one can check that $\bar{\omega}$ is then an order variety, not just a cyclic order, on $X$ : the required spreading of $\bar{\omega}$ can be easily figured out by considering the possible restrictions of $\omega$ to an arbitrary four-element subset of $|\omega|$. When $\alpha=\bar{\omega}$, we say that $\omega$ is a presentation of $\alpha$, or that $\alpha$ is presented by $\omega$. Then:

$$
\begin{equation*}
\overline{\omega \prec \tau}=\overline{\omega \| \tau}=\overline{\tau \prec \omega} . \tag{1}
\end{equation*}
$$

We denote this order variety on $|\omega| \cup|\tau|$ by $\omega * \tau$ and call it the gluing of $\omega$ and $\tau$. Note that gluing is a heterogeneous operation, mapping two orders to an order variety. These two constructions, focussing and gluing, are related as follows:

$$
\begin{align*}
\alpha_{x} * x & =\alpha  \tag{2}\\
(\omega * x)_{x} & =\omega, \tag{3}
\end{align*}
$$

where $\alpha$ is an order variety such that $x \in|\alpha|$ and $\omega$ is a partial order such that $x \notin|\omega|$. Equations (2) and (3) express that the species of order varieties in the sense of [9] has derivative the species of partial orders.

Observe that Equation (2) is wrong in general when $\alpha$ is not an order variety but just a cyclic order: for instance, if $\alpha$ is again the cyclic order $x y z$ on $\{x, y, z, t\}, \alpha_{t}$ is the empty order on $\{x, y, z\}$, hence $\alpha_{t} * t$ is the empty order variety on $\{x, y, z, t\}$ and is stricly included in $\alpha$; on the other hand, $\alpha_{z}=(x \prec y) \| t$, hence $\alpha_{z} * z=$ $((x \prec y) \| t) * z=(x \prec y) *(t \| z)=x y t \cup x y z$ and $\alpha$ is stricly included in $\alpha_{z} * z$. More precisely, a cyclic order $\alpha$ is an order variety if and only if $\alpha_{x} * x=\alpha$ for some $x \in|\alpha|$, if and only if $\alpha_{x} * x=\alpha$ for all $x \in|\alpha|$, if and only if $\alpha=\bar{\omega}$ for some partial order $\omega$.

To follow up the observations of last Section on proof theory, let us mention that the two processes of focussing and unfocussing:

$$
(\alpha, x) \mapsto \alpha_{x}, \quad(\omega, x) \mapsto \omega * x
$$

are implemented in non-commutative logic by structural rules:


Fig. 1. Closure of series-parallel orders and Equations (1) in terms of planar trees.

$$
\frac{\vdash \Gamma * A}{\vdash \Gamma ; A}, \quad \frac{\vdash \Gamma ; A}{\vdash \Gamma * A},
$$

where $\Gamma$ is a partially ordered set of formulas, hence $\Gamma * A$ an order variety of formulas. Many more details can be found in [18].

### 2.3 Series-parallelism

Recall that series-parallel orders are those obtained from the unique partial orders on singletons (the empty relation with support $\{x\}$ ) by series ( $\omega \prec \tau$ ) and parallel ( $\omega$ \| $\tau)$ sums. The unique order on the empty set is also considered as series-parallel. It is a standard result that a partial order $\omega$ is series-parallel if and only if its restriction to any four elements $x_{0}, x_{1}, x_{2}, x_{3} \in|\omega|$ is different from $\left\{\left(x_{0}, x_{2}\right),\left(x_{1}, x_{2}\right),\left(x_{1}, x_{3}\right)\right\}$. For a more substantial survey on series-parallel orders, see, e.g., [14].

An order variety is said to be series-parallel when it can be presented by a seriesparallel order. It is easily shown that an order variety $\alpha$ is series-parallel if and only if for some $x \in|\alpha|, \alpha_{x}$ is series-parallel, if and only if for all $x \in|\alpha|, \alpha_{x}$ is seriesparallel, if and only if the restriction of $\alpha$ to any five elements $x_{0}, x_{1}, x_{2}, x_{3}, x_{4} \in|\alpha|$ is different from the following order variety:

$$
x_{0} x_{1} x_{3} \cup x_{1} x_{2} x_{4} \cup x_{2} x_{3} x_{0} \cup x_{3} x_{4} x_{1} \cup x_{4} x_{0} x_{2}=\bigcup_{i=0}^{4} x_{i} x_{i+1} x_{i+3}
$$

where the indices are taken modulo 5 . Observe that linear orders are obviously series-parallel orders, and that cycles are obviously series-parallel order varieties. Moreover, if $\alpha$ is an order variety on $X$ and $x \in X$, then:

$$
\begin{equation*}
\alpha \text { is a cycle if and only if } \alpha_{x} \text { is a linear order. } \tag{4}
\end{equation*}
$$

Let us mention that a series-parallel order variety $\alpha$ on a set $X$ can be represented by a rootless planar tree (or better: seaweed) with leaves labeled by elements of $X$ and ternary vertices labeled by $\prec$ or $\|$ :

- take an arbitrary presentation of $\alpha$ as a series-parallel order $\omega$;
- write $\omega$ as a planar binary tree $t$ with leaves labeled by elements of $X$, and the other vertices labeled by $\prec$ or $\|$ for series and parallel sum respectively (the representation of $\omega$ as a planar binary tree is not unique, because of the associativity of $\prec$ and $\|$ and the commutativity of $\|$ );
- then remove the root of $t$. See Figure 1.

To read the seaweed, take three leaves $a, b, c$ and let $p$ be the vertex at the intersection of the three paths $a b, b c$ and $c a$; then $(a, b, c)$ is in the order variety if and only if the vertex $p$ is labeled by $\prec$, and the paths $p a, p b$ and $p c$ lie in this order on the oriented plane while moving clockwise around $p$. See Figure 2.


Fig. 2. Three leaves $a, b, c$ in a seaweed and the intersection point $p$ labeled by $\prec$.

### 2.4 Entropy

The entropy relation is the relation $\geqq$ between partial orders with same support defined as follows: if $|\omega|=|\tau|$, then $\omega \geqq \tau$ if and only if

$$
\omega \subseteq \tau \text { and } \bar{\omega} \subseteq \bar{\tau}
$$

Entropy is clearly a partial order, compatible with restriction ( $\omega \Downarrow \tau$ implies $\omega \upharpoonright_{X} \Downarrow$ $\tau \upharpoonright_{X}$ for any $X \subseteq|\omega|=|\tau|$ ) and with the series and parallel sums of orders ( $\omega \geqq \tau$ and $\omega^{\prime} \triangleq \tau^{\prime}$ imply $\left(\omega \prec \omega^{\prime}\right) \triangleq\left(\tau \prec \tau^{\prime}\right)$ and $\left.\left(\omega \| \omega^{\prime}\right) \triangleq\left(\tau \| \tau^{\prime}\right)\right)$. The main point of entropy is that it is the relation between orders which corresponds to inclusion of order varieties with same support: given two order varieties $\alpha, \beta$ on $X$, we have:

$$
\begin{align*}
& \alpha \subseteq \beta \text { if and only if for some } x \in X, \alpha_{x} \Vdash \beta_{x}  \tag{5}\\
& \quad \text { if and only if for all } x \in X, \alpha_{x} \Vdash \beta_{x} .
\end{align*}
$$

Entropy may be characterised as follows: if $\omega \subseteq \tau$, then $\omega \nexists \tau$ if and only if there is a triple $(x, y, z)$ such that

$$
\begin{align*}
& \omega \upharpoonright_{\{x, y, z\}} \text { is } x \|(y \prec z) \text {, and }  \tag{6}\\
& \tau \upharpoonright_{\{x, y, z\}} \text { is }(x \| y) \prec z \text { or } y \prec(x \| z) \text { or } y \prec x \prec z .
\end{align*}
$$

In the series-parallel case, $\Downarrow$ is the least reflexive transitive relation between seriesparallel orders on the same set such that:

$$
\begin{equation*}
\omega\left[\left(\tau_{1} \| \tau_{2}\right) / x\right] \preccurlyeq \omega\left[\left(\tau_{1} \prec \tau_{2}\right) / x\right] \tag{7}
\end{equation*}
$$

where $x \in|\omega|$, the sets $|\omega|,\left|\tau_{1}\right|$ and $\left|\tau_{2}\right|$ are disjoint, and $\omega[\tau / x]$ denotes the seriesparallel order in which $x$ has been substituted by $\tau$ in $\omega$.

## 3 Complexity Problems on Order Varieties

We shall consider complexity problems on binary or ternary relations (with finite supports). For these problems, the elements of the support $X$ of the relation are taken to be natural numbers, represented in binary. The binary or ternary input relation $R$ is represented by the elements of $X$ separated by commas, followed by the pairs $(x, y)$ or triples $(x, y, z)$ in $R$, separated by commas. Hence, the alphabet $\Sigma$ we shall use consists in 0,1 , the comma and the parentheses. The size of the representation of $R$ is clearly polynomially equivalent to the cardinality $n$ of $X$ : indeed, this size is greater than $n$ and is bounded by $n(2+\log n)+k(8+3 \log n) \leqslant$ $n(3+n)+n^{3}(11+3 n)$, where $k$ is the cardinality of $R$ and $\log$ is the logarithm in base 2 .

It is standard that checking whether a word on $\Sigma$ represents a binary relation (resp. a partial order, a ternary relation) is log-space computable. The following is straightforward.

Lemma 3.1 Checking whether a word on $\Sigma$ represents a cyclic order (resp. an order variety, a cycle) is log-space computable. Given a cyclic order $\alpha$ and $x \in|\alpha|, \alpha_{x}$ is log-space computable. Given partial orders $\omega$ and $\tau, \omega * \tau$ is log-space computable.

Definition 3.2 Let $X$ be a finite set. Given a set $\alpha$ of triples (of elements of $X$ ), a cyclic extension of $\alpha$ is a cycle $\beta$ such that $\alpha \subseteq \beta$. Given a partial order $\omega$ on $X$, a linear entropic extension of $\omega$ is a linear order $\tau$ such that $\omega \Vdash \tau$.

We consider the following problems:
Cyc. Given a set of triples, does it have a cyclic extension?
CO-Cyc. Given a cyclic order, does it have a cyclic extension?
OV-Cyc. Given an order variety, does it have a cyclic extension?
EntropicExt. Given a partial order, does it have a linear entropic extension?
In [5], it is shown that deciding whether a cyclic ternary relation has a cyclic extension is NP-complete, via a reduction of 3-Sat.

Lemma 3.3 Cyc and CO-Cyc are NP-complete.
Proof - This is a trivial consequence of [5]. Cyc is more general than the NPcomplete problem in [5], and it is clearly in NP too: given a set $\alpha$ of triples, let $\widetilde{\alpha}=\alpha \cup \alpha^{-1}$; then nondeterministically choose an "orientation" for each triple ( $x, y, z$ ) which is not in $\widetilde{\alpha}$, i.e., add either $x y z$ or $z y x$ to $\alpha$; finally check whether the result is a cycle. Hence, Cyc is NP-complete.

Besides, Cyc is more general than CO-Cyc, so CO-Cyc is in NP. On the other hand, Cyc reduces to CO-Cyc: turn the given set of triples into a cyclic transitive relation, check whether it is a cyclic order and, if yes, apply the algorithm for CO-Cyc. Hence, CO-Cyc is NP-complete.
Lemma 3.4 OV-Cyc and EntropicExt are log-space reducible to each other.
Proof - Let us show that OV-Cyc reduces to EntropicExt. In order to know whether a word on the alphabet $\Sigma$ is in OV -Cyc, first check that it represents an order variety, say $\alpha$ on $\{1, \ldots, n\}$, otherwise reject. If $n=0$, accept (empty order variety on the empty set). If $n \geqslant 1$, compute on a new string the representation of the partial order $\alpha_{n}$ on $\{1, \ldots, n-1\}$ : by Lemma 3.1, all this is done in log-space. Finally, use the machine for EntropicExt on $\alpha_{n}$ to answer. Our reduction is correct, because if $\alpha$ is an order variety and $x \in|\alpha|$, then:

| $\alpha \in$ OV-Cyc | if and only if $\alpha \subseteq \beta$ for some cycle $\beta$ |  |
| :--- | :--- | :--- |
|  | if and only if $\alpha_{x} \preccurlyeq \beta_{x}$ for some cycle $\beta$ | by (5) |
|  | if and only if $\alpha_{x} \preccurlyeq \omega$ for some linear order $\omega$ | by (4) |
|  | if and only if $\alpha_{x} \in$ EntropicExt. |  |

To prove that EntropicExt reduces to OV-Cyc, one uses a similar argument, together with the remark that a partial order $\omega$ is in EntropicExt if and only if $\omega * x \in \mathrm{OV}$-Cyc, with $x$ not in $|\omega|$.

Observe that any series-parallel order $\omega$ is in EntropicExt (and similarly, any seriesparallel order variety is in OV-Cyc): a linear order $\tau$ is obtained from $\omega$ by replacing every parallel sum by a series sum; by (7), $\omega \geqq \tau$. On the other hand, an example of a partial order which has no entropic extension will be given in Section 4.

## 4 Forcing Classes and Linear Entropic Extensions

### 4.1 Forcing Relation

Let $G$ be a (symmetric, irreflexive, simple) graph with set of vertices $X=G_{0}$ and set of edges $G_{1}$. Along [8], it is possible to associate to $G$ a binary relation on $G_{1}$, as follows:

$$
\begin{array}{r}
(a, b) \asymp_{G}^{1}\left(a^{\prime}, b^{\prime}\right) \text { if and only if } a=a^{\prime} \text { and }\left(b, b^{\prime}\right) \notin G_{1} \\
\text { or }\left(a, a^{\prime}\right) \notin G_{1} \text { and } b=b^{\prime} .
\end{array}
$$

Since $G$ is symmetric and irreflexive, $\asymp_{G}^{1}$ is symmetric and reflexive. The transitive closure of $\breve{G}_{G}^{1}$ is an equivalence relation called the forcing relation of $G$ and denoted $\asymp_{G}$. The $\asymp_{G}$-class, or forcing class, of $p \in G_{1}$ is denoted $p^{G}$. (Forcing classes are called implication classes in [8].) If $p=(a, b)$, let $p^{-1}=(b, a)$ denote the opposite edge; if $p \in G_{1}$, then $p^{-1} \in G_{1}$; if $A$ is a set of edges, let $A^{-1}=\left\{p^{-1}\right.$ s.t. $\left.p \in A\right\}$ and $\widetilde{A}=A \cup A^{-1}$. Note that $\asymp_{G}$ is a relation between ordered edges, and in general $p \not \not_{G} p^{-1}$. Clearly, $p \asymp_{G} q$ if and only if $p^{-1} \asymp_{G} q^{-1}$, and $\left(p^{-1}\right)^{G}=\left(p^{G}\right)^{-1}$.

Moreover, one may prove that if $p \in G_{1}$, then either $p^{G}=\left(p^{-1}\right)^{G}$, or $p^{G} \cap$ $\left(p^{-1}\right)^{G}=\varnothing$ and in the latter case, the two classes $p^{G}$ and $\left(p^{-1}\right)^{G}$ are transitive relations: $(a, b)$ and $(b, c) \in p^{G}$ imply $(a, c) \in p^{G}$, and similarly for $\left(p^{-1}\right)^{G}$. In other terms, if a forcing class is antisymmetric, then it is transitive.

We shall also need the following result, which characterises the forcing classes of the graph $G \backslash \widetilde{A}$ obtained after removing the symmetric closure of a forcing class A: they are either forcing classes of the original graph, or disjoint unions of two (non-opposite) classes. If $G$ is a graph, $A$ is a forcing class of $G$, and $D$ is a forcing class of $G \backslash \widetilde{A}$, then:

- either $D$ is a class of $G$,
- or $D$ is the disjoint union of two classes $B$ and $C$ of $G$ such that $B \neq C^{-1}$; and in this case, if $A$ is antisymmetric, so are $B, C$ and $D$.
For proofs of these graph theoretic results, among many others, see, e.g., [8].


### 4.2 Forcing, Partial Orders and Entropy

Given a reflexive partial order $\omega$ on $X$, let $\omega^{-1}$ be the opposite partial order on $X$ $\left(\omega^{-1}(x, y)\right.$ if and only if $\left.\omega(y, x)\right)$. If $p=(x, y)$, let $p^{-1}$ denote the opposite pair


Fig. 3. The restriction $\omega \upharpoonright_{\left\{x, y, x^{\prime}, y^{\prime}\right\}}$ in the proof of Lemma 4.2.
$(y, x)$; if $p \in \omega$, then $p^{-1} \in \omega^{-1}$. Let

$$
\widetilde{\omega}=\omega \cup \omega^{-1}
$$

be the comparability graph of $\omega$ and

$$
\widehat{\omega}=X^{2} \backslash \widetilde{\omega}
$$

be its cocomparability graph. We assume $\omega$ is reflexive, so that $\widehat{\omega}$ is irreflexive.
Definition 4.1 If $\omega$ is a partial order, let $\asymp_{\omega}{ }_{\omega}, \asymp_{\omega}$ respectively stand for $\asymp_{\widehat{\omega}}^{1}, \asymp_{\widehat{\omega}}$. $\asymp_{\omega}$ is called the forcing relation of $\omega$. If $p \in \widehat{\omega}$, let

$$
p^{\omega}
$$

denote its forcing class $p^{\widehat{\omega}}$.
Lemma 4.2 If $\omega$ and $\tau$ are reflexive partial orders with same support such that $\omega \Vdash \tau$, and $p \in \tau \backslash \omega$, then $p \in \widehat{\omega}$ and $p^{\omega} \subseteq \tau$.

Proof - By hypothesis, $p \notin \omega ; p \notin \omega^{-1}$ either since otherwise, $p \in \tau$ and $p^{-1} \in$ $\omega \subseteq \tau$, a contradiction. Hence, $p \in \widehat{\omega}$. We now just have to prove that $\tau$ is closed under forcing, i.e., if $q \asymp_{\omega}^{1} q^{\prime}$, then $q \in \tau$ if and only if $q^{\prime} \in \tau$. Let $q=(x, y)$ and $q^{\prime}=\left(x^{\prime}, y^{\prime}\right)$. There are two cases, illustrated in Figure 3, where solid (resp. dotted) arrows represent pairs in $\omega$ (resp. in $\widehat{\omega}$ ).

In the first case, if $q=(x, y) \in \tau$, then by transitivity, $q^{\prime}=\left(x^{\prime}, y^{\prime}\right)=\left(x, y^{\prime}\right) \in$ $\tau$. If $q^{\prime}=\left(x, y^{\prime}\right) \in \tau$, then both $\left(x, y^{\prime}\right)$ and $\left(y, y^{\prime}\right) \in \tau$, since $\omega \subseteq \tau$; moreover, $\left(x, y, y^{\prime}\right) \in \bar{\omega}$ and $\omega \geqq \tau$, so $\left(x, y, y^{\prime}\right) \in \bar{\tau}$; with the constraints $\left(x, y^{\prime}\right),\left(y, y^{\prime}\right) \in \tau$, this condition on $\bar{\tau}$ holds only if $\tau \upharpoonright_{\left\{x, y, y^{\prime}\right\}}=\left(x \prec y \prec y^{\prime}\right)$, i.e., $q \in \tau$.

The second case is similar.
Definition 4.3 If $\omega$ is a partial order and $p \in \widehat{\omega}$, we shall say that $p$ is compatible with $\omega$, written

$$
p^{\frown} \omega
$$

when there exists a partial order $\tau$ such that $\omega \geqq \tau$ and $p \in \tau$.
Lemma 4.4 Let $\omega$ be a partial order such that $(x, y) \in \omega$. If $(y, z) \in \widehat{\omega}$, then either $(x, z) \asymp_{\omega}(y, z)$ or $(x, z) \in \omega$. If $(t, x) \in \widehat{\omega}$, then either $(t, y) \asymp_{\omega}(t, x)$ or $(t, y) \in \omega$.

Proof - Assume $(y, z) \in \widehat{\omega}$ and $(x, z) \notin \omega$. Then $(x, z) \notin \omega^{-1}$, because otherwise $(z, y) \in \omega$ by transitivity, in contradiction with the assumption that $(y, z) \in \widehat{\omega}$. Hence $(x, z) \in \widehat{\omega}$, and $(y, z) \asymp_{\omega}(x, z)$. The second assertion is similar.

Lemma 4.5 If $\omega$ is a partial order and $p \in \widehat{\omega}$, then the following are equivalent:
(i) $p^{\frown} \omega$,
(ii) $p^{\omega}$ is antisymmetric,
(iii) $\omega \cup p^{\omega}$ is a partial order.

In that case, $\omega \geqq \omega \cup p^{\omega}$.
Proof - (i $\Rightarrow$ ii) By Lemma 4.2, if $p^{\frown} \omega$, then $p^{\omega} \subseteq \tau$, hence $p^{\omega}$ is antisymmetric.
(ii $\Rightarrow$ iii) If $p^{\omega}$ is antisymmetric, then $\omega \cup p^{\omega}$ is antisymmetric because $\omega$ is antisymmetric and $p^{\omega} \subseteq \widehat{\omega}$. Moreover, $p^{\omega}$ is then transitive (Section 4.1), so $\omega \cup p^{\omega}$ is transitive by Lemma 4.4. Hence it is a partial order.
(iii $\Rightarrow$ i) We show that, if $\omega \cup p^{\omega}$ is a partial order, then $\omega \geqq \omega \cup p^{\omega}$. Assume for a contradiction that $(x, y, z) \in \bar{\omega} \backslash \overline{\omega \cup p^{\omega}}$. Then, up to a cyclic permutation of $\{x, y, z\}$, we may assume that $\omega \upharpoonright_{\{x, y, z\}}$ is $x \|(y \prec z)$ and that $\left(\omega \cup p^{\omega}\right) \upharpoonright_{\{x, y, z\}}$ is either $(x \| y) \prec z$ or $y \prec(x \| z)$ or $y \prec x \prec z$. But in the first case, since $(x, z) \notin \omega,(x, z) \in p^{\omega}$, whence $(x, y) \in p^{\omega}$ and $\left(\omega \cup p^{\omega}\right) \upharpoonright_{\{x, y, z\}} \neq((x \| y) \prec z)$, a contradiction. In the second and third cases, $(y, x) \in p^{\omega}$, whence $(z, x) \in p^{\omega}$, so $\left(\omega \cup p^{\omega}\right) \upharpoonright_{\{x, y, z\}} \neq(y \prec(x \| z))$ and $\neq(y \prec x \prec z)$, a contradiction.

Lemma 4.6 Let $\omega$ be a partial order and $p, q \in \widehat{\omega}$. If $p \curvearrowleft \omega$ and $q \frown \omega$, then either $q \in \widetilde{\omega \cup p^{\omega}}$ or $q \sqsubset \omega \cup p^{\omega}$.

Proof - Let $G=\widehat{\omega}$ and $A=p^{\omega}$ be the class of $p$ in $G$. Then $G \backslash \widetilde{A}=\widehat{\omega \cup p^{\omega}}$. Assume $q \notin \widetilde{\omega \cup p^{\omega}}$ : then $q \in G \backslash \widetilde{A}$ and let $D$ be the class of $q$ in $G \backslash \widetilde{A}$. According to Section 4.1, one of the following holds:

- $D$ is a forcing class of $G$, i.e., $D=q^{\omega}$. As $q \frown \omega, D$ is antisymmetric by Lemma 4.5. Since by definition $D=q^{\omega \cup p^{\omega}}$, this implies, again by Lemma 4.5, that $q \frown \omega \cup p^{\omega}$.
- $D$ is the disjoint union of two forcing classes of $G$, say, $B=r^{\omega}$ and $C=s^{\omega}$, such that $r \not \nsim \omega_{\omega} s^{-1}$. Since $p^{\frown} \omega, A$ is antisymmetric by Lemma 4.5. Therefore, according to Section $4.1, D$ is antisymmetric too, therefore $q \frown \omega \cup p^{\omega}$.

Lemma 4.7 If $\omega \geqq \tau$, then for any $p \in \widehat{\tau}, p^{\omega} \subseteq p^{\tau}$.
Proof - Assume $\omega \boxtimes \tau$. Let $p \in \widehat{\tau} \subseteq \widehat{\omega}$, and let $q \in \widehat{\omega}$ be such that $q \asymp_{\omega} p$. We show, by induction on the distance $n$ between $q$ and $p$ in $\asymp_{\omega}$, that $q \in \widehat{\tau}$ and $q \asymp_{\tau} p$.

- If $n=0$, then $q=p \in p^{\tau}$.
- If $n>0$, then $q \asymp_{\omega}^{1} r \asymp \omega$ for some $r \in \widehat{\omega}$ whose distance with $p$ is strictly smaller than $n$. By induction hypothesis, $r \in \widehat{\tau}$ and $r \asymp_{\tau} p$. Assume that $q \in \widetilde{\tau}$ : as $q \in \widehat{\omega}$ and $\omega \Downarrow \tau$, by Lemma 4.2, $r \in \widetilde{\tau}$, a contradiction. Hence $q \in \widehat{\tau}$, and then clearly $q \asymp_{\tau}^{1} r$, so $q \asymp_{\tau} p$.

Observe that the converse to Lemma 4.7, with the additional condition that $\omega \subseteq \tau$,
does not hold: for instance, if $\omega=(x \|(y \prec z))$ and $\tau=(y \prec x \prec z)$, then $\omega \subseteq \tau$, and the condition on forcing classes is satisfied, but $\omega \notin \tau$. However, we have the following characterisation of entropy in purely order theoretic terms.

Theorem 4.8 Let $\omega$ and $\tau$ be partial orders with same support. Then $\omega \sharp \tau$ if and only if $\omega \subseteq \tau$ and $(\tau \backslash \omega) \cup \omega^{-1}$ is a partial order if and only if $\omega \subseteq \tau$ and $\omega \cup(\tau \backslash \omega)^{-1}$ is a partial order.

Proof - The second equivalence is obvious, so we prove the first one.
If $\omega \boxtimes \tau$, then $\omega \subseteq \tau$. Let us show that $\theta=(\tau \backslash \omega) \cup \omega^{-1}$ is a partial order. First, $\theta$ is antisymmetric because so are $\tau \backslash \omega$ and $\omega^{-1}$, and if $(x, y) \in \tau \backslash \omega,(y, x) \notin \omega^{-1}$. Second, let us show that $\theta$ is transitive. Let $(x, y)$ and $(y, z) \in \theta$.

- If both pairs are in $\omega^{-1}$, then clearly $(x, z) \in \theta$.
- If both pairs are in $\tau \backslash \omega$, then $(x, z) \in \tau$. Moreover, if $(x, z) \in \omega$, since $(x, y)$ and $(y, z)$ are in $\widehat{\omega}$ and $\omega \sharp \tau$, we have $(y, x) \in \tau$. Hence $(x, z) \notin \omega$, and $(x, z) \in \theta$.
- If $(x, y) \in \tau \backslash \omega$ and $(y, z) \in \omega^{-1}$, then $(x, y) \in \widehat{\omega}$ because $\omega \subseteq \tau$, and we have $(z, y) \in \omega$ and $(x, z) \notin \omega$, hence either $(x, z) \in \omega^{-1}$ or $(x, z) \in \widehat{\omega}$, so $(x, z) \in \tau$ because $\omega \leqslant \tau$, and we have $(x, z) \in \tau \backslash \omega$. To sum up, $(x, z) \in(\tau \backslash \omega) \cup \omega^{-1}$.
- The case $(x, y) \in \omega^{-1}$ and $(y, z) \in \tau \backslash \omega$ is similar.

Conversely, assume $\omega \subseteq \tau$ and $\theta=(\tau \backslash \omega) \cup \omega^{-1}$ is a partial order. If $\omega \nexists \tau$, then $\bar{\omega} \nsubseteq \bar{\tau}$, so by (6), there is a triple $(x, y, z)$ such that $\omega \upharpoonright_{\{x, y, z\}}=(x \|(y \prec z))$ and $\tau \upharpoonright_{\{x, y, z\}}$ is either $(x \| y) \prec z$ or $y \prec(x \| z)$ or $y \prec x \prec z$. In the first two cases, $\theta \upharpoonright_{\{x, y, z\}}$ is not transitive, and in the third case, $\theta \upharpoonright_{\{x, y, z\}}$ has a cycle, contradicting the assumption that $\theta$ is a partial order.

### 4.3 Linear Entropic Extensions

By Lemma 3.4, EntropicExt and OV-Cyc have equivalent complexity, and it is more convenient to consider EntropicExt.

Let us first observe that, although any partial order trivially has a linear extension, not all partial orders have linear entropic extensions. A partial order $\omega$ with no linear entropic extension is given in Figure 4. Solid arrows represent pairs in $\omega$ (for sake of clarity, we omit the pairs $(c, a)$ and $(c, b)$ induced by transitivity), and the dotted arrows, numbered from 1 to 7 , represent pairs the forcing class of $(x, y)$. Observe that $(y, x)$ is in this forcing class: by Lemma 4.2, this clearly prevents $\omega$ from having a linear entropic extension.

Lemma 4.9 A partial order $\omega$ has a linear entropic extension if and only if all the forcing classes $p^{\omega}$, for $p \in \widehat{\omega}$, are antisymmetric.

Proof - If $\omega$ is not linear and has a linear entropic extension $\tau$, then by Lemma 4.2, for any $p \in \widehat{\omega}, p^{\omega} \subseteq \tau$. Since $\tau$ is antisymmetric, so is $p^{\omega}$.

Conversely, assume all the forcing classes are antisymmetric. We prove that $\omega$ has a linear entropic extension by induction on the cardinality $n$ of $\widehat{\omega}$.

- If $n=0, \omega$ is linear.
- If $n>0$, let $p \in \widehat{\omega}$. Now, $p^{\omega}$ is antisymmetric, so by Lemma 4.5, $p^{\complement} \omega$ and
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Fig. 4. A partial order with no entropic extension.
$\omega \Downarrow \omega \cup p^{\omega}$. Let $\tau=\omega \cup p^{\omega}$, and let $q^{\tau}$ be a forcing class of $\tau$, if any: we have $q \in \widehat{\tau}$, and $q^{\omega}$ is antisymmetric, so by Lemma 4.5, $q \frown \omega$, and by Lemma 4.6, $q \frown \tau$. Since the cardinality of $\widehat{\tau}$ is strictly smaller than $n$, the induction hypothesis applies and $\tau$ has a linear entropic extension, say $\sigma$. Then $\omega \Vdash \tau \leqslant \sigma$.

## Theorem 4.10 EntropicExt and OV-Cyc are in $\mathbf{L}$.

Proof - By Lemma 4.9, EntropicExt reduces to the problem of telling, given the undirected graph $\asymp_{\omega}$ with vertex set $\widehat{\omega}$, whether no vertex $(a, b) \in \widehat{\omega}$ is connected to $(b, a)$. This is an undirected non-reachability problem, hence in coSL, since undirected reachability is $\mathbf{S L}$-complete [3]. Since $\mathbf{S L}=\mathbf{L}$ [17], we have $\mathbf{c o S L}=\mathbf{L}$, and EntropicExt is therefore in $\mathbf{L}$. By Lemma 3.4, so is OV-Cyc.

Recall that a graph is a comparability graph if it is the comparability graph $\widetilde{\omega}$ of some partial order $\omega$. A standard result is that $G$ is a comparability graph if and only if all its forcing classes are antisymmetric (see [8]).

If $\omega$ is a partial order, its dimension is the smallest number of linear orders whose intersection is $\omega$. A reference on dimension theory is [20]. The previous discussion on the relation between entropy and forcing can be summed up as follows.

Theorem 4.11 If $\omega$ is a partial order, then the following are equivalent:
(i) $\omega$ has a linear entropic extension,
(ii) all the forcing classes of $\omega$ are antisymmetric,
(iii) $\widehat{\omega}$ is a comparability graph,
(iv) $\omega$ has dimension at most 2 .

Proof - The first equivalence is Lemma 4.9. The second equivalence is the characterisation of comparability graphs mentionned above. Let us prove the last equivalence.

If $\widehat{\omega}$ is a comparability graph, then $\widehat{\omega}=\widetilde{\tau}$ for some partial order $\tau$, hence $\widehat{\omega}=\widetilde{\tau^{-1}}$. But $\omega=(\omega \cup \tau) \cap\left(\omega \cup \tau^{-1}\right)$, and $\omega \cup \tau$ and $\omega \cup \tau^{-1}$ are both linear, so $\omega$ has dimension at most 2.

Conversely, if $\omega$ has dimension at most 2 , it is the intersection of two linear orders $\sigma$ and $\tau$. Let $\theta=\sigma \cap \tau^{-1}$. Then $\theta$ is a partial order such that $\widetilde{\theta}=\widehat{\omega}$.
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