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Switching controller for efficient IBVS

Guillaume Allibert, Estelle Courtial

Abstract— Image-based visual servoing (IBVS) is now rec-
ognized to be an efficient and robust control strategy to guide
robots using only visual data. Classical IBVS is commonly based
on the Cartesian coordinates of points in the image. Although
the convergence of the visual features to the desired ones is
generally achieved, classical IBVS can lead to unnecessary
displacements of the camera, such as the camera retreat
problem in the case of a pure rotation around the optical axis.
In contrast, IBVS based on the polar coordinates of points,
is well adapted to carry out rotations around the optical axis
but less adapted to manage translations. To take advantage of
the benefits of each approach, we propose a new strategy for
visual servoing based on a switching controller. The controller
switches between Cartesian-based and polar-based approaches
thanks to a switching signal provided by a decision maker.
With the proposed controller, unnecessary 3D displacements
are minimized without any 3D reconstruction and visibility
constraints can be taken into account. The local stability of
the closed-loop switching system is proved. A comparison with
classical controllers and advanced controllers is performed by
simulations. This comparative study illustrates the effectiveness
of the proposed controller in terms of displacement in the image
space and in the 3D space.

I. INTRODUCTION

Visual servoing is a feedback strategy to control the

movement of a robot by using only visual information

[2], [3]. Classically, two approaches are distinguished:

image-based visual servoing (IBVS) and position-based

visual servoing (PBVS). In IBVS, an error signal is

measured in the image and the control objective consists

in decreasing exponentially this signal to zero. Because

it does not require 3D reconstruction, the IBVS strategy

offers easy implementation and robustness in the face

of measurement noise and model uncertainties. On the

other hand, there is no control over the camera position.

Unnecessary displacements that can lead to the system

failure can be performed in the 3D space. Different IBVS

approaches have been developed to avoid or reduce the

useless displacement in the 3D space. The partitioned

approach [6] addressed this problem by decoupling and

servoing the Z-axis rotational and translational components

of the control. Two new image features (an angle and the

square root of area) were computed. A potential function

was also incorporated to keep the features in the image

plane. In [5], Chaumette proposed to use image moments to

design a decoupled IBVS. When a combination of moments

is well chosen, a satisfactory behavior of the features was

obtained in the image plane as well as an adequate trajectory
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in the 3D space. To do this, the object and camera planes

were parallel at the desired position and the object was a

symmetrical object (but not a square object). The epipolar

geometry was also used in hybrid methods [8], [11]. Based

on the homography between the desired and initial images,

these methods required coplanar feature points and an

important computational load. An alternate approach [12]

proposed different control schemes based on second-order

minimization technique to avoid the camera advance/retreat

problem. However, the estimation of the depth at the current

instant was required.

In PBVS, the camera position is estimated from the visual

features extracted from the current image. If the pose

is perfectly estimated, zeroing the error in the 3D-space

provides a straight trajectory of the camera. There is no

control in the image plane, which can result in the target

getting out of the camera field of view. Several studies

have addressed the complementarity of the two approaches

[9],[10]. In [10], a switched system using both IBVS and

PBVS was developed. The switching was done when the

image error or the pose error was considered too large.

However, the approach remained susceptible to local minima

and image singularities. In [9], a hybrid control strategy

consisting of a local switching control between IBVS and

PBVS was developed in order to avoid image singularities,

local minima and to take into account visibility constraints.

While PBVS makes it possible to deal with local minima

and image singularities, a 3D model of the target is required.

Furthermore, PBVS is not robust to modeling and image

processing errors when the features considered are points.

In order to overcome the need of 3D information, the

authors in [7] focused on the capabilities of IBVS by

using two different parametrizations. The proposed hybrid

visual servoing combined both Cartesian and polar image

coordinates by stacking the respective interaction matrices.

The induced trajectories were no longer straight lines in

the Cartesian and polar image plane. The performance was

a mean of performances, with no optimality. Furthermore

visibility constraints could not be addressed.

In this paper, we propose, not to combine but to switch

between Cartesian and polar-based approaches in order to

take advantage of the benefits of each approach. The most

difficult problem is to determine when the switch should

be done. A decision maker provides the switching signal

according to the current value of the visual features and

criteria. The latter are based on the prediction of the camera

displacements up to the desired position. The switching

controller, based on simple visual features like points

(coplanar or not), minimizes unnecessary displacements of



the camera without 3D reconstruction and can take into

account visibility constraints.

The paper is organized as follows. Section II recalls the

IBVS strategy respectively based on Cartesian coordinates,

named IBV SC , and on polar coordinates, named IBV SP. The

advantages and drawbacks of each controller are underlined.

In Section III, the new controller is presented: the switching

control architecture, the decision maker, the handling of

visibility constraints and finally the stability analysis. In

Section IV, numerous simulations show the efficiency of the

proposed controller by comparing its performances to those

obtained with classical controllers (IBV SC and IBV SP) or

with advanced controllers (controller using image moments

[5] or using second-order minimization techniques [12]).

Conclusions are given in Section V.

II. IBVS IN CARTESIAN AND POLAR

COORDINATES

The objective of IBVS is to regulate to zero the image

error e between the current value of image features s and

its desired value s⋆. The current value of image features

is provided by measurements in the image plane which are

usually the pixel coordinates of a set of n image points (n ≥
3). In the following, theoretical developments are carried out

for only one point.

A. In Cartesian coordinates

Consider P a 3-D point with coordinates (X ,Y,Z) in the

camera frame where Z is perpendicular to the image plane.

Its projection in the image plane as a 2-D point sc makes it

possible to write in the normalized case:

sc = (u,v) = (X/Z,Y/Z) (1)

where (u,v) are the Cartesian coordinates of an image point

feature. The time derivative of (1) yields the fundamental

relationship of IBVS:

ṡc = Lsc τ (2)

where Lsc ∈ R2×6 is the interaction matrix and τ =
[Tx,Ty,Tz,wx,wy,wz] ∈ R6×1 is the spatial velocity of the

camera. The interaction matrix based on Cartesian coordi-

nates of one image point feature is given by [2]:

Lsc =

[
− 1

Z
0 u

Z
uv −(1+u2) v

0 − 1
Z

v
Z

1+ v2 −uv −u

]
. (3)

Note that Lsc depends on Z which is the depth of the point

relative to the camera frame. This value must be estimated

or approximated, and is noted Ẑ in the sequel.

An IBVS controller is generally designed such that the image

error exponentially decreases:

ėc = −λec with ec = sc − s⋆
c and λ > 0, (4)

where s⋆
c is the Cartesian coordinates of the desired image

point. Combining (2) and (4), the resulting control law is

then given by:

τ = −λ L̂sc

+
ec (5)

where L̂sc

+
is the pseudo-inverse of the interaction matrix

evaluated with the approximated depth Ẑ.

With this parametrization, the trajectories obtained in the

image plane are straight lines when n = 3 and Z is perfectly

known. Due to the particular expression of the interaction

matrix (3), the IBV SC controller is well adapted to deal with

translational displacements. Indeed, the camera translations

along the X and Y axes are invariant to image point variations

respectively along the u and v axes as can be seen in

the first and second columns of (3). Nevertheless, in the

case of pure rotation around the optical axis, the camera

movement is composed of a rotational displacement but

also of a translational displacement along the optical axis.

This phenomenon is referred to as camera retreat [4]. This

unnecessary movement is due to the coupling between the

third and sixth columns in (3). To sum up, the IBV SC

controller is generally efficient but in particular cases, it can

generate unnecessary 3D displacements.

B. In polar coordinates

The coordinates of an image point feature can also be

expressed in polar coordinates [3]:

sp = (ρ,θ) = (
√

u2 + v2,atan(
v

u
)) = φcp(sc) (6)

where ρ is the radius and θ is the angle. As previously, the

following equations have ensued from the time derivative of

(6):

ṡp = Lspτ, (7)

and the feedback control law:

τ = −λ L̂sp

+
ep. (8)

Lsp ∈ R2×6 is the interaction matrix based on polar coordi-

nates. Its expression for one point is given by:

Lsp =

[
c
Z

s
Z

−ρ
Z

−(1+ρ2)s (1+ρ2)c 0

− s
ρZ

− c
ρZ

0 − c
ρ − s

ρ 1

]

(9)

where c = cosθ and s = sinθ .

L̂sp

+
is the pseudo-inverse of Lsp evaluated with Ẑ. The

image error is ep = sp ⊖ s⋆
p where ⊖ is the modulo 2π

subtraction for the angular component.

Remark: a degeneracy occurs for the polar representation

when a point is at the origin. In order to overcome this

singularity, the coordinates (ρ,ρθ) can be used [13].

With this parametrization, the trajectories of the visual

features are straight lines (n = 3 and the depth Z known)

in the polar plane but obviously not in the Cartesian plane.

As can be seen on the interaction matrix (9), the rotation

around the optical axis Z is invariant to ρ (first row,

last column) and directly proportional to θ (last row, last

column). Furthermore, the translation Tz is invariant to θ .

This explains why the behavior obtained in the case of pure

rotation around the optical axis is satisfactory. The camera

movement is rotational only. On the other hand, translations

along the X and Y axes require unnecessary displacements

of the camera.



To take advantage of the benefits of each controller, a

switching control strategy was developed.

III. SWITCHING CONTROLLER FOR IBVS

The switching control structure (Fig 1) makes it possible

to commute from the IBV SC controller to IBV SP controller,

and vice versa. The decision maker provides the switching

signal according to output information sc and criteria.

+

−

+

−

s⋆
p

φcp

IBV SP

IBV SC

process:

maker

decision

φcp

switching
signal

sc

+camera

s⋆
c

robot processing

image

Fig. 1. Switching Control Structure

A. Control law design

The aim of the proposed controller is to be able to switch

between the two controllers in order to minimize or avoid

unnecessary displacements of the camera. It goes without

saying that if the movement required is a pure rotation

around the optical axis, the controller chosen should be

the IBV SP controller. Similarly, if the movement is a pure

translation, the decision maker should choose the IBV SC

controller. The problem is now to determine at which instant

the controller should switch from one controller to the

other for any movement. Since 2D errors in Cartesian and

polar coordinates have not the same scale, they cannot be

compared. The information common to both controllers can

only be 3D information, namely the movement of the camera.

The suitable controller should then guarantee that the desired

position is reached from the current position while minimiz-

ing the movement of the camera. To determine the controller

best suited to perform the displacement, a prediction of the

camera displacement to be done until convergence is carried

out in parallel with the two controllers.

To perform the prediction of the camera displacement, a first

step is the prediction of visual features [1]. The prediction

model is based on the dynamic equation (2) (resp. (7)) in a

discrete-time version. With a classical first-order discretiza-

tion scheme and considering Z to be approximated to Ẑ, the

dynamic equations are written as:

sc(k +1) = sc(k)+TeL̂sc(k)τ(k) (10)

sp(k +1) = sp(k)+TeL̂sp(k)τ(k) (11)

where Te is the sampling period.

Remark: Based on the expression of the interaction matrix,

the prediction model has a local domain of validity.

However, in practice, we encountered no problem of validity

even for configurations that require large displacements.

Considering that one can roughly approximate the

camera movement to the quantity Te

√
T 2

x +T 2
y +T 2

z at each

iteration, we can evaluate a view of the camera displacement

required up to the desired position. The prediction procedure

is given below for Cartesian coordinates. It is the same for

polar coordinates: the subscript ’c’ is changed to ’p’.

Prediction procedure:

1) At the current instant k, i = 0;

2) Measure sc(k + i) thanks to the image processing,

3) Update ec(k + i) = sc(k + i)− s⋆
c and L̂sc(k+i),

4) Compute τ(k + i) = −λ L̂sc

+

(k+i)ec(k + i),

5) Compute dc(k + i) = Te

√
T 2

x(k+i)
+T 2

y(k+i)
+T 2

z(k+i)
,

6) Predict sc(k + i+1) = sc(k + i)+TeL̂sc (k+i)τ(k + i)
7) If ec(k+ i+1) = sc(k+ i+1)−s⋆

c < βc then STOP else

i = i+1 and go to step 4.

βc is a small given constant and the corresponding time of

convergence is noted (k + fc) where fc is the number of

sampling periods needed to achieve ec < βc. The prediction

procedure is repeated at each iteration after new measure-

ments.

Therefore, we define the following two criteria:

Jc =
k+ fc

∑
j=k

dc( j), (12)

for the IBV SC controller and in the same way, for the IBV SP

controller:

Jp =
k+ fp

∑
j=k

dp( j). (13)

The decision maker should choose the IBV SP controller

when Jc > Jp, and vice versa. Nevertheless, when the 2D

errors are very small, the predicted 3D trajectories are very

close for both controllers and consequently Jc
∼= Jp. In order

to avoid multiple switches of the controller, a hysteresis

comparator has been implemented (see Fig. 2). If the IBV SC

(resp. IBV SP) controller was used at the previous instant, the

IBV SP (resp. IBV SC) controller will be used at the current

time if and only if:

Jp − Jc > T− (resp. Jp − Jc < T +) (14)

The parameter T is set by simulation.

Finally, the decision maker which provides the switching

signal is depicted on Figure 2. The prediction procedure

and the decision making are repeated at each new sampling

instant.

B. Visibility constraint

In the IBVS strategy, it is essential that the target remains

in the camera field of view otherwise the feedback is no

longer performed. This requirement is known as the visibility

constraint. Due to the decoupling of the image errors, the

IBV SC controller provides almost straight lines in the image

plane (i.e. in the uv plane) if Z is estimated. The visibility

of the target is then implicitly ensured. The problem of the



model(11)

prediction

φcp

sp(k)

prediction

signal

switchingT+T−

sc(k)

Jp
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polar

Cartesian

dc

dp

model(10)

Fig. 2. Decision maker structure

target visibility can appear when the IBV SP controller is

used. Indeed, it provides straight lines in the ρθ plane thus

resulting in circular paths in the uv plane (Fig. 3). When

the predicted visual features sp(k + 1) and/or sp(k + 2) are

close to the safety zone defined in the image, the decision

maker selects the IBV SC controller and keeps it during N

iterations. Once the N iterations past, the standard procedure

of prediction is restarted. As we will see later, N equal to

10 will be sufficient in practice.

controller

ρθ plane

safety zone

uv plane

φcp(.)

φ−1
cp (.)

B

A

B

A

IBV SC
controller

IBV SP

Fig. 3. Visibility constraints

C. Stability analysis

The stability of the closed-loop system with the classical

feedback (5) or (8) has been largely studied. The local

asymptotic stability is proved in both cases [2] under the

assumption that the matrix LsL̂s
+

is positive definite (n = 3)

or positive semi-definite (n > 3. The matrix LsL̂s
+

is not

full rank and local minima exist). Stability of the switching

system can be difficult to prove especially under an arbitrary

switching signal [14]. This generally requires the stability

of the controllers individually and also involves finding a

Lyapunov function that is common to the two controllers.

Proposition 1: The closed-loop switching system (Fig.1)

is asymptotically stable for any arbitrary switching signal

within a sufficiently small neighborhood of the origin.

Sketch of Proof: Firstly, a necessary condition is, above all,

that each closed-loop subsystem with the IBV SC controller

(resp. with the IBV SP controller) is individually stable. Then

we have to find a candidate Lyapunov function common to

both subsystems. If such a function exists then the closed-

loop system will be stable under any arbitrary switching

signal. A mapping g can be defined between the image

error in Cartesian coordinates and the image error in polar

coordinates:

g : R2∗n → R2∗n

ec 7→ ep = g(ec) = φcp(sc)−φcp(s
⋆
c), g(0) = 0.

(15)

Let us consider that Vp is a common candidate function:

Vp =
1

2
eT

p ep. (16)

It is easy to show that Vp = 0 if and only if ep = 0 or ec = 0

and Vp = 1/2 ‖ ep ‖2= 1/2 ‖ g(ec) ‖
2> 0. Vp is known to

be a decreasing function for the IBV SP controller [2]. We

have to prove that it is also a decreasing function for the

IBV SC controller. In the neighborhood of the origin ec = 0,

the mapping g is injective and a Taylor expansion about ec =
0 gives:

g(ec) = g(0)+
dg

dec

|ec=0 ec +o2 = Gec +o2 (17)

where the jacobian G = dg/dec |ec=0 is full column rank and

o2 are terms of second order and higher. Combining (16) and

(17), we get:

Vp =
1

2
eT

c GT Gec +o2. (18)

Considering (2) and (5), the time derivative of (18) gives:

V̇p = −λeT
c GT GLsc L̂sc

+
ec +o3. (19)

The function Vp is a decreasing function in the neighborhood

of the origin for the IBV SC controller if the matrix Lsc L̂sc

+
is

positive definite (or semi-definite). The candidate function Vp

is therefore a Lyapunov function common to both controllers.

Consequently, the closed-loop switching system is stable

under any arbitrary switching signal. �

IV. SIMULATIONS

The control task consists in positioning a perspective free-

flying camera with respect to a target composed of four

coplanar points forming a rectangular object. The linear

and angular velocities are limited to the following bounds:

25 cm/s for the translation speed and 0.25 rad/s for the

rotation speed. The sampling period Te is 40 ms which

corresponds to a usual camera (25 frames per second). To

make the simulations more realistic, modeling errors of

20% are considered in the intrinsic camera parameters of

the prediction models (10) and (11). Measurement noises

are added to the outputs to simulate errors in the image

processing.

A. Comparative study with classical controllers

In this section, the switching controller, noted IBV SS, is

compared with respect to the IBV SC controller and the IBV SP

controller. We consider that the depth is constant and equal

to the depth at the desired position Z⋆. The following color

code is used for the above simulations. For the image plane

and the 3D plane, trajectories are plotted:

• in green for the IBV SC controller;

• in blue for the IBV SP controller;

• in red for the IBV SS controller.

The switching signal is plotted in magenta on the control

figure. When it is 0.3 (resp. -0.3), the controller IBV SP

(resp. IBV SC) is used.



Simulation 1: case of pure rotation. We first study

a pure rotation (1.4 radian) around the optical axis of the

camera. All errors in the image plane converge to zero (see

Fig. 4(a)). The IBV SP controller is used throughout the

simulation as expected (see Fig. 4(b)). Indeed, the IBV SC

controller provides straight trajectories in the image but

the corresponding 3D trajectory is made up of the rotation

required around the Z axis and also of a translation along

this axis. The latter is well-known to be useless as already

mentioned in Section II. The trajectories in the image plane

are circular in accordance with the 3D movement of the

camera. The visual feature trajectories obtained with the

switching controller are superposed to those obtained with

the IBV SP controller.
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Fig. 4. Simulation 1: Case of a pure rotation

Simulation 2: case of pure translation. Translations

along the X ,Y,Z axes are tested. As already mentioned,

the IBV SC controller provides an optimal trajectory of the

camera in 3D space. The switching controller selects the

controller IBV SC throughout the simulation (see Fig. 5(c)),

thus proving that the controller chosen is the best controller

in this case. The trajectories in the image plane and in the

3D space tend to straight lines from the initial to the desired

pose (see Fig. 5(a) and 5(b)). No additional displacement is

induced.

Simulation 3: case of complex movement. The required

movement of the camera is now composed of rotations and

translations respectively around and along all the axes. We

can see in Fig. 5(e) that the trajectories obtained with the

IBV SS controller, in the 3D plane, are straightforward in

comparison with those obtained with the IBV SC or the IBV SP

controller. The camera displacement is clearly optimized:

the useless displacements are minimized. The IBV SC is first

selected for 0.5 sec and then the IBV SP is chosen, etc ... (see

Fig. 5(f)). The trajectories obtained with the IBV SS controller

in the image plane satisfy the best compromise between the

convergence of the visual features and the straightforward

displacement of the camera (see Fig. 5(d)).

To sum up, the decision maker provides a suitable switch-

ing signal whatever the camera motion to be done. The

improvements with respect to classical controllers are sig-

nificant: the 2D trajectory is still satisfactory while the 3D

trajectory is improved by avoiding unnecessary displacement.

B. Comparative study with advanced controllers

In this section, the switching controller is compared

with advanced controllers to show that its performances

are similar to those of advanced controllers. Among the

several approaches developed to design a decoupled IBVS

as already mentioned in Section I, we have selected two

of them: the method using second-order minimization

techniques [12], noted IBV SPMJ , and the method using

image moments [5], noted IBV SIM .

Simulation 4: IBV SPMJ controller. In [12], two control

laws were proposed. The simulation results presented here

are performed by using the control law based on the

pseudo-inverse of the mean of the Jacobians (PMJ). The two

Jacobians are evaluated respectively at the desired position

and at the current position, thus requiring the estimation of

the depth Ẑ. In the case of pure rotation or translation, the

simulations results of the two controllers are identical: due

to the lack of place, simulation results are not shown. In the

case of a displacement involving rotations and translations,

the IBV SS controller provides the best result in both the 2D

and 3D space (see Fig. 6(a) and 6(b)). Only one switch is

needed (see Fig. 6(c)).

Simulation 5: IBV SIM controller. The IBV SIM controller

is based on a combination of 6 image moments as described

in [5]. For a complex movement, we can see on Fig. 6(d)

that the image trajectories of the IBV SIM controller are more

direct. The behavior of IBV SS controller seems to satisfy a

compromise between the trajectories in the 2D space and in

the 3D space.

Although designed from simple visual features (points)

and using conventional interaction matrices evaluated at the

desired position, the effectiveness of the switching controller

is similar to the advanced controllers’s one.

C. Visibility constraint

The challenging difficulty of visual servoing is to keep

the image features in the camera field of view. In order to

illustrate the efficiency of the IBV SS controller, visibility

constraints are taken into account in the relevant case of

pure rotation (1.4 radian).

Simulation 6: Considering the image size to be

±0.3, a safety zone is delimited by bounds on u and v:

u− = v− = −0.25 and u+ = v+ = 0.25. The convergence of

the visual features to the desired position is still achieved

while the visibility constraints are satisfied (see Fig. 7(a)).

To do this, multiple switches were needed throughout the

simulation (see Fig. 7(b)). While the IBV SP controller

seems optimal from the 3D point of view for a pure rotation

around the optical axis, the image trajectories can get

out of the safety zone. A switch to the IBV SC controller

ensures quasi-straight trajectories in the image and thus

implicitly ensures the satisfaction of visibility constraints.

Consequently, a slight translational displacement of the
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Fig. 5. Simulation 2: case of pure translation. Simulation 3: case of complex movement
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(f) Simulation 5: Control inputs.

Fig. 6. Simulation 4: IBV SPMJ controller (in blue) vs IBV SS controller (in red). Simulation 5: IBV SIM controller (in green) vs IBV SS controller (in red).
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Fig. 7. Simulation 6: Case of a pure rotation with visibility constraints

camera along the optical axis is induced by the IBV SC

controller. This displacement, which is essential to guarantee

the feature visibility, is about 8cm against 14cm if only the

IBV SC controller were used throughout the simulation (see

Fig. 7(c)).

Although the control law generated by the controller

IBV SS is not continuous, it is important to note that this con-

trol is applied as a reference input for low-level controllers

servoing the joints of the robotic system. Therefore, the rapid

changes are attenuated as was shown in practice in [10]. In

the worst cases, it is possible to filter the computed control

before sending it to the low-level controllers.

The average computational time devoted to the prediction of

the camera movement for both controllers is about 20ms at

each iteration and can be greatly reduced (with a C language)

for a real time application.

V. CONCLUSIONS

In this paper, we have proposed a switching controller

for IBVS tasks. The switching controller takes advantage

of the benefits of Cartesian-based IBVS and polar-based

IBVS. If the tools used (Cartesian IBVS, polar IBVS, switch,

predictive approach) are well known, their combination is

original and new. The switching approach is an alternate

approach to design a decoupled IBVS in an easy way with

point visual features and no 3D information. The visual

features efficiently converge to the desired position while the

3D displacement of the camera is minimized. The decision

maker provides the switching signal according to criteria

based on the predicted displacements of the camera for the

two controllers, without 3D reconstruction. The stability of

the closed-loop switching system is locally proved for any

arbitrary switching signal. The enhancement of the IBVS

performances is illustrated through the simulation results.

The robustness of the switching controller is checked in

the presence of modeling errors and measurement noise.

The handling of visibility constraints can be improved by

introducing a potential function as in [6]. The next step will

be the implementation of the switching controller on a 6 ddl

arm manipulator.
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