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Abstract

We consider a population structured by a space variable and a phenotypical trait, submitted
to dispersion, mutations, growth and nonlocal competition. We introduce the climate shift due to
Global Warming and discuss the dynamics of the population by studying the long time behavior of
the solution of the Cauchy problem. We consider three sets of assumptions on the growth function. In
the so-called confined case we determine a critical climate change speed for the extinction or survival
of the population, the latter case taking place by “strictly following the climate shift”. In the so-
called environmental gradient case, or unconfined case, we additionally determine the propagation
speed of the population when it survives: thanks to a combination of migration and evolution, it can
here be different from the speed of the climate shift. Finally, we consider mized scenarios, that are
complex situations, where the growth function satisfies the conditions of the confined case on the
right, and the conditions of the unconfined case on the left.

The main difficulty comes from the nonlocal competition term that prevents the use of classical
methods based on comparison arguments. This difficulty is overcome thanks to estimates on the



tails of the solution, and a careful application of the parabolic Harnack inequality.

Key Words: structured population, nonlocal reaction-diffusion equation, propagation, parabolic Har-
nack inequality.

AMS Subject Classifications: 35Q92, 45K05, 35B40.

1 Introduction

We consider a density of population n(t,x,y) at time ¢t > 0, structured by a spatial variable € R and
a phenotypic trait y € R. The population is submitted to four essential processes: spatial dispersion,
mutations, growth and competition. It also has to face the climate shift induced by Global Warming.
The spatial dispersion and the mutations are modelized by diffusion operators. We assume that the
growth rate of the population, if the competition is neglected, depends initially (¢ = 0) on both the
location x and the phenotypic trait y. Then, in order to take into account the climate shift, we assume
that for later times (¢ > 0) the conditions are shifted in space, at a given and forced speed ¢ (without
loss of generality, we will always consider ¢ > 0). Hence, the growth rate is given by r(z — ct,y), which is
typically negative outside a strip centered on the line y — B(x — c¢t) = 0 (see the environmental gradient
case below, and notice that we also study other situations). This corresponds to a population living
in an environmental cline: to survive at time ¢ and location x, an individual must have a trait close
to the optimal trait yop(t,2) = B(x — ct) which is shifted by the climate (one may think of z being
the latitude). Finally, we consider a logistic regulation of the population density that is local in the
spatial variable and nonlocal in the trait. In other words, we consider that there exists an intra-specific
competition (for e.g. food) at each location, which may depend on the traits of the competitors. The
model under consideration is then (after a rescaling in ¢, z and y)

on(t,x,y) — Ogan(t, x,y) — Oyyn(t, z,y)
= (T(x —ct,y) — / K(t,z,y,y )n(t,2,y") dy’) n(t,z,y) for (t,z,y) € Ry xR?, (1)
R
n(0,z,y) = no(z,y) for (z,y) € R?,

with precise assumptions to be stated later.

In this paper our aim is to determine conditions that imply extinction of the population and the ones
that imply its survival, or even its propagation. Typically, we expect the existence of a critical value
¢* > 0 for the forced speed ¢ of the climate shift: the population goes extinct (in the sense that it can
not adapt or migrate fast enough to survive the climate shift) when ¢ > ¢* and survives, by following
the climate shift and/or thanks to an adaptation of the individuals to the changing climate, when
0 < ¢ < ¢*. To confirm these scenarios, we shall study the long time behavior of a global nonnegative
solution n(t,z,y) of the Cauchy problem (1).

The model (1) can be seen as a reaction-diffusion equation with a monostable reaction term. Solutions
of such equation typically propagate in space at a linear speed, that can often be explicitly determined.
In some models, such as the Fisher-KPP equation [18], [24], it is actually possible to push the analysis
beyond the propagation speed: one can for instance describe the convergence of the population to a
travelling wave, see [12, 13]. The analysis of (1) is however much more involved, in particular because of
the nonlocal competition term it contains. We will then focus our analysis on the qualitative properties
of the solutions, based on the notion of spreading introduced in [4].

In this paper we investigate three main types of problems giving rise to qualitatively different behav-
iors. These correspond to different assumptions about the region where the growth function r is positive.
We now define these various cases and state some of the main results we obtain for each one of them.

1.1 The confined case

In the confined case, the growth function can be positive only in a bounded (favorable) region of the
(z,y) plane. The precise assumption is as follows.



Assumption 1.1 (Confined case). For all 6 > 0, there is R > 0 such that
r(z,y) < =0 for almost all (x,y) such that |z| + |y| > R.

The main results in this case are given in Proposition 3.1, Proposition 3.3 and in Theorem 3.4.
Essentially these state that there is a critical speed ¢* such that when the climate change speed ¢ is such
that ¢ < ¢*, then the population persists by keeping pace with the climate change, whereas when ¢ > ¢*,
the population becomes extinct as time goes to infinity. We obtain the critical speed from an explicit
(generalized) eigenvalue problem. We explain these notions in subsection 2.1.

1.2 The environmental gradient case

In ecology, an environmental gradient refers to a gradual change in various factors in space that determine
the favored phenotypic traits. Environmental gradients can be related to factors such as altitude, tem-
perature, and other environment characteristics. In our framework this case is defined by the following
condition.

Assumption 1.2 (Environmental gradient case, or unconfined case). We assume that r(z,y) = 7(y—Bzx)
for some B > 0 and some function 7 € L2 (R) such that, for all § > 0, there is a R > 0 such that

loc

7(z) < =8 for almost all z such that |z| > R.

Note that in this case, without climate change, the favorable region, where r(x,y) can be positive,
spans an unbounded slab, in contradistinction with the confined case where it is bounded.

The main results in this case are given in Proposition 4.5 and Theorem 4.2. As in the confined case,
there is a critical speed ¢** for the climate shift — obtained from a generalized eigenvalue problem,
and even explicitly computable in some simple situations, see formula (50)— which separates extinction
from survival/invasion. Nevertheless, let us emphasize on a main difference with the confined case: the
population does not necessarily keep pace with the climate but may persist thanks to a combination of
migration and evolution, see Remark 4.4. To shed light on this phenomenon, in Theorem 4.2 we further
identify the propagation speed of a population in an environmental gradient when ¢ < ¢**, which we
believe to be important for further investigations.

Before going further, let us present simple but meaningful examples of such growth functions:
re(z,y) :=1— A(y — Bx)? — ea?, (2)

for some A > 0, B > 0, ¢ > 0. At every spatial location x € R, the optimal phenotypic trait (i.e. the
phenotypic trait that provides the highest growth rate) is y,p+ = Bz, and the constant B represents the
linear variation on this optimal trait in space. The constant A characterizes the quadratic decrease of
the growth rate r away from the optimal phenotypic trait. Finally, the constant £ describes how the
optimal growth rate varies in space: if € > 0, we assume that an individual originating from a given
region can adapt to warmer temperatures induced by the climate shift, but will not, nevertheless, be
as successful as it was originally (in the sense that its growth decreases). When ¢ > 0, r. given by (2)
satisfies Assumption 1.1 and the population, if it survives, cannot invade the whole (x, y) plane (confined
case). This situation will be discussed in Section 3. On the other hand, for e = 0, r¢ given by (2) satisfies
Assumption 1.2 and the possibility of propagation remains open (unconfined case). This situation will
be discussed in Section 4.

1.3 The mixed case

Finally, we introduce here a more complex situation, that combines the two previous cases. We call it
the mized case. It is defined by the following condition.

Assumption 1.3 (Mixed case). We have
r(@,y) = 1e_xr(z, Y)ru(@,y) + 1e, xr (@, y)re(z,y),

where 1. satisfies Assumption 1.1 and r, satisfies Assumption 1.2.



Thus, in this case, the growth function satisfies the assumption of the environmental gradient case
for < 0, and the assumption of the confined case for > 0. A typical example is given by

r(z,y) =1— Ay — Br_ — B'zy)? —exy?, (3)

for some A > 0, B > 0, B’ > 0 and € > 0. Note that we have used the notations x_ = min(z,0),
x4 = max(x,0).

Our main results in this case are given in subsection 5.2. We show that one can extend the critical
speeds, ¢* and c¢**, obtained in the previous two cases. We prove that the population persists if the
climate change speed is below either one of these critical speeds whereas it goes extinct when it is above
both. This is stated in details in Theorem 5.4 where we also describe more precisely the large time
behavior of the population, depending on the position of ¢ w.r.t. ¢* and ¢**. Furthermore, a new and
interesting phenomenon arises in this case: when ¢* and ¢** are close, then, as ¢ varies, the dynamics of
the population can rapidly change from fast expansion to extinction, see Remark 5.5.

1.4 Estimating the nonlocal competition term

When studying the extinction cases, it follows from the parabolic comparison principle that we can
neglect the nonlocal term [, K(t,z,y,y")n(t,z,y’)dy’ in (1). On the contrary, careful estimates on this
nonlocal term are necessary to study the survival and propagation phenomena. The strategy consists
in first proving estimates on the tails of the solutions, which provides a control of the nonlocal term for
large x, y. Next, on the remaining compact region, a rough uniform bound on the mass fR n(t,z,y) dy
enables us to apply an argument based on the parabolic Harnack inequality for linear equations with
bounded coefficients, and therefore to control the nonlocal term. This idea is similar to the method
developed in [2] to study travelling wave solutions of a related problem. In this previous work however,
the solution was time independent, and we could use the elliptic Harnack inequality. In the present
work, an additional difficulty arises: for parabolic equations, the Harnack inequality involves a necessary
time shift, see Remark 2.5. Nevertheless, we show in subsection 2.3 that if the solution u of a parabolic
Harnack inequality is uniformly bounded (which, in our situations, will be proved in Lemma 2.3 and
Lemma 5.3), then for any £ > 0, 7 € RNV, R > 0 and § > 0, there exists C' > 0 such that the solution u
satisfies
max  u(t,z) <C min  u(t,z) + 9,
z€B(Z,R) z€B(z,R)

thus getting rid of the time shift. This refinement of the parabolic Harnack inequality is a very efficient
tool for our analysis, since used in the proofs of Lemma 2.3 (exponential decay of tails), Theorem 3.4
(survival in the confined case), Theorem 4.2 (survival and invasion in the unconfined case), Theorem 5.4
(iii) (survival and invasion in the mixed case). Since we believe that such rather involved technics are
also of independent interest for further utilizations, we present them as a separate result in Theorem 2.6
for a general parabolic equation.

1.5 Related works and comments

In [5], a model has been introduced to study the effect of Global Warming on a species, when evolutionary
phenomena are neglected, that is when all individuals are assumed to be identical (see also [30], [10, 11]).
Among more detailed results, it is shown that there exists a critical speed ¢* such that the population
survives if and only if the climate change occurs at a speed slower than ¢*. However, it is well documented
that species adapt to local conditions, see e.g. [32], and in particular to the local temperatures. Two
closely related models taking into account this heterogeneity of the population have been proposed in
[28] and [23] (see e.g. [29], [26], [15] for recent results). The models of [28], [23] describe the evolution
of the population size and its mean phenotypic trait, and can be derived formally from a structured
population model similar to (1), provided the population reproduces sexually (see [26]). Such simplified
models do not exist for asexual populations, so that one has to consider (1) in this latter case. In this
framework, let us mention the construction of travelling waves [2] for equation (1), and [7] for a related
but different model, when there is no climate shift (¢ = 0). Notice also that the model (1) can be derived
as a limit of stochastic models of finite populations [14].



The well-posedness of a Cauchy problem very similar to (1), but on a bounded domain, has been
studied in [31, Theorem I.1], under reasonable assumptions on the coefficients. We believe a similar
argument could be used here to show the existence of a unique solution ngp = ng(t,z,y), for (z,y) €
[-R, R]?>. The existence and uniqueness of solutions to (1) could then be obtained through a limit
R — oo, thanks to the estimates on the tails of the solutions obtained in Lemma 2.3. We have however
chosen to focus on the qualitative properties of the solutions in this article.

The main difficulty in the mathematical analysis of (1) is to handle the nonlocal competition term.
When the competition term is replaced by a local (in « and y) density regulation, many techniques based
on the comparison principle — such as some monotone iterative schemes or the sliding method — can
be used to get, among other things, monotonicity properties of the solution. Since integro-differential
equations with a nonlocal competition term do not satisfy the comparison principle, it is unlikely that
such techniques apply here. Problem (1) shares this difficulty with the nonlocal Fisher-KPP equation

0un(t,) ~ Dyt a) = (1= [ ol = ) dy) it o), (1)

which describes a population structured by a spatial variable only, and submitted to nonlocal competition
modelized by the kernel ¢. As far as equation (4) is concerned, let us mention the possible destabilization
of the steady state u = 1 by some kernels [19], the construction of travelling waves [8], additional
properties of these waves [17], [1], and a spreading speed result [22]. We also refer to [3], [21] for the
construction of travelling waves for a bistable nonlocal equation, for an epidemiological system with
mutations respectively.

1.6 Mathematical assumptions, and organization of the paper

Throughout the paper we always assume the following on the coefficients of the nonlocal reaction diffusion
equation (1): r € L$° (R?) and there exists rpq, > 0 such that

loc

r(z,y) < rmaz a.e. in R?; (5)

also K € L*((0,00) x R?) is bounded from above and from below, in the sense that there are k= > 0,
kT > 0 such that
k™ < K(t,z,y,y') <k ae. in (0,00) x R (6)

Moreover, we consider initial conditions ng(z,y) for which there exists Cp > 0 and po > 0 such that

< Cperollzl+yD under Assumption 1.1

0 <no(z,y) { < CyeHoly—Bel under Assumption 1.2 (7)

is compactly supported under Assumption 1.3.

In other words, under Assumptions 1.1 or 1.2, we allow the initial data to have tails which are “consistent”
with the case under consideration. In the mixed case, i.e. Assumption 1.3, for the sake of simplicity, we
assume that the initial data is compactly supported.

The organization of this work is as follows. In Section 2 we provide some linear material (principal
eigenvalue, principal eigenfunction), a preliminary estimate of the tails of n(t,x,y) together with an
efficient Harnack tool which is also of independent interest. The confined case is studied in Section
3: we identify the critical speed ¢* and, depending on ¢, prove extinction or survival. The unconfined
case is studied in Section 4: we identify the critical speed ¢** and, depending on ¢, prove extinction or
propagation. Finally, Section 5 is devoted to the analysis of the mixed case, for which we take advantage
of the analysis of the confined and unconfined cases, performed in the two previous sections.

2 Preliminary results

Let us first introduce a principal eigenvalue problem that will be crucial in the course of the paper. It
will in particular provide the critical climate shift speeds ¢*, ¢**, ¢&* (see further) that will allow the

u
survival of the population.



2.1 A principal eigenvalue problem

The theory of generalized principal eigenvalue developed in [9] is well adapted to the present problem,
provided r is bounded. Following [9], we can then define, for r € L>°(Q) and Q C R? not necessarily
bounded, the generalized principal eigenvalue

A, Q) = sup {3 € W22(Q), 6> 0, iz, y) + Dyyd(w,y) + (1) + X) dla,y) <0 (8)

As shown in [9], if © is bounded and smooth, A(r, Q) coincides with the Dirichlet principal eigenvalue
H(r,Q), that is the unique real number such that there exists ¢ > 0 on Q (unique up to multiplication
by a scalar),
{ 0,0 (@,y) — Oyyd(a,y) — (@, 9)o(w,y) = H(r, Qg ae. in Q,
p=0 on 0f).

Notice that since the operator is self-adjoint, the Dirichlet principal eigenvalue can be obtained through
the variational formulation

\V4 2 2
SEHY(Q), $#0 Joo

The following proposition then provides known properties of A(r,2). We refer the reader to [9], [6,
Proposition 4.2], or to [10, Proposition 1] for more details and proofs.

Proposition 2.1 (Generalized eigenvalues and eigenfunctions). Assume that r € L>(R?). There is
A(r, Q) € R such that for any subsequence (0, )nen of non empty open sets such that

Qn C Qity, Unen@n = Q.

Then, A(r,,) N\ A(1,Q) as n — oo. Furthermore, there exists a generalized principal eigenfunction,
that is a positive function I' € W2’2(R2) such that

loc
*azzr(xv y) - ayyr(xv y) - T(ZL', y)F(Z‘, y) = A(Ta Q)F(Z‘, y) a.e. in Q

Let us also mention that the above generalized eigenfunction I' is indeed obtained as a limit of
principal eigenfunctions, with Dirichlet boundary conditions, on increasing bounded domains.
Since our growth functions are only assumed to be bounded from above, we extend definition (8) in

a natural way to r € L° (Q) such that r < ry,4, on £, for some 7,4, > 0. The set

A, Q) = {X: 36 € WEAQ), 6> 0, 0006(2,) + Oy bl ) + (r(@,y) +X) é(w,y) <0}

is not empty, since A(max(r,—M),Q) C A(r,2), and is bounded from above, thanks to the monotony
property of Q — A(r,Q). Finally, going back for example to the proof of [6, Proposition 4.2], we notice

that Proposition 2.1 remains valid under the weaker assumption that » € LjS.(£2) is bounded from above.

It follows from the above discussion that, in the confined case, we are equipped with the generalized
principal eigenvalue A\, € R, and a generalized eigenfunction I's (2, y) such that oo (z) — 0 as |z| — oo
and

{amroo(z, ) = O Pocl) = (e )l 09) = ATocy)  forall (ng) €B2

Poo(x,y) >0 for all (z,y) € R?, ||Too| poomrey = 1.

Notice that since the operator is self-adjoint and the potential “confining”, A\, can also be obtained
through some adequate variational formulation.
For the unconfined case, for which r(z,y) = 7(y — Bx), we are equipped with the “one dimensional”
generalized principal eigenvalue Ao, € R, and a generalized eigenfunction I'}”(2) such that
—(14 B?)0..T0(2) —=7(2)TLL(2) = AT 0(2)  forall z €R (10)
IP(z)>0 forallzeR, [P2||per =1.

Indeed, this corresponds to the confined case in 1D. In order to be consistent, if we define I'so(x,y) :=
I''P(y — Bx) then (9) remains valid.



Remark 2.2. When the unconfined growth rate is the prototype example (2) with e =0, (10) corresponds
to the harmonic oscillator, for which the the principal eigenvalue and principal eigenvector are known

(see e.g. [33]):
Moo = VA + B2) =1, Too(z,y) =exp (%, / %(y - Bz)2> . (11)

If the confined growth rate is the prototype example (2) with e > 0, the principal eigenvalue N5, can
also be explicitly computed, but the formula is more complicated. One can however notice that we then

have Xoy — Moo = \/A(1 4+ B?) —1, as e — 0.

2.2 Preliminary control of the tails

Our first result states that, in the confined and unconfined cases, any global nonnegative solution of the
Cauchy problem (1) has exponentially decaying tails. Notice that, in the mixed case, Lemma 5.3 will
provide an analogous estimate.

Lemma 2.3 (Exponential decay of tails). Assume that r € L (R?) and K € L>((0,00) x R3) satisfy

loc

(5) and (6) respectively. Let Assumption 1.1 or 1.2 hold. Assume that ng satisfies (7). Then, there exist
C >0 and p > 0 such that, for any global nonnegative solution n of (1),

Ce—mle=ctl+lv)  ynder Assumption 1.1,

0<n(tz,y) < { (12)

Ce—Hy=Blz—=ct)|  ynder Assumption 1.2,

forallt >0,z R, yeR.

Proof. Let us first work under Assumption 1.2. If we define the mass N(t,x) := fR (t,x,y)dy, an
integration of (1) along the variable y provides the inequality

N — 8uN < (Fmaz — k" N) N

Since N(0,z) = [z no(z,y)dy < %, it then follows from the maximum principle that the mass is
uniformly bounded:

(13)

2 max
N(t,z) < Noo := max (ﬂ T—) .

po kT
Since N(t,x) fR n(t,z,y) dy is bounded in {(¢,x) : t > 0,2 € R}, it follows from Assumption 1.2 and
(6) that there is M > 0 such that

<M,

r(x —ct,y) — / K(t,z,y,y")n(t,z,y') dy
R

in Qpe1 = {(t,z,y) : (x —ct,y) € Spr1} = {(t,z,y) : |y — B(x — c¢t)] < R+ 1}. Hence n(t, z,y) solves
a linear reaction diffusion equation with bounded coefficients on Qr41. As a result, we can apply the
parabolic Harnack inequality (see [16, page 391] for instance). To do so let us first choose ¢ := (Be)™!
so that, for any T > 0, [T,T + ¢] x {(x,y) : |y — B(x — T)| < R} C Qpry1. Then, by the Harnack
inequality, there is C' > 0 such that, for all 7" > 0,

max n(T,xz,y) <C min n(T +¢e,2,y).
TR, - JPDIL CLL L LN, P 2
It then follows that
C C C
T < — T dy = —N(T — Noo. 14
e n(Ty) < g [ (T ey dy = SENT o) < o (14)

Hence, the population n(t, x,y) is bounded by %Noo in Qp :={(t,z,y) : |y — B(x — ct)| < R}.
Next, to handle the remaining region Qz“ = {(t,z,v) : |y — B(x — ct)| > R}, let us define

ot z,y) = He—ﬂ(\y—B(Z—Ct)\—R)7



which, in Qg°, satisfies

Orp — Ouwtp — Oyyp —r(w — ct,y)p = (£pBe—p°B? — i —r(z — ct,y))p
> (+pBe—p’B? — i +6)p

by Assumption 1.2. Choosing p > 0 small enough makes ¢ a super-solution on Q°, whereas n is a
sub-solution. If we choose x = max(Co, 55 Noo) and € (0, 1), then we enforce n(t, z,y) < ¢(t,z,y) on
{0} x R? (see (7)) and on the parabolic lateral boundary of Qg (see (14)). It follows from the parabolic
maximum principle that n(t,z,y) < ¢(t,z,y) in Qr°, which concludes the proof of the lemma under
Assumption 1.2.

When Assumption 1.1 holds, arguments are very similar. It suffices to select a § > 0 and an associated
R > 0 such that Assumption 1.1 holds, then to take Qpry1 := {(t,2,y) : (x —ct,y) € Try1} = {(t,z,y) :
|z —ct|+|y| < R+1} and, finally, to use p(t, z,y) := ke~ #Iz=cl+vI=2F) on the remaining region. Details
are omitted. O

2.3 Preliminary Harnack-type estimate

We present here our refinement of the parabolic Harnack inequality. We already discussed in subsection
1.4 the relevance of Theorem 2.6, which is also of independent interest.

Let Q C RY an open set with N > 1. We consider a solution u(t,x), t > 0, z € Q, of a linear
parabolic equation, namely

N N
Opu(t, z) — Z i j(t,2)0p,; 2;u(t, ) — Z bi(t, )0y, u(t,x) = f(t, z)u(t, x), (15)
ij=1 i=1

where the coefficients are bounded, and (a; ;)i j=1,.. ~ is uniformly elliptic. Let us first recall the
parabolic Harnack inequality, as proved by Moser [27].

Theorem 2.4 (Parabolic Harnack inequality, [27]). Let us assume that all the coefficients (a; ;)i j=1,...N»
(bi)i=1,...n, f belong to LS ((0,00) x ), where Q is an open set of RY, and that (@i j)ij=1,. N i
uniformly positive definite on Q. Let 7 >0 and 0 < R < R/.

There exists Cyr > 0 such that for any (t,%) € (27,00) x RY such that Bg~ (Z,R') C Q, and for any

nonnegative (weak) solution u € H' ((0,00) x ) of (15) on (t —27,%) x £,

max u(t—7,2) <Cyx min u(f, ). (16)
z€B(z,R) z€B(z,R)

Remark 2.5. Let us emphasize that the time shift T > 0 is necessary for (16) to hold. To see this,

(z+w9)?

consider for N =1 the family u(t,xz) = imﬁe* w  (xg € R) of solutions to the Heat equation. Then,
fort =1 and T = 0, we have
maxeepor Ul e)  u(l,0) | Orso?osg? [t

mingep(o,R) u(l,z2) — u(l,R)
which is not bounded from above as xy — oo. Hence, estimate (16) cannot hold with 7 = 0.

Nevertheless, provided the solution « is uniformly bounded, we can derive from Theorem 2.4 the
following refinement, where no time shift is required.

Theorem 2.6 (A refinement of Harnack inequality). Let us assume that all the coefficients (a; ;)i j=1,... N,
(bi)i=1,...N, f belong to L53, ((0, 00) X RN), and that (a; ;)i j=1,... .~ is uniformly positive definite on RN

Let also w C RN, and assume that for any R’ > 0, there exists K > 0 such that, for all 1 <i,j < N,
a; j(t,x) < K, bi(t,z) < K, f(t,z) <K a.e. on (0,00) X w+ By~ (0, R'). (17)

Let R>0,6>0,U >0,t>0 and p > 0.
There exists C > 0 such that for any T € RN satisfying dg~ (Z,w) < p, and any nonnegative (weak)
solution u € H* ((0,00) x RY) of (15) on (0,00) x RN, and such that ||u|| pe@~y < U, we have

max u(t,z) <C min_ u(t,z) + 4. (18)
z€B(z,R) z€B(z,R)



Proof. Let us assume without loss of generality that ¢ = 2 and Z = 0. We introduce

2]Juflo
o(t, x) = K1 [ max u(1,x) + Ju

| oo
|z|<aR (aR)? NE(L+aR)E=1)+ & |z|2} 7

(aR)?

where o > 1 is to be determined later. We aim at applying the parabolic comparison principle on the
domain (1,2) x B(0,aR). We have ¢ (1,2) > u (1,7) for [z| < aR, and ¢(t,7) > |lul|L~) > u(t,z) for
1 <t<2, |z| =aR. A simple computation shows

N N N N
20ullss k-
0 — Y i 0wy — Y bilnd— K = %e“t Y lNK(l +aR) = aii(t,x) =Y bilt, z):ci]
=1 =1

ij=1 i=1
which, in view of (17), is nonnegative on (1,2) x B
<

0,aR). Since dyu— Zf\fj:l i, Oy ;U — Zf\il b0y, u—
Ku <0, the comparison principle yields u(2, - 2,4)

(
#(2,-) on B(0,aR). In particular we have

)
2 < 2
maxu(e) < maxé(2e)

2
< eF ( max u(1,x) + UL[ES

| oo
o aRp NK(1+aR) + [ | )

a2

< K 1
< ef max u(lz)+ =g R
K
a 1,z) 49, 19
e |gglgngU( z) (19)

KU (2NK(1 + aR) N 1)

provided we select o > 1 large enough. Thanks to (17), we can then apply Theorem 2.4 with 7 := 1 and
0 :=w + Brn(0,2aR), to get that there exists a constant Cy = C (R, ) > 0 such that

1 < i 2 < i 2,x). 2
ﬁf?ﬁz”( ,2) < Cn \I%BR“( @) < Ch ﬁé%“( ) (20)
Theorem 2.6 follows from (19) and (20). O

3 The confined case

In this section, we consider the confined case, namely Assumption 1.1, for which the growth rate r(z,y)
is positive for a bounded set of points (x,y) only. We discuss the extinction or the survival of the
population, defining a critical speed ¢* for the climate shift by

. {N—Am if Ao <0
Cc =

the critical speed in the confined case, (21)
—00 if A\soc >0,

where A\ is the principal eigenvalue defined by (9). In the whole section, we are then equipped with
Aoo and T'oo (2, y) satisfying (9).
We introduce two changes of variable that will be very convenient in the sequel. Precisely, we define
a(t,z,y) = nlt, + ct,y), ult,z,y) = e (t,z,y) (22)
so that the equation (1) is recast as
atﬁ(tv &€, y) - Cazﬁ(tv &£, y) - amxﬁ(tv &€, y) - ayyﬁ(ta z, y)
= (e~ [ Ko+ ettty ) itz (23)
R
or as

atu(ta x, y) - ammu(ta x, y) - ayyu(ta €, y)

2
= (o) = G~ [ Kttt ctase Fattn)) ') bz (24)



3.1 Extinction

In this subsection, we show extinction of the population for rapid climate shifts ¢ > ¢*. Since extinction
comes from the linear part of the equation (1), the nonlocal term will not be a problem here. If follows
that if ¢ > ¢*, the extinction for any reasonable initial population (see Proposition 3.3) can be proven
thanks to an argument similar to the one in [10, Proposition 1.4]. Nevertheless, this argument does not
provide any information on the speed of extinction. If we further assume sufficient decay of the tails of
the initial data (see Proposition 3.1), we can show that the extinction is exponentially fast. We start
with this last situation.

Proposition 3.1 (Extinction with initial control of the tails). Assume that r € L2 (R?) and K €
L®((0,00) x R3) satisfy (5) and (6) respectively. Let Assumption 1.1 hold. Assume that ng satisfies (7).
If ¢ > ¢* and the initial population satisfies
M := sup e2no(@y) < o0, (25)
(z,y)ER? Foo(zay)

then any global nonnegative solution n(t,z,y) of (1) satisfies

n(t t =)
p ezn(,z+c,y)20(e( Aoo 4)t)_>0, 4 t 5 oo, (26)
@yerz  Lool,y)

and, for some vy > 0,

sup / n(t,z,y)dy = Oe” ") =0, ast — occ. (27)
zeR JR

Proof. We consider

2
c
o

¢(ta$ay) = Me(_/\x_ )tl—‘oo(xay)a

which satisfies
2

at¢(t7x7y) - amx¢(t7x7y> - ayy¢(t7x7y> = <T(Z',y) - CZ) ¢(t,$,y)

In view of (24), u(t,z,y) = e= n(t,x +ct,y) is a sub-solution of the above equation. Since the definition
of M implies u(0,z,y) < ¢(0,z,y), it follows from the parabolic maximum principle that u(¢, x,y) <
o(t, x,y) for any time ¢ > 0, which proves (26).

To prove (27), we will need

p = sup / Loo(,y) dy < o0, (28)
z€R JR

whose proof is postponed. If ¢ = 0, (27) follows from (26) and (28). If ¢ > 0, combining (26) and the
control of the tails (12) we obtain, for @ > 0 to be selected,

sup/n(t,ac,y)dy = sup/n(t,x—i—ct,y)dy
zeR JR z€R JR
< sup /n(t,x+ct,y)dy+ sup /n(t,erct,y)dy
z<—at JR z>—at JR
cx (_A _ﬁ)t
< sup /C’e*“(‘z‘ﬂyl)dynL sup /eiTMe 1) Too(z,y) dy
z<—at JR r>—at JR
< Ee_uat+Mpe(_>\°°_§+%)t,
i
which proves (27) by selecting o > 0 small enough so that —As, — % + 5 <0.

To conclude, let us now prove (28). Select § > 0 such that 6 > 2\.. For this 6 > 0, select
R > 0 as in Assumption 1.1 so that — in view of equation (9)— the principal eigenfunction satisfies
—0paloe — Oyyloc < =30 in {(z,y) : |2| > R, |y| > R} and ||T||oc < 1. It therefore follows from the
elliptic comparison principle that

Toc(2,y) < e VEWI=RVE=R iy (24« 2| > RJy| > R}. (29)

10



Therefore we have, for all (z,y) € R?,

Too(z,y) < CeV izl )
which implies (28). )

Remark 3.2. Observe that, in the unconfined case, the estimate (26) remains valid but the control of the
tails (12) under Assumption 1.2 does not imply (27). Roughly speaking, in the unconfined case, even if
¢ > ¢* there is a possibility that the population survives, but migrates towards large x at a speed w € (0, c)
different from the climate change speed c. Therefore we need a different criterion that will be discussed
in Section 4.

Proposition 3.3 (Extinction for general initial data). Assume that r € LS (R?) and K € L°°((0,00) x

loc

R3) satisfy (5) and (6) respectively. Let Assumption 1.1 hold. Assume that ng € L*(R?) and that
SUP,cRr fR no(z,y) dy < co. If ¢ > ¢* then any global nonnegative solution n(t,x,y) of (1) satisfies

tliglo n(t,z,y) =0, (31)

uniformly with respect to (x,y) € R2.

Proof. Tt is equivalent and more convenient to prove (31) for ni(t, z,y) = n(t, x + ct, y) which solves (23).
Since r(z,y) — —oo as |z| + |y| — oo, we first define, for some R > 0, the cut-off function

r t(z y) - T(xay) if (:an)eBR
’ SUD (4 )¢ B r(xz,y) if (z,y) ¢ Bg,

which is larger than r(x,y) and has the advantage of being bounded. Let (Acut, Lewr) € R x C°°(R) solve
the generalized principal eigenvalue problem

*azzrcut(xv y) - ayyrcut(xv y) - Tcut('rv y)rcut(xv y) = Acutrcut(xv y) for all (SC, y) € RQ (32)
Tewt(z,y) >0 for all (z,y) € R?,  ||Teutlloo = 1.
We claim that
)\cut / )\OOa as R — oo. (33)

Since arguments are rather classical (see [6, Proposition 4.2] for instance), we only sketch the proof.
Since reyr > 7 we have Acyt < Aoo. Also, Aey is increasing with respect to R. Hence Acyy 2 < Aoy
as R — oo. Assume, by way of contradiction, that A < Aoo. Since regs — 7 locally uniformly, it follows
from the Harnack inequality, elliptic interior estimates and a diagonal extraction that we can construct
a function v > 0 such that —0y,7y — Oyyy = (r+ 5\)7, and < is then a subsolution of the equation satisfied
by T'w (see the first line of (9)). Outside of a large ball, the zero order term of the equation, namely
4+ Ao, 18 negative so the elliptic comparison principle applies outside of a large ball. This enables us to
define

g0 :=sup{e > 0: ey(z,y) < o (2,y),Y(2,y) € R?}.

Hence ¢ := I'sx — ¢y has a zero minimum at some point (zo,yo) and therefore 0 < (9ppt) + Oyy¥ +
) (o, Y0) < (A — Moo )T (20, y0) < 0. This contradiction proves the claim (33). As a result, we can
choose R > 0 large enough so that » < —1 on the complement of Bg/,, and such that f% < Aeut (we

recall that ¢ > ¢* implies f% < Aoo)-
By the parabolic comparison principle, we have

0 <a(t,z,y) <w(t,z,y), (34)
where w(t, z,y) is the solution of the following linear problem — obtained by dropping the nonlocal term

and replacing r(z,y) by reut(x,y) in (23)—

{ 0w — cOpw — OpgW — Oy = et (T, Y)w (35)

w(O,x,y) = wO(‘Tay) =M + Ae_%zrcut(xay)a

11



where M := ||ng||L=. Recalling that % + Acut > 0 and that 7.,; < 0 on the complement of Bp o, we
can choose A > 0 large enough so that

2

(O s = 01 = By =t o) = A (G At ) T asa(o) = s 9)M > 0,

for all (x,y) € R2. In other words, the initial data in (35) is a super solution of the parabolic equation
in (35), which implies that ¢ — w(t, x,y) is decreasing for any (z,y) € R2. As a result there is a function
w(x,y) such that

w(t,z,y) = w(r,y) ast— oo, 0 <w(xz,y) <M+ Aefgmfcut(:c,y).

Let us prove that the above pointwise convergence actually holds locally uniformly w.r.t. (x,y), and
that w solves
—€0pW — OgaW — OyyW — Teut(z, y)w = 0. (36)

Let R’ > 0 be given. Let (t,) be an arbitrary sequence such that t,, — oo, and define wy, (¢, z,y) =
w(t + tn,x,y). w, then solves

atwn - Caan - axmwn - ayywn - Tcut(z; y)wn = 07

that is a linear equation whose coefficients are bounded on (0, co) x R? uniformly w.r.t. n. By the interior
parabolic estimates [25, Section VII], for a fixed p > 2, there is a constant C'rs > 0 such that

||wn||wgv2((172)X3R,) < CrillwnllLr((0,3)x Byri) < Crr (3|BQR’|)1/p||wHL°°((0,oo)><]R2) < o0.

Since p > 2, there is 0 < a < 1 such that the injection W2((1,2) X Br/) < CE1te ([1,2] x Bg')
is compact. Therefore there is a subsequence w(,) which converges in CElta ([1,2] X B—R/), and
converges weakly in W}'*((1,2) x Bg/). The limit of wy,) has to be @, which is independent on the

sequence t, — oo and the extraction ¢. Therefore w(t,,-) — (-, ), in both C*2*:1+@ and W,? locally
uniformly. Hence, the convergence w(t, z,y) — @(x,y), as t — oo, is locally uniform w.r.t. (z,y). On
the other hand, the weak convergence in Wpl’2 allows to pass to the limit in equation (35), so that @
actually solves (36).

We claim that @w = 0. Indeed define (¢, r) := e2w(x,y) which solves

2
~0uat) = Dy = Teur (Y)Y = =¥ (37)

Multiplying equation (32) by 1, equation (37) by I'.y+ and integrating the difference over the ball Bp/,

we get
C2
/ (FcutA"/) - ¢Arcut) = (Z + )\cut) 1/}Fcut-
BR/ BR/

Applying the Stokes theorem implies

31/1 aFcut o C2
/,93R, <Fcut$ 7"/) Gu ) - <4 +Acut) B "/)Fcut- (38)

We want to let R’ — oo in the left hand side member. It is easily seen that I'.,; also satisfy estimate
(30) so that [|[CeutllL(@B,) — 0, as R' — co. Since

_Arcut = f(-ray) = (Tcut(-ray) + )\cut)l—‘cut(xa y)a

the interior elliptic estimates [20, Theorem 9.11] provide, for a fixed p > 2, some C' > 0 such that, for all
PO - (:CanO) S R2a

IN

C (I eutll Lo (B(Po,2)) + Il Lo(B(Ps.2)))
O|BQ|1/p (1 + (HrcutHLw(]Rz) + |)\cut|)) HrcutHL“(]Rz) < 00,

T cutllwz((ro.1))

IN

12



where we have used the analogous of (30) for I'.,;. Since p > 2, there is 0 < « < 1 such that
the injection W2 (B(FP,1)) < C'T*(B(P,1)) is compact and therefore IVT cutll oo (mRe1y) < € for
some C independent of Py € R%. As a result VI, € L>®(R?). Let us now deal with ¢ and V)
by using rather similar arguments. First, in view of (37), we have —At¢) < —1) outside Br. It

therefore follows from the elliptic comparison principle that t(z,y) < Me~(#1+1¥D) outside Bg:, where

1
M = ||7/1HL°°(6BR/) (min(z,y)e()‘BR, e*(\zHlyl)) . As a result ¢ also satisfies an estimate analogous to

(30), precisely ¥ (t,z) < Ce~(=I+1¥D In particular ¥l (0B,,) — 0, and we can reproduce the above
argument to deduce that Vi € L>°(R?). Hence, from the estimates on eys, VEeut, 10, Vb, the left hand
side of (38) tends to zero as R’ — co. Since % + Aewt > 0, this implies ¥ = w = 0.

As a result we have w(t, z,y) — 0 as t — oo, locally uniformly w.r.t. (z,y) € R?. We claim that this
convergence is actually uniform w.r.t. (z,y) € R%. Indeed, assume by contradiction that there is € > 0,
t, — 00, |Tn| + |yn| = o0, such that w(t,, x,,yn) > €. Define w, (¢, z,y) := w(t,x + x,,y + y,) which
solves

atwn - Ca:cwn - 8zzwn - ayy'wn = Tcut (1' + Tn,Y + yn)wn; (39)

that is a linear equation whose coefficients are bounded on (0, c0) x R? uniformly w.r.t. n, since re,; €
L>°(R?). Using the interior parabolic estimates and arguing as above, we see that (modulo extraction)

Hoqta .
wy (¢, x,y) converge to some (¢, z,y) strongly in C, 2 o ((0,00) x R2), and weakly in W2 ((0,00) x

loc p,loc

R?). Hence, letting n — oo into (39), we have
010 — 030 — Oy — 0,y 0 < —0,
so that 0(t,z,y) < Ce™t by the comparison principle. In particular
_ 3 TR > Tim S
0 tliglo 0(¢,0,0) tliglo h}lnw(t,xn,yn) > hmnmfw(tn,wn,yn) > e,

that is a contradiction. Hence, w(t,z,y) — 0 as t — oo, uniformly w.r.t. (z,y) € R%. In view of (34),
the same holds true for n(¢, x,y). O

3.2 Persistence
For slow climate shifts 0 < ¢ < ¢*, our result of persistence of the population reads as follows.

Theorem 3.4 (Survival). Assume that r € LS (R?) and K € L*((0,00) x R3) satisfy (5) and (6)

loc

respectively. Let Assumption 1.1 hold. Assume that ng Z 0 satisfies (7). If 0 < ¢ < ¢*, then, for any
nonnegative solution n of (1), there exists a nonnegative function h such that

[ eydzdy >0, [ w0,y >0, (40)
R2 R

and
n(t,x,y) = n(t,z+ ct,y) > h(x,y) foralt>1, 2R, yeR.

Remark 3.5. Before proving the theorem, observe that the above result cannot hold for a speed ¢ different
from c. Indeed it follows from the control of the tails (12) that

n(t,ét,y) < Ce—ulc—é\te—ﬂ\y\,

and then, fR Cetle=clte=nlyl gy — 0, as t — oo. This indicates that, as stated in the introduction, the
species needs to follow the climate shift to survive.

Proof. For R > 0 define the rectangle
R
Qp = : —_—
wim{ (@) lal < g lol < R},

and denote by (Ag,T'r) € R x O (Q_R) the solution of the principal eigenvalue problem

7811FR(:C,ZJ) - anyR(:C,y) - T(ZL', y)FR(za y) = )\RFR(:C,y) for all (ZL', y) € QR
Tr(z,y) =0 forall (z,y) € 00gr (41)
Lr(z,y) >0 forall (z,y) € Qr, [rllw =1

13



Since A\p converges to A as R — 0o, we can select R > 0 large enough so that (observe that 0 < ¢ < ¢*

2
reads as Ao < —5)
2

e = fzfAR>0. (42)

Next, the control of the tails (12) in Lemma 2.3 implies, that for any ¢ > 0 and any x such that
2| < i

/ K(t,x+cty,y )t z,y)dy = / K(t,z+ct,y,y")n(t,z +ct,y’) dy’
ly|>M ly'|>M

IN

Ck+/ e=nlle ) gy
ly'[>M

CkJr / e*#|y,| dy’
ly'|>M

20k™
—e_ﬂj\/j < E,
W 2

IN

(43)

provide we select M > R large enough.

Recall that 7 solves (23). Since r € L*°(Qps41) and since (13) shows that the nonlocal term is
uniformly bounded, we can apply the parabolic Harnack inequality: there exists Cy > 0 such that, for
allt > 1,

1
max 7 (t — —,x,y) <Cyg min 7t z,vy). (44)
(z,y)€Qm 2 (z.y)EQm

Notice that Qr C Qs so that, taking 0 < v < CH_16_2<51L>Hﬁ(%,-,-)HLm(QR), we get vl p(z,y) <
e5a(l,z,y) = u(l,z,y) for all (z,y) € Qr. Now assume that there is a time o > 1, which we assume
to be the smallest one, such that

cxq

VFR(Z'O; yO) = GTTNL(to, Zo, yO) = u(to,xo, yO) for some (an yO) S QRv (45)

and derive a contradiction, which shall conclude the proof. Thanks to the definition of to, n(t, z,y) —
e~ 3 vl g(x,y) restricted to (1,] x Qg has a zero minimum value at (¢y, 2o, %o). The maximum principle
then yields

(0 — Oy — Ouw — Oyy) [(t, 3, y) — e~ T ulR(z, y)| (to, z0,y0) < 0. (46)

Combining equation (23) for 71, equation (41) for the principal eigenfunction I'z and the contact condition
(46), we arrive at

_ _ c?
n(th'TanO) (_ / K(th-TO + Cth:‘JO; y/)n(t(); iCan/) dy/ - Z - )‘R) S 0;
R
which, in view of (42) and (43) implies
e< / K(to,xo+Ct0,y0,y/)fl(t0,$0,y/) dy/ < k+2M”7~L(t07'7')”L‘X’(R2)- (47)
ly'|<M

Now, observe that
¢(t) = e””‘“"t”n(to — 1/2, ° ')HLOO(RZ)

solves 0ip — Dy — Oyy® — Trmax = 0 on [tg — 1/2,t] x R?, whereas n(t,z,y) satisfies 9yn — dpun —
Oyyn — Tmazn < 0. Since ¢(0) > n(to — 1/2,z,y) the parabolic comparison principle implies

n(to, z,y) < (1/2) = e2™a= |n(to — 1/2,-, )| oo (k2)-

Noticing that |[n(t, -, )| L ®2) = |2(t, -, -)|| L (r2), the above inequality combined with (47) implies

e k+2Me%’l‘m,am||fL(tO —1/2,, )|l Lo (r2),
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and therefore

e < kt2Mezmmas max( max 7n(tg —1/2,z,y), sup ﬁ(to—l/Q,x,y)>

(z,y)€QMm (z,y) QM
< kT2Me?"™ max | Cy min_ 7n(te, z,y), sup Ce~H=l+lyl)
(z,y)EQM |z|> B]\ilor|y|2M

where we have used the Harnack estimate (44) and the control of the tails (12). Using (45) we end up
with ) - "
e < kT2Me2"m max (CH62<B¥1> v, Ce_“ﬁ)

which is a contradiction, provided we select M > 0 large enough, and then v > 0 small enough. O

4 The environmental gradient case

In this section, we consider a growth function r(z,y) satisfying Assumption 1.2, i.e. the unconfined case.
Since r(z,y) = 7(y — Bx), the equation (1) under consideration is then written as

On(t, z,y) — Ogan(t, z,y) — Oyyn(t, x,y)
(T(y - B(‘T - Ct)) - / K(ta z,Y, yl)n(t’ €, yl) dy,) n(ta Z, y) (48)
R

n(oaxvy) = 7’LQ($, y)

We define

2/ A B2 if A <0

Kk | OOB2

—00 if Ao >0

the critical speed in the unconfined case, (49)

where A\, is the principal eigenvalue defined by (10). In the whole section, we are then equipped with
Ao, TLP(2) satisfying (10), and Moo, Do (, ) := T2 (2)(y — Bx) satisfying (9).

Remark 4.1. Recall that in the case where r(x,y) = 7(y — Bx) = 1 — A(y — Bx)?, A > 0, we have
Aoo = VAB?2+1)—1, and T (z,y) = exp (— B2A+1 W) Then A(B%+1) > 1 implies ¢** = —oo0,
while A(B% +1) < 1 implies

= 2\/(1 ~VA(BZ+1)) l%fQ. (50)

4.1 Invasion
For slow climate shifts 0 < ¢ < ¢**, we prove that the population survives, and indeed propagate. We

define
_ Ao B, B
Wo = 1+B82 (1+B22° T 1+B2%

2 2
wh=.,/— oo B 2+ B c,
v 1+ B2 (14 B2?)? 1+ B2
which are the propagation speeds in space z towards —oco, +00 respectively, in a sense to be made precise
in the following theorem:

Theorem 4.2 (Survival and invasion). Assume that r € LS (R?) and K € L>((0,00) x R?) satisfy (5)

loc

and (6) respectively. Let Assumption 1.2 hold. Assume that ng Z 0 satisfies (7). If 0 < ¢ < ¢**, then
there is a function ¥ : R — R with (+00) = 0 such that any nonnegative solution n of (48) satisfies

V(t,x) € [1,00) x R, max <|n(t,z, ~)Hoo,/Rn(t,:c,y) dy) < (x —wit), (51)
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V(t,z) € [1,00) x R, max (||n(t,x, -)||OO,/Rn(t,ac,y) dy) <P(—(z —wit)). (52)

UJ+ —w

Moreover, for any 0 < § < 5 «  there exists 3 > 0 such that any nonnegative solution n of (48)
satisfies

Vi € [1, 00), / n(t,wat,y) dy > B. (53)
R

for any wy € [w; + 6, w] — d].

Remark 4.3. As it can be seen in the proof, the population will follow the optimal trait. Also the
propagation speeds of the population along the phenotypic trait y towards —oo, +00 are respectively

- B + _ gt
w, = Bw, — B¢, w, = Bw, — Bec.

Remark 4.4. In our unconfined model (48), the conditions are shifted by the climate at a speed ¢ > 0
towards large © € R. From Theorem 4.2, the population is able to follow the climate shift only if

w, <c<wf.

One can check that the first inequality is always satisfied, while the second one is only satisfied if ¢ <
2V =Aoo < ¢**. Hence, if ¢ € (2¢/—Axo, ™), the population survives despite its inability to follow the
climate change: it only survives because it is also able to evolve to become adapted to the changing climate.
Finally, one can notice that the threshold speed 2+/—M\oo is similar to the definition of the critical speed

c* in the confined case (see (21)), which makes sense, since in the confined case, the survival is only
possible if the population succeeds to strictly follow the climate change.

Proof. Rather than working in the (z,y) variables, let us write n(t,z,y) = v(t, X,Y) where X (resp. Y)
represents the direction of (resp. the direction orthogonal to) the optimal trait y = Bz, that is

B —-B
y_r+tby _ —brty (54)

V1+ B2’ V1i+ B2

In these new variables, equation (48) is recast as

Gtv — GXXU — ayy’U

X;BB};+By/ 7BX;BB);+y/
= |7 \/1+B2Y+Bct)—/v t, YL ,—Y dy' | v. 55
( ( R Vit B2 Vi1 B2 Y (55)

Observe that for ease of writing we have taken K = 1, which is harmless since 0 < k= < K < k*. Note
also that defining T'(Y) := I''2(v/1 + B2Y), we have

—OyyD —F ( 1+ B2 Y) I = Aol (56)

The controls from above (51) and (52). To prove (51), we are seeking for a solution of

atw—axxw—8ywaf(\/1+BQY+Bct) b =0, (57)
in the form . .
P(t, X,Y) = e ANEex e (Y=ey DT (V- ift) (58)

with A > 0, v > 0, w} > 0, wy” > 0. If we choose A := w¥ /2 and v := wi>/2, then (57) turns out to be
equivalent to

<% - %) L (Y —wit) —Tyy (Y —wit) -7 (\/1 +B2Y + Bct) (Y —wit) = 0. (59)

The combination of (56) and (59) shows that v is a solution of (57) if we select

wl = \/4)\ P 02\/ B (2 —¢?), wf = B c (60)
X * 14+ B2 1+ B2 YT ViR
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Now, since v(0, -, -) is compactly supported we can choose M > 0 large enough so that M ¢(0, X,Y) >
v(0,X,Y) for all (X,Y) € R%. In view of (55), dyv —Oxxv—dyyv—7 (V1+ B2Y + Bet) v <0, so that
the parabolic comparison principle yields

o(t, X,Y) < My(t, X,Y) < Me—F (Xt~ F (vt (61)

Noticing that
er:w;r(fBa@ w+:Bw}+w¢ (62)
* vi+pz oY Vi+ B2’

and going back to the original variables, we arrive at

wt
n(t,z,y) §Me*i§t(mfw+) — S (y—wyt) = e 3 VIFBIWx (e-wit) o~ jwy (y=Ble—ct)) (63)
where we have used the relation w,” = Bw, — Bc together with expressions (62) (notice also that

w;‘2 + wJZ = w}Q + wi ) Combining the control above with the control of the tails (12), one obtains
(51).
Finally, by using

Y(t, X,Y) 1= e 3 CHX =22V =¥ (v — i)
rather than (58) and using similar arguments, we prove (52), remarking that
_ —w¥ — Bwy _  —Buwf 4wy
Wy = ———r, w, = —————".
¢ V1+ B2 Y V1+ B2

The control from below (53). The first step is to estimate the nonlocal term in (55). Let (t9, Xo, Yp) €
[1,00) x R? be given, and the corresponding (¢, o) obtained through the change of variable (54). We
select M > 2 such that |yo — B(xo — cto)| < M. The control of the tails (12) then implies

Xo—BYy Xo—BYy /
=BYo | By _BXp=B¥a
/’U <t0, 1+ B2 ’ V14 B2 dy/ :/n(to,xo,yl) dy/
R R

(64)

V1+ B? V1+ B?

<2M max n(to,x0, B(xg — cto) +¥) —|—/ Ce vl dy. (65)
ye[=M,M] [~ M, M]e

In order to estimate the first term of the above expression, let us recall that the uniform boundedness
of the solutions is known since Lemma 2.3. This allows to use the refinement of Harnack inequality,

namely Theorem 2.6 with w =R x {0} and § = me “HM 5 0 t0 9(t, X,Y) = v (t XY — \/Wt) 0]
indeed satisfies
Be
00 + ——==0y¥ — Oxx0 — Oyy?
¢ e X x 12%

X-BY _RpX-BY |
_ 77( 11 B Y) —/v  VITB? + By -B e T Y _ Be i) ay ) e
kR \ VI+BZ = J1+B2 V1+ B2 ’

and there exists thus a constant Cj; > 0, depending on M, such that

max n (to, o + =, Blxo — cto) +
(z,y)E€[—M,M]? (to, o (zo 0)+y)

<C ~ ; B )
<O min oo+ o Blwo —cto) +y) +

< é]\/fn(th To, yO) + 6) (66)

which we plug into (65) to get

Xo—BYq Xo—BY, /
+ By —B +y 3C
V1+B2 V1+B?2 / —puM
v | to, , dy’ < Cyolte, Xo,Yy)) + —e HH. 67
/R (o E 5 ) y' < Cmo(to, Xo,Y0)) B (67)
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Next, for R > 0, let us consider A r T r(Y) solving the “one dimensional” principal eigenvalue problem

7ayyf‘Rf7:(\/1+BQY) f‘RZS\Rf‘R in (7R,R)
Ir=0 ond((—R,R)) (68)
Ir>0 on(—R,R), Tgr(0)=1.

We have Ag — Aso as R — oc. Defining

I'r(X,Y) := cos (

NN

=3) Tal),

we get
—8XXFR—GYYFR—f(\/1+BQY) FR:)\RFR in (—R,R)2
Tr=0 ond(—R,R)?) (69)
I'r>0 on(—R,R)?, Tg(0,00=1

where )\R—)\R+ 1Rz %)\OO as R — oo.
We then deﬁne for some wx to be specified later and g > 0 to be selected later,

Vp(t, X,Y) = ﬂe*%"“*wﬂe*%(y AOT (X — wxt, Y — wit), (70)
which satisfies
wi?
Ops — Oxxp — Oyyyp — T <\/1 + B2Y + Bct) Vg = T + % + Ar | V5. (71)

Since ¥3(t, -, -) is compactly supported and v(1,-,-) > 0, we can assume that § > 0 is small enough so
that

Ya(l,-, ) <wv(l,--). (72)
Assume by contradiction that the set {t > 1: 3(X,Y), v(t, X, Y) = ¢p(t, X,Y)} is nonempty, and define

to:=min{t >1: I(X,Y), v(t,X,Y) =9Y(t, X,Y)} € (1,00).

Hence, 13 — v has a zero maximum value at some point (tg, Xo,Yy) which satisfies ¢ty > 1 and (X +
wxto, Yo + wito) € (=R, R)?, since v(to,-,-) > 0. This implies that

[at(wﬁ —v) — Oxx (5 — v) — Dyy (s —v) — T (\/1 L B2Y, + Bcto) (15 — v)} (to, Xo, Yo) = 0.

In view of the equation (55) for v and the equation (71) for ¢g, we infer that

2 Xo—BY! Xo—BY! /
wx - Wy + AR +/ to UHLO M ULBZO i dy’ | ¥ (to, Xo,Yo) > 0.
4 4 " ) 1 T B2 ) 1 T B2 5 B =

Hence, using 93(to, Xo, Yp) > 0 and estimate (67), we end up with

w? +2 3C
0 < f +T+>\R+CM1/Jﬁ(t07X0,Y0)+7€ M
w? —w+2 3C
< AR — Ao + % + Cuipp(to, Xo, Yo) + 76_”Mv (73)

thanks to (60) and (70).
Now, let § € (O,w;) be given. For all wx — appearing in (70)— such that jwx| < w} — &, we have

2 +2 +
Wy — Wy 2wy =9

< 0. (74)



Since Ar — Moo, We can successively select R > 0, M > 2 large enough and 3 > 0 small enough so that

3C

M Qw} -9
|)\R*>\oo|+76 + Cmipp(to, Xo, Yo) < ——

J.

This estimate and (74) show that (73) then leads to a contradiction.
wi—wy
As a result, we have shown that, for any ¢ € (O,w;) = (0, V1+ BQ%), there are R > 0 and
B > 0 such that, for any |wx| < wk — 4,
wx wy +
v(t, X,Y) > Be” 2 KwoxBem2 (V=P (X — oyt Y — wyt),
forallt > 1, X € R, Y € R. Defining

WX"BW; BwX—%w;
W 1= ————, Wy = ——————
V1+ B2 YT V14 B2

that is the analogous of expressions (62), we can derive the analogous of (63), that is

= Bw, — Be,

n(t,xz,y) > ﬂe’%’”(xfth)e*%y(yfwyt)FR ( x + By —Bx +y +t>

— —wxt,—— —w
Vit Covirp Y

This in turn implies

Ly B 1
n(t,wzt,y +wyt) > Be 29T , ,
( y+wyt) > P R<\/1+32y¢1+32y>
- (‘d+— - UJ+ (‘d+— — UJ+ — . . .
which holds for any w,. € ( le)BQB Y,( X 1‘23;3 Y} = [wz + \/ﬁT,wj — \/ﬁw}. This estimate is
then enough to prove (53). O

4.2 Extinction

We state our result of extinction of the population for rapid climate shifts ¢ > ¢**.

Proposition 4.5 (Extinction). Assume that r € L (R?) and K € L*((0,00) x R?) satisfy (5) and

o

(6) respectively. Let Assumption 1.2 hold. Assume that ng is compactly supported. If ¢ > ¢**, then any
nonnegative solution n of (48) satisfies, for some vy > 0,

sup / n(t,z,y)dy =0 (e77°") =0, ast— oo. (75)
zeR JR

Proof. Just as in the first part of the proof of Theorem 4.2, we introduce the change of variables (54)
and v satisfying (55). We are seeking for a solution ¢ of (57) in the form

p(t, X,Y) = eVt (Y —witp (Y - w{?t) ,

with v > 0, wy > 0. If we choose v := wj- /2, then ¢ is a solution of (57) if and only if
wi?
(% 7> L(Y —wit) —Tyy (Y —wit) — 7 (\/1 +B?Y+Bct) LY —wyt)=0.  (76)

The combination of (56) and (76) shows that ¢ is a solution of (57) if we select v = w¢2 + Ao > 0. Since
v(0, -, ) is compactly supported we can choose M > 0 large enough so that M (0, X,Y) > v(0,X,Y). In
view of (55), Oyv—Oxxv—0Oyyv—T (\/ 1+ B2Y + Bct) v < 0 so that the parabolic comparison principle
yields

o(t, X,Y) < Mg(t, X,Y) < Me e PV =0T (Y — wift) < Me 7t #(Y =yt (77)
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Then, if w.l.o.g. ¢ > 0, we get, for @ > 0 to be chosen later,

Sup/n(t,x,y)dy = sup / n(t,w,y)der/ n(t,z,y)dy | . (78)
z€R JR T€R y>B(z—ct)—at y<B(z—ct)—at

We can estimate the first term of (78) as follows

B —B
/ n(t,v,y)dy < / (t vECY zﬂ/) dy
y>B(z—ct)—at >B(z—ct)—at \/1 + B2 \/1 + B2

_ —Baxty _ ,+
< M/ e Ve “(\/W Yt>dy
y>B(z—ct)—
< M/ e—er—\/ﬁ(y_B(m_Ct)) dy
>B(x—ct
" G—o £/ 2
< M et Vs t)dggMilJrB ezt

Ry H

if we choose o = XYT27
by

Y HB . Using the control of the tails (12), we can estimate the second term of (78)

y<B(z—ct)—at y<B(z—ct)—at

Ce—H(g+at) dj < ge—/wét_
M

IN

R+
Then, (78) becomes

sup/ n(t,z,y) dy < Cemn(Fme)t,
x€R JR

which proves the proposition. [l

5 Mixed scenarios

In this section, we consider a growth function r(z,y) satisfying Assumption 1.3, that is

T(xa y) =1r_ ><]R($, y)?“u ($, y) + 1R+ XR(‘T’ y)rc(ac, y)’ (79)

where r.(z,y) satisfies Assumption 1.1 and r,(z,y) = 7.(y — Bz) satisfies Assumption 1.2. It follows
from subsection 2.1 — see (9) and (10)— that we can define the principal eigenvalues Moo, Ay o0, and
some principal eigenfunctions g (2,y), Duoo(,y) = T2 (y — Bx) associated to 7, r, respectively. In
the sequel, for 6 > 0, we shall use the following modlﬁed growth functions,

re(x, y) := max(r(x,y), —0), rﬁ(m, y) := max(ry,(z,y), —0). (80)

0

We also define the principal elgenvalues )\OO, Au,0o and some principal eigenfunctions Fgo(z,y),

If (z,y) = T%.P(y — Bx) associated to r?, rf respectively. Using the analogous of (10) satisfied

u
by T'}2 (2) and I'%10(2) and using the same arguments as those used to prove (33), we see that

A Ao, as 0 — o0 (81)

5.1 More preliminary results on the tails

Let us first provide some estimates on the tails of the four principal eigenfunctions defined above.
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Lemma 5.1 (Tails of eigenfunctions from above). Assume that r € L7 (R?) satisfies (5) and Assumption

1.8. Then, for any p > 0, there is C,, > 0 such that, for all (z,y) € R2?,
Puoo(z,y) < Cpe™#v=50 T (,y) < Cpemrmaxv=Brle), (82)

On the other hand, for any 0 > 2max(Ay 0o, Moo, 0), there is Cy > 0 such that, for all (z,y) € R?,

Fz,oo(w’ y) < 096_ 2(1f32_) |y—BﬂE\, Fgo(l', y) < Cge_‘/ —2(1f32) max(\y—BzLI)_ (83)

Proof. Notice that a similar estimate for the confined case was obtained in (30): the proof consisted in
combining the fact that r.(z,y) — —o0 as |z| + |y| — oo with the elliptic comparison principle. Using
ru(z,y) = —o0 as |y — Bz| — oo, and r(z,y) — —oo as max(|ly — Bz|,x) — 0o, we obtain (82) in a
similar manner.

As far as (83) in concerned, let us only notice that 7¥(z,y) > 7.(z,y), 7 (z,y) > r(z,y), so that
)\2100 < Mooy AL < Moo and therefore )\2100 —0< —g, M- < —g. These inequalities are valid “far
away” (in a appropriate sense with respect to the considered case) and enable us to reproduce again the
argument in (30). Details are omitted. O

Next, we estimate from below the tails of the principal eigenfunction Fzyoo(z, Y).

Lemma 5.2 (Tails of the eigenfunction from below). Assume that r € L (R?) satisfies (5) and As-

loc

sumption 1.3. Then there is 1 > 0 such that, for any 6 > 01, there is Cy > 0 and such that, for all
(z,y) € R?,

9 /220 _\y_ Bz
FZ,OO(L?J) > Cye 2\/1igzlv=B |. s

Proof. Since 1, satisfies Assumption 1.2, there exists R > 0 such that ry(x,y) = 7, (y — Bx) < —0 =
7 (x,y) as soon as |y — Bx| > R. Morcover, I'}, __ only depending on y — Bz, there is § > 0 such that
I (z,y) > 6 for (x,y) such that |y — Bx| = R. Moreover since, for (z,y) such that |y — Bz| > R,

*azzrz,oo(za y) - anyZpO = (Az,oo - 9)1—‘2700(1'5 y) Z 729FZ,00(1'5 y)v
for any 6 > 6, with 6; > 0 large enough. It therefore follows from the elliptic comparison principle that

1"9 ($ y) > 5672 143%2 (ly—Bz|—R)
U, 00\ = ,

which concludes the proof. [l

Finally, we provide a control of the tails of the solution of the Cauchy problem (1), which is a extension
(and an improvement) of Lemma 2.3 to the mixed case.

Lemma 5.3 (Exponential decay of tails of n(t,z,y)). Assume that r € L°.(R?) and K € L>=((0,00) x

oc

R3) satisfy (5) and (6) respectively. Let Assumption 1.3 hold. Assume that ng satisfies (7). Then, for
any p > 0, there is C > 0 such that, for any global nonnegative solution n of (1),

0< n(t, x, y) < Ce—umax(|y—B(m—ct)|,z—ct), (85)
forallt >0,z e R, y e R.

Proof. By using arguments similar to those of Lemma 2.3 (for the bounded and unbounded cases), we
see that there are 1 > 0 and C > 0 such that

n(t, z, y) < Cve—;]max(|y—B(m—ct)|,z—ct), (86)

forall t > 0, z € R, y € R. Details are omitted.

Next, let 4 > 0 be given, and v > 0 to be determined later. Thanks to Assumption 1.3, there
exists R > 0 such that min (ly — B(z — ct)|,x — ¢t) > R implies r(z,y) < —v. Similarly to the proof of
Lemma 2.3, we introduce @(t,z,y) := re”#Iy=BE=chI=R) which satisfies

0o — Ouatp — Oyyp —1(w — ct,y)p = (£pBe — p* B> — i +v) ¢ > 0,
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for all ¢ > 0, and |y — B(z — ct)| > R, provided we chose v > 0 large enough. Thanks to (86), we can
chose k large enough for n(t,z,y) < ¢(t,z,y) to hold for all ¢ > 0, and |y — B(z — ct)| = R. Since
moreover n satisfies 9yn — Oppn — Oyyn — r(z — ct,y)n < 0, the parabolic maximum principle implies
that n(t,z,y) < ¢(t,z,y) for t > 0, and |y — B(x — c¢t)| > R. The same argument can be made with
ot x,y) = ke #IzI=R) for ¢ > 0 and > R with R > 0 large enough, which is enough to prove the
lemma. O

5.2 Extinction, survival, propagation

Equipped with the principal eigenvalues Ao, Ay, 00, we adapt (21) and (49) by defining

§ {2\/—&,0 if Ao <0
Cc =

—00 if Apo >0,
and
B‘Z .
o 24/ =Moo 122 if Moo <0
—00 if Ay0o > 0.

Since —\y o can be smaller that —A., it may happen that ¢* < ¢*, in contrast with Section 4 where
c* < c¢** was always true. The last result of this study provides a qualitative description of the dynamics
of the population depending on the relative values of ¢*, ¢;*, and the speed c of the climate shift.

Theorem 5.4 (Long time behavior in the mixed case). Assume that r € L (R?) and K € L°((0,00) x

loc

R3) satisfy (5) and (6) respectively. Let Assumption 1.3 hold. Assume that ng # 0 satisfies (7). Let n
be a global nonnegative solution of (1).

(i) Assume max(c*, ci*) < c. Then the population gets extinct exponentially fast. More precisely, there
are C >0 and vy > 0 such that

sup/ n(t,z,y)dy < Ce 7t VWt >1. (87)
zeR JR

(i) Assume ci* < ¢ < ¢*. Then the population survives and follows the climate shift, but does not
succeed to propagate. More precisely, there are 5 >0, C > 0 and w > 0 such that

/n(t,x+ct,y> dy> B8, Vi>1Vee|-1,1), (88)
R

while

/n(t,erct,y)dySC’ewm, vVt > 1,Vz € R. (89)
R

(i11) Assume c* < ¢ < ci*. Then the population survives, but does not succeed to follow the climate shift.
More precisely, there are 5 >0, C >0, w >0, and v > 0 such that

B?c
/Rn<t,:c+mt,y> dy > B, Vt>1,Vxe[-1,1], (90)
while
/ n(t,z +ct,y)dy < Ce et Vit >1,Vo € R. (91)
R

(iv) Assume ¢ < min(c*,ci*). Then the population survives with an increasing species’ range. More
precisely, there is B > 0 such that

min /n(t,z,y) dy >, Vt>1. (92)
t,ct] R

B2¢
z€[1+32
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Remark 5.5. Notice that if ¢ < min(c*, c*), then the population will survive for x € {%t, ct|. The
size of its range will then increase at a speed of at least ﬁ. Moreover, this speed will provide little
information on max(c*,ci*) — ¢, that is on the tolerance of the population to an increase of the climate
change speed. The situation is then qualitatively different from the unconfined case, where the growth of

the range of the population was directly linked to the difference ¢** — ¢ (see subsection 4.1 for details):

4\ B
+ _ - = 2,/ — oo 2
Wa T \/ 1+B8 (1+B2)2°
2B
— 1 n B2 (C**)2 _ 02.

Proof of (i). The first lines of the proof of Proposition 3.1 shows that (26) remains valid here. Therefore,
in view of (82), for any p > 0, there is C), > 0 such that, for all (z,y),

ez n(t,x +ct,y) < Cﬂe(_/\“_§)t67“max(|nyz"z). (93)
Then, in particular,
n(t,ct,y) < C’ue(_)\w_é)te_”‘y‘, fort >0,y eR. (94)
Next, notice that n satisfies
o — An < r(x —ct,y)n =ry(z — ct,y)n <l (x —ct,y)n, fort >0,z <ct,yecR. (95)
We now build a supersolution for (95), using an approach similar to the one developed in the proof of

Proposition 4.5. Recall that wy- was defined in (60). Let § > max (2)\u700, 200, 01, %7 Qw;;Q) to

be chosen later. Define I' (Y) := I'%'P(y/1+ B2Y), which in turn implies I'Y(Y) = 'Y, _(z,y), with
(x,y) related to (X,Y) by (54). Define

+
Yy

e(t, X,Y) = efvte%(yf‘*’ltt)FZ(Y — wit), (96)

with v > 0 to be chosen later. Recall that r(z,y) = 7% (y — Bx). We compute

+2
Orp — Ap — 7 (\/1+BQY+Bct)<p: <7+ %Jrkﬁ,oo) © >0,
as soon as )
w-i— B2(02 _ (c**)Q)
<mvi=X 4\ = w4 (N A 97
Since ¢? — (¢£*)? > 0 and limp_ o0 )\z,oo = Au,00, We have 4 > 0 provided we fix 6 large enough. As a
result B 3
_ T+ by —br+y
n(t,x,y) = t, , 98
t2:) S0( Vit B? \/1+B2) (88)
is the requested supersolution for (95), that is
o — A > 1l (x — ct, y)n. (99)

Now, we take care of the line x = ct. Using the definition (60) of wy’, we get

+
~“y ( =Betty +t) — Bet
ety = et (e (%“W)
+

— ei'yteﬂir—cgz)rz (73/ )
V1+ B?

Bey
— e Veza+en) Y (0, L)
u,00 /—1 +B2

Bey _92 L| |
-t 2 +p2 Y
Cge Te20+B8% ¢ + ,

Y
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in view of Lemma 5.2. It follows from this and (94) that the ordering
n(t,ct,y) < Ca(t,et,y), forallt>0,y€R, (100)

_20 _ __Bc __
1+ B2 (1+BZ)

Aoo) > 0 (notice that ¢ > ¢* implies Ao + < I > 0) and C > C—
Moreover, since ng(+,-) has a compact support and 7(0, -,-) > 0, we have

is guaranteed if p := 2 > 0 (positivity is insured by 6 > W) ~ := min(¥, % +

no(z,y) < Cn(0,x,y), forallx <0,y€R, (101)
if € > 0 is large enough.
It follows from (95), (99), (100), (101) and the parabolic comparison principle on {(¢,2 + ct,y); t >
0, x <0, y € R} that for any t > 0, < 0 and y € R,
n(t,ct +x,y) < Calt, ct+:c y)

(y— B Wi
= Ce~ ”’562\/1+BZ 1"9 (m + et + ———wit,y — 7}/15) ,
N L V>

where we have used the expression (60) for wy>. Combining again (60) with (83), we arrive at

Lot
n(t,ct+a,y) < CCpe e 2ﬁﬁ“‘*3%* s v Bl
< CCyete *Vaatmm VPl
using the fact that 6 > 2w§52.
The estimate (102) for z < 0 and the estimate (93) for # > 0 are enough to prove (87). O

Proof of (i1). The proof of (88), that is of the survival of the population around (¢,ct,0) for ¢t > 0 is
similar to the proof of Theorem 3.4. It is indeed possible to extend the proof of Theorem 3.4 to the
present assumption on r, using Lemma 5.3 to estimate the tails of the density n. We skip the details of
this modification.

We now turn to the proof of the estimate (89). Our approach will be similar to the proof of Theo-
rem 4.2, more specifically, the proof of estimates (51). For some 6 > 0 to be determined later, we seek a
solution of

Op — Dx x ¥ — Dyyth — 7 (\/1+—B2Y n Bct) —0, (102)
in the form
P, X,Y) = e_”tewxe__(y Wy t)l"ﬁ (Y —wit),
with v > 0, w > 0 to be chosen. We see that 1) is a solution of (102) if and only if
+2
S & 4 +A o =0. (103)

Next, we define

(104)

By —-B

V1+ B2 1+ B2

which is then a supersolution of (1) as soon as (103) holds. As far as the line x = ct is concerned, we
have

+
ctiB “ey ((ZBetty _
At ct,y) = 677t6w<vl+3y2)e ’ (VHBZy - t) rf (7B6t+ J_ w+t)
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by using the definition (60) of wy-. In view of Lemma 5.2, this yields

cw _ wB—wt [yl
ﬁ(t,ct,y)zcee( e ’Y)te (22— /21) (105)

Ci

We select v := \/ﬁ and w the positive solution of (103). There is a solution of the second or-

der polynomial (103) provided 6 > 0 is large enough, since its discriminant satisfies A = 1—::% +
2( 2 wx2

(w}tZ + 4)\2100) —9—00 1f232 + 2 (1:362“ ) > 0. We can also assume that 6 > 8(wB + wy-/2)? so that,

in particular, 2v/20 > 2|wB — wy- /2|, and then thanks to Lemma 5.3 and (105), there exists a constant

C > 0 such that, for all £ > 0 and y € R,

n(t,ct,y) < Cn(t, ct,y).

The ordering at ¢ = 0 being obtained as in (i) above, the comparison principle implies that n(t, z+ct, y) <

Ci(t,z + ct,y) = Co (t, e ;%) for all (t,z,y) € Ry x R_ x R. Using the definition of ¢, we

arrive at

wB “’st _ Bz _
n(t,x + ct,y) < Ce® 1+Bzze(\/1+32 2\/1+B2>(y B )1"3 (M _ w}tt) )
V14 B2

Going back to I'% __ and using estimate (83), we end up with

u,00

2]

+
_wB Yy _
n(t, @ +ctyy) < CC@@“W%(W i ) 0Be) [ -
< CCee“mme*% ﬁ\yﬂ%l,
using 6 > 2(2wB + wy>)?. This estimates proves (89). -

Proof of (iti). The proof of Proposition 3.1 shows that (26) still holds true, and then, thanks to Lemma
5.1, for any p > 0, there exists C,, > 0 such that, for any (z,y) € R?,

2

ez n(t,r+cty) < Cue(iAwi%)tFoo(x,y)

< Cue(f/\cofé)te—umax(|y—Bm\,m)’
which is enough to prove (91).

We now turn to the proof of the survival of the population, with a shift slower than the climate change,
that is estimate (90). For ease of writing we take K = 1, which is harmless since 0 < k= < K < k.
The proof shares some arguments with that of (53). First, for a given (to, 2o, yo) € [1,00) x R?, we need
a control of the nonlocal term fR n(to, xo,y")dy’. We claim that we can reproduce the arguments used to
prove (67). Indeed, the crucial control of the tails (12) in the unconfined case is replaced by (85) in the
present mixed scenario. Hence we can reproduce the proof of subsection 4.1: we derive (65), and apply
Theorem 2.6 to obtain (67). As a result, for given p > 0, there is C > 0 (as in Lemma 5.3) that , for
a given (tg, To,%0) € [1,00) x R? and M > 2 such that |yo — B(xo — cto)| < M, there is Cps < oo, such
that

3C
/ n(to, zo,y")dy" < Cun(to, o, y0) + 76_“M- (106)
R

Next, for R > 0, proceeding as in the proof of Theorem 4.2 — that is multiplying fuﬁR(Y) =
I'.0(V1+ B?Y), which solves an analogous of (68), by cos (%% )— one can construct I'y z(X,Y") which
solves an analogous of (69), namely

—6XXFU,R — anyu,R — Ty (\/ 1+ B2 Y) Fu,R = )\u,Rru,R in (—R, R)2
Fu,R =0 on a((_Ra R)Q) (107>
Iur>0 on(—R,R)? T,r(0,0) =1,
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where A\, r = A\y,00 as R — 00.
For some R > 0 and /3 to be chosen later, the function

Bx—vy B

——Be c ¢t B¢t Bet
t = 2¢/14 B2 <\/1+B2 V1+B2 >I‘u _
@(azay) ﬂe R T 1+BQ’y+1+BQ

satisfies p(t,-,-) =0on d ((13:—52, - ﬁgz) + (—R, R)Q), and for (z,y) € ((13:—52, flf—‘;) + (—R, R)Q),

some straightforward computations yield

B?ct Bet
(9t§0(t,1',y) *A@(t,l‘,y) —Tu (SC 1 +BQay+ 1 +BQ> QO(t,ZL',y)

B2
= <m + /\u,R) o(t,z,y)

BQ 2 (kk)\2
== (Au,R - )\u,oo + w) @(ta €T, y)

4(1+ B2)
32(02 _ (C**)2)

u

S (EY:5) e(t, z,y), (108)

if we fix R > 1 large enough since c¢? — (CZ*)2 < 0and A\, r — Ay00 as & — oco. Now, observe that

Ty (x - ff—g;, Y+ 15%52) = ry(x — ct,y); also there is T > 0 sufficiently large so that, for all ¢ > T" and

TT52) T11E?
(108) is recast as

all (z,y) € (( Blct Bt ) + (*R,R)Q), x —ct <0 so that ry(z — ct,y) = r(z — ct,y). As a result

u

8(1 + B?)

32(62 o (C**)Q)

Orp(t,z,y) — Ap(t,z,y) —r(x —ct,y) o(t, 2, y) < o(t, x,y), (109)

for all £ > T, all (z,y) € ((ﬁzgg — 1%,52) +(~R, R)?).
We can assume that 8 > 0 is small enough so that ¢(T,-,-) < n(T,-,-). Assume by contradiction

that the set {t > T : I(x,y), n(t,x,y) = (t,x,y)} is non empty, and define
to :==min{t > T': 3(z,y), v(t,z,y) = o(t, z,y)} € (T, 00).
Hence, ¢ — u has a zero maximum value at some point (o, Zo, yo). This implies that

[0t (¢ —n) — A(p —u) — r(z0 — cto, yo) (@ — u)] (to, 2o, yo) > 0.
Combining (109) with (106), we get

32(02 _ (C**)Q) 20
0<—=>2--24(C t enM,
= TR0 B + Cmp(to, 2o, yo) + m e

Selecting successively M > 2 large enough and 8 > 0 small enough, we get 0 < ¢? — (c*)?, that is a
contradiction. As a result, we have

Bx—y B

——Be < ¢ B?ct Bet
o) 2 g (i, , (o= 1o+ Toge) (110)

1+B2° 1+B2

BQ t _ B2cag Be 4+ Bet Bet
/n <t7x0 n [ > dy > ﬂe V1+B2 /e1+132 (y 4/1+B2>Fu1R <x0,y 4 76) dy
R R

forallt > T, all (z,y) € (( Blct Bet ) + (—R, R)Q). Now, for a given —1 < ¢ < 1, the above yields

—_— >
1+52Y Vit B2
— B2c c
> ﬂe Vi+B2  min / 61fB2zFu,R (ZL',Z) dZ,
—1<z<1 Jp
which concludes the proof of (90). O
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Proof of (iv). Let R > 0 to be chosen later. Since ¢ < ¢*, we can follow the above proof of (90) and get
(110), which in turn provides a small enough 7 > 0 such that, for all ¢ > T, all max(|z|, |y|) < R,

B¢t Bet
! - >0, 111
n(tot sy Togs) 20 (1)

Also, since ¢ < ¢*, we can follow the proof of (88) (see also Theorem 3.4) and get, up to reducing n > 0,
that for all ¢ > T, all max(|z|,|y|) < R,

n(t,xz+ct,y) >n. (112)

For R >0, [y z(Y) :=T}5,(V1+ B?Y) solves

—ayyf‘u,pb — fu (\/ 1 + 32 Y) f‘u,R = j\u,Rf‘u,R in (—R, R)
Tur=0 ond((—R,R)) (113)
Tur>0 on(—R,R), T.r(0)=1,

with 5\u7R — Au,o0 a8 R — 00.

Define
vy —Bxty +4 B
_ =2 wyt ) = —bxr+y
atay): = pe T () <ﬁ “’W)
Wi —B(xz—ct
_ s TE): R<yB<scct>>
“ Vi+B?2 )’

with 8 > 0 to be chosen later. We aim at applying the comparison principle on the domain D :=
2
{(t,2,y): t >T,£8s < <ct|ly— Bz —ct)| < R}.

We have
wi? .
on(t,x,y) — An(t,x,y) — Ty — B(z — ct))a(t,x,y) = % + Mg | A(t, 2, Y)
32(02 _ CZ*Q) ~ -
= ( 1+ B2 + )\u,R )\u,oo) n(ta €T, y)
B2(C2 _ 02*2) -
< T B n(t, z,y),

provided R > 0 is large enough.
Concerning the boundary of D, if |y — B(x — ¢t)| = R then n(t,z,y) =0 < n(t,z,y). If x = ct then

<+

w

4

2id ~
ﬁ(ta ct,y) < Be 1+52 HFu,RHoo <n< n(t, ct,y),

provided 3 > 0 is small enough. If x = ffg,‘;, then

w

B B2ct
nt, H_—BQJJ < Be

provided 8 > 0 is small enough. If ¢ = T, n(T,x,y) > 0, an we then have #(T, z,y) < n(T,x,y) for all
fjg <z <cT,|y— B(x—cT)| <R, provided g > 0 is small enough.

By using again (details are omitted) Theorem 2.6, as done in subsection 4.1 and in the proof of (iii)
above, we deduce that

”‘<+

R__ B2ct
VB Ty, Rllee <N <n <t, m,y) )

“’}t y—B(z—ct) B
=\ /s /T — —ct
e ) > e m) = e PR (%)
B¢t

for all (¢, z,y) such that t > T', 555 < <ct, |y — B(x — ct)| < R. This is enough to prove (90). O

27



Acknowledgements

The second author acknowledges support from the European Research Council under the European
Union’s Seventh Framework Programme (FP/2007-2013) /ERC Grant Agreement n. 321186 - ReaDi -
”Reaction-Diffusion Equations, Propagation and Modelling” held by Henri Berestycki. The third author
acknowledges support from the ANR under grant Kibord: ANR-13-BS01-0004, and MODEVOL: ANR-
13-JS01-0009.

References

1]

2]

M. Alfaro and J. Coville, Rapid travelling waves in the nonlocal Fisher equation connect two
unstable states, Appl. Math. Lett. 25 (2012), no. 12, 2095-2099.

M. Alfaro, J. Coville and G. Raoul, Travelling waves in a nonlocal reaction-diffusion equation as
a model for a population structured by a space variable and a phenotypical trait, Comm. Partial
Differential Equations 38 (2013), 2126-2154.

M. Alfaro, J. Coville and G. Raoul, Bistable travelling waves for nonlocal reaction diffusion
equations, Discrete Contin. Dyn. Syst. Ser. A. 34 (2014), 1775-1791.

D. G. Aronson, H. F. Weinberger, Multidimensional nonlinear diffusions arising in population
genetics, Adv. Math. 30 (1978), 33-76.

H. Berestycki, O. Diekmann, C. J. Nagelkerke and P. A. Zegeling, Can a species keep pace with
a shifting climate?, Bull. Math. Biol. 71 (2009), no. 2, 399-429.

H. Berestycki, F. Hamel and L. Rossi, Liouville type results for semilinear elliptic equations in
unbounded domains, Annali Mat. Pura Appl. 186 (2007), 469-507.

H. Berestycki, T. Jin and L. Silvestre, Propagation in a non local reaction diffusion equation
with spatial and genetic trait structure, preprint arXiv:1411.2019v2.

H. Berestycki, G. Nadin, B. Perthame and L. Ryzhik, The non-local Fisher-KPP equation:
travelling waves and steady states, Nonlinearity 22 (2009), no. 12, 2813-2844.

H. Berestycki, L. Nirenberg, and S. R. S. Varadhan, The principal eigenvalue and mazimum
principle for second-order elliptic operators in general domains, Comm. Pure Appl. Math. 47
(1994), no. 1, 47-92.

H. Berestycki and L. Rossi, Reaction-diffusion equations for population dynamics with forced
speed. I. The case of the whole space, Discrete Contin. Dyn. Syst. 21 (2008), no. 1, 41-67.

H. Berestycki and L. Rossi, Reaction-diffusion equations for population dynamics with forced
speed. II. Cylindrical-type domains, Discrete Contin. Dyn. Syst. 25 (2009), no. 1, 19-61.

M. D. Bramson, Mazimal displacement of branching Brownian motion, Comm. Pure Appl. Math
31 (1978), 531-581.

M. D. Bramson, Convergence of solutions of the Kolmogorov equation to travelling waves, Mem.
Amer. Math. Soc. 44, 1983.

N. Champagnat and S. Méléard, Invasion and adaptive evolution for individual-based spatially
structured populations, J. Math. Biol. 55 (2007), 147-188.

A. Duputié, F. Massol, I. Chuine, M. Kirkpatrick and O. Ronce, How do genetic correlations
affect species range shifts in a changing climate?, Ecol. Lett. 15 (2012), 251-259.

L. C. Evans, Partial Differential FEquations, Second edition. Graduate Studies in Mathematics,
19. American Mathematical Society, Providence, RI, 2010. xxii+749 pp.

28



[17]

[18]
[19]

[20]

[21]

[22]

23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

32]

33]

J. Fang and X.-Q. Zhao, Monotone wavefronts of the nonlocal Fisher-KPP equation, Nonlin-
earity 24 (2011), 3043-3054.

R. A. Fisher, The wave of advance of advantageous genes, Ann. of Eugenics 7 (1937), 355-369.

S. Genieys, V. Volpert and P. Auger, Pattern and waves for a model in population dynamics
with nonlocal consumption of resources, Math. Model. Nat. Phenom. 1(2006), no. 1, 65-82.

D. Gilbarg and N. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-
Verlag: Berlin, 1977.

Q. Griette and G. Raoul, Fzistence and qualitative properties of travelling waves for an epi-
demiological model with mutations, preprint arXiv:1412.6354.

F. Hamel and L. Ryzhik, On the nonlocal Fisher-KPP equation: steady states, spreading speed
and global bounds, Nonlinearity 27 (2014), 2735-2753.

M. Kirkpatrick and N. H. Barton, Evolution of a species’ range, Amer. Nat. 150 (1997), no. 1,
1-23.

A. N. Kolmogorov, I. G. Petrovsky, N. S. Piskunov, Etude de I’équation de la diffusion avec
croissance de la quantité de matiére et son application a un probléme biologique, Bull. Univ.
Etat Moscou (Bjul. Moskowskogo Gos. Univ.), Sr. Inter. A 1 (1937), 1-26.

G. M. Lieberman, Second Order Parabolic Differential Equations, World Scientific Publishing
Co. Inc., River Edge, NJ, 1996.

S. Mirrahimi and G. Raoul, Population structured by a space variable and a phenotypical trait,
Theor. Pop. Biol. 84 (2013), 87-103.

J. Moser, A Harnack inequality for parabolic differential equations, Comm. Pure Appl. Math.
17 (1964), 101-134.

C. M. Pease, R. Lande and J. J. Bull, A model of population growth, dispersal and evolution in
a changing environment, Ecology 70 (1989), 1657-1664.

J. Polechova, N. Barton and G. Marion, Species’ range: Adaptation in space and time, Am.
Nat. 174 (2009), 186-204.

A. B. Potapov and M. A. Lewis, Climate and competition: the effect of moving range boundaries
on habitat invasibility, Bull. Math. Biol. 66 (2004), 975-1008.

C. Prevost, Applications of partial differential equations and their numerical simulations of
population dynamics, PhD Thesis, University of Orleans (2004).

O. Savolainen, T. Pyhéjarvi and T. Knitirr, Gene flow and local adaptation in trees, Annu. Rev.
Ecol. Evol. Syst. 38 (2007), 595-619.

L. Schwartz, Analyse hilbertienne. Collection Methodes. Hermann, Paris, 1979.

MATTHIEU ALFARO

UNIVERSITE MONTPELLIER

IMAG,CC051, PLACE EUGENE BATAILLON, 34095 MONTPELLIER CEDEX 5, FRANCE

E-MAIL: matthieu.alfaro@Qumontpellier.fr

29



HENRI BERESTYCKI

EHESS, PSL RESEARCH UNIVERSITY, CNRS,
CENTRE D’ANALYSE ET MATHMATIQUE SOCIALES, PARIS, 190-198 AVENUE DE FRANCE, 75013 -
PARIS, FRANCE

E-MAIL: hbQ@ehess.fr

GAEL RaouL

CMAP, EcOLE POLYTECHNIQUE, CNRS, UNIVERSIT PARIS-SACLAY, ROUTE DE SACLAY, 91128
PALAISEAU CEDEX, FRANCE.

E-MAIL: raoul@cmap.polytechnique.fr

30



