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Abstract

We present a detailed derivation of the generalized coupled-trajectory mixed quan-

tum-classical (G-CT-MQC) algorithm based on the exact factorization equations. The

ultimate goal is to propose an algorithm that can be employed for molecular dynamics

simulations of non-radiative phenomena, as the spin-allowed internal conversions and

the spin-forbidden intersystem crossings. Internal conversions are nonadiabatic pro-

cesses driven by the kinetic coupling between electronic states, whereas intersystem

crossings are mediated by the spin-orbit coupling. In the paper we discuss computa-

tional issues related to the suitable representation for electronic dynamics and to the

different nature of kinetic and spin-orbit coupling. Numerical studies on model systems

allow us to test the performance of the G-CT-MQC algorithm in different situations.
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Introduction

Trajectory-based molecular-dynamics methods are widely used to study processes in mo-

lecules that involve electronic excited states and their coupling. Photo-induced ultrafast

phenomena triggered by the absorption of visible-UV light are an example: after the photo-

excitation that populates electronic excited state(s), the molecule can relax to the ground

state via radiationless channels such as the – spin-allowed – internal conversion, i.e., trough

a path involving electronic states with the same spin multiplicity.1 Analogous ultrafast phe-

nomena can be observed in systems with “large” spin-orbit coupling,2–11 where the non-

radiative – spin-forbidden – process is then called intersystem crossing, if it involves states of

different spin multiplicity that are (nearly) degenerate. Encountering intersystem crossings

might seem likely only in the presence of heavy nuclei, since the spin-orbit coupling is a

relativistic correction to the molecular Hamiltonian. However, this is not always the case,

as spin-orbit coupling depends on the molecular geometry, and might affect the ultrafast

non-radiative decay in photo-excited systems presenting light elements,12–20 in competition

with other channels. Therefore, a trajectory-based scheme should be able to consistently

treat internal conversions, mediated by the kinetic coupling between nuclear and electronic

motion, and intersystem crossings, mediated by the spin-orbit coupling, in order to properly

describe the molecular relaxation process.

In this paper, we will show how to treat kinetic nonadiabatic coupling (NAC), i.e., in-

duced by nuclear motion, and spin-orbit coupling (SOC) in the framework of the exact fac-

torization,21–23 aiming to propose a trajectory-based generalized coupled-trajectory mixed

quantum-classical (G-CT-MQC) algorithm24–29 for simulating internal conversion (IC) and

intersystem crossing (ISC) phenomena on equal footing. The algorithm has been presented

in previous work,30 and validated on a model system. Here, we will (i) describe in detail

the derivation of the algorithm starting from the exact-factorization equations, in order to

present all the approximations the new algorithm is based on, (ii) analyze (numerically)

exact results from quantum dynamics simulations on model systems using the perspective
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of the exact factorization to discuss those approximations, (iii) illustrate the performance of

the new algorithm on additional examples.

Indeed, other trajectory-based approaches to ISC have been proposed previously.31–39

Among the most successful and widely used we mention here ab initio multiple spawning

(AIMS),40,41 its generalized version, GAIMS,31 and trajectory surface hopping (TSH).32–34

In both cases, the existing schemes for IC have been adapted to include SOC: in GAIMS

the spawning is mediated by the spin-orbit Hamiltonian;31 in TSH the hopping procedure

has been formulated either in the fewest-switches33,34,39 or in the Landau-Zener32 fashion,

in both cases induced, as in GAIMS, by the matrix elements of the spin-orbit Hamiltonian.

In this context, critical issues have been addressed,31–34,39 that will be as well the focus of

our discussions in this work, and they are (i) the electronic representation used to describe

the electronic sub-system, i.e., the spin-diabatic and spin-adiabatic representations, and (ii)

the delocalized nature of SOC in nuclear space, that is fundamentally different from the

(usually) localized NAC. It is important to mention here, that other strategies, rather than

trajectory-based schemes, have been developed to simulate ISCs, as wavepacket propagation

techniques.12,17,42,43

The presentation of our results is organized as follows. First, we formulate the exact

factorization including the spin-orbit Hamiltonian as previously proposed,30 and we describe

in detail the approximations leading to inclusion of SOC in the CT-MQC algorithm (G-CT-

MQC). Then, based on an illustrative one-singlet/one-triplet model30,39 we analyze (numer-

ically) exact quantum dynamics to discuss the validity of the approximations which G-CT-

MQC is based on. Comparison between quantum-dynamics results and the trajectory-based

results is presented for the one-singlet/one-triplet model, and for a two-singlet/one-triplet

model.39 Conclusions and perspectives are presented in the closing section.
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Nonadiabatic and spin-orbit coupling with the exact fac-

torization

A system of interacting electrons and nuclei, considering spin-orbit corrections to the non-

relativistic molecular Hamiltonian, is described by

Ĥ(x,R) = Ĥmol(x,R) + ĤSO(x,R), (1)

with electronic position-spin variables labelled as x = [r,σ], and nuclear positions labelled as

R. We define the “molecular Hamiltonian” as the sum of the nuclear kinetic energy and the

electronic Hamiltonian, i.e., Ĥmol(x,R) = T̂n + Ĥel(x,R), whereas ĤSO(x,R) is the spin-

orbit coupling. Note that, Ĥmol(x,R) is block-diagonal in spin space, Ĥel(x,R) contains

the sum of the electronic kinetic energy and the interaction potentials, and the particular

form32,44,45 chosen for ĤSO(x,R) does not affect any of the results presented below.

The time-dependent Schrödinger equation with Hamiltonian (1) is

ih̄∂tΨ(x,R, t) = ĤΨ(x,R, t), (2)

whose solution, Ψ(x,R, t), is written as the product of a nuclear wavefunction, χ(R, t), and

an electronic conditional factor, ΦR(x, t), that parametrically depends on R, namely,21

Ψ(x,R, t) = χ(R, t)ΦR(x, t). (3)

To guarantee that |χ(R, t)|2 reproduces at all times the (exact) nuclear density obtained

from Ψ(x,R, t), the partial normalization condition (PNC)

∫
dx |ΦR(x, t)|2 =

∑
σ1

∑
σ2

. . .

∫
dr1

∫
dr2 . . . |ΦR(r1, σ1, r2, σ2, . . . , t)|2 = 1 ∀ R, t (4)
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is imposed. Here, we have Nel sums over the spins of the electrons and Nel 3-dimensional

integrals over the positions of the electrons.

After having introduced the factored form of the electron-nuclear wavefunction, Eq. (3),

and the PNC, Eq. (4), it is easy to show with some algebra,22,46–48 as done for the original

derivation of the exact-factorization equations, that the evolution of χ(R, t) and ΦR(x, t) is

given by

ih̄∂tχ(R, t) =

[
Nn∑
ν=1

[−ih̄∇ν + Aν(R, t)]
2

2Mν

+ ε(R, t)

]
χ(R, t) (5)

ih̄∂tΦR(x, t) =
[
Ĥel(x,R) + ĤSO(x,R) + Ûen [ΦR, χ]− ε(R, t)

]
ΦR(x, t). (6)

The form of the nuclear kinetic energy is T̂n = −
∑

ν h̄
2∇2

ν/(2Mν), where the symbol ∇ν

indicates the gradient taken with respect to the position of the nucleus ν (with mass Mν).

The time-dependent potentials of the exact factorization mediate the coupling between elec-

trons and nuclei, beyond the adiabatic regime, and they are: the time-dependent vector

potential49–52

Aν(R, t) = 〈ΦR(t)| −ih̄∇νΦR(t)〉x , (7)

and the time-dependent scalar potential, or time-dependent potential energy surface (TD-

PES)53–58

ε(R, t) = 〈ΦR(t)| Ĥel(x,R) + ĤSO(x,R) + Ûen [ΦR, χ]− ih̄∂t |ΦR(t)〉x . (8)

We have indicated the integration over x as 〈 · 〉x. The electron-nuclear coupling operator
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Ûen [ΦR, χ] is59–61

Ûen[ΦR, χ] =
Nn∑
ν=1

1

Mν

[
[−ih̄∇ν + Aν(R, t)]

2

2
+

(
−ih̄∇νχ(R, t)

χ(R, t)
+ Aν(R, t)

)
·
(
− ih̄∇ν −Aν(R, t)

)]
,

(9)

and depends explicitly on the nuclear wavfunction χ(R, t), and implicitly on the electronic

factor ΦR(r, t), via its dependence on the vector potential.

It is clear from the above discussion, that, formally, the inclusion of the spin-orbit Hamil-

tonian does not alter the features of the exact factorization: the expression of the time-

dependent vector potential is unaffected, while the SOC appears in the definition of the

TDPES. Moreover, the gauge freedom (the only freedom in Eq. (3)) is still expressed by the

multiplication of each term of Eq. (3) by a (R, t)-dependent phase factor, that leaves the

product unchanged. Thus, an additional equation to fix the gauge has to be introduced to

guarantee uniqueness of the solution of the evolution equations.

As discussed in the Introduction, the electronic wavefunction can be represented either

in the spin-diabatic basis,

Ĥel(x,R)ϕ
(SJ ,MSJ

)

R (x) = ε
(SJ ,MSJ

)

sd (R)ϕ
(SJ ,MSJ

)

R (x) (10)

formed by the eigenstates of electronic Hamiltonian (without SOC), or in the spin-adiabatic

basis,

[
Ĥel(x,R) + ĤSO(x,R)

]
ϕ

(j)
R (x) = ε(j)sa (R)ϕ

(j)
R (x) (11)

formed by the eigenstates of the electronic Hamiltonian with SOC. The spin-diabatic states of

Eq. (10) are eigenstates of Ŝ2 and Ŝz, with eigenvalues h̄2SJ(SJ + 1) and h̄MSJ , respectively.

The index SJ labels the multiplets, each including 2SJ + 1 states corresponding to the

eigenvalues ε(SJ ,MSJ
)

sd (R). In Eq. (11) the index j labels the spin-adiabatic states, which are
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combinations of different spin multiplicities, whose eigenvalues are indicated as ε(j)sa (R). To

simplify the notation in the following equations, we will use only the index J to label the

spin-multiplets and the components of each multiplet, such that for instance
∑

J stands for∑
SJ

∑MSJ
=+SJ

MSJ
=−SJ .

The electronic wavefunciton ΦR(x, t) can be expressed as the linear combinations

ΦR(x, t) =
∑
J

Csd
J (R, t)ϕ

(J)
R (x) (12)

=
∑
j

Csa
j (R, t)ϕ

(j)
R (x) (13)

with the normalization conditions
∑

J |Csd
J (R, t)|2 =

∑
j |Csa

j (R, t)|2 = 1 ∀R, t that follow

from the PNC of Eq. (4) and from the orthonormality of the electronic states. We will refer

in the following to Csd
J (R, t) and Csa

j (R, t) as the spin-diabatic and spin-adiabatic electronic

coefficients, respectively.

Note that also the full electron-nuclear wavefunction Ψ(x,R, t) can be expressed in the

two basis, as

Ψ(x,R, t) =
∑
J

χsdJ (R, t)ϕ
(J)
R (x), (14)

=
∑
j

χsaj (R, t)ϕ
(j)
R (x) (15)

where the relations χsdJ (R, t) = χ(R, t)Csd
J (R, t) and χsaj (R, t) = χ(R, t)Csa

j (R, t) follow

from Eq. (3). The functions χsdJ (R, t) and χsaj (R, t) can be referred to as spin-diabatic and

spin-adiabatic nuclear amplitudes, and have the property

|χ(R, t)|2 =
∑
J

∣∣χsdJ (R, t)
∣∣2 =

∑
j

∣∣χsaj (R, t)
∣∣2 (16)

that can be derived using the PNC of Eq. (4) in the two basis.

Inserting either Eq. (12) or Eq. (13) into the electronic evolution equation (6) allows to
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derive coupled evolution equations for the electronic coefficients. Clearly, exact integration

in either basis would yield the same result, with the same time-dependent vector potential

and TDPES (this property will be proven numerically later on), provided both basis span

the same subspace. Moreover, since nuclear dynamics is driven by these two time-dependent

potentials, the nuclear evolution as well would be not affected by the use of different electronic

basis. This feature is what makes the exact factorization a suitable working framework to

construct a quantum-classical algorithm for simulations of IC and ISC processes, where

nuclear classical-like trajectories are generated by forces from the vector potential and the

TDPES: the exact-factorization equations do not depend on the chosen representation for the

electronic sub-system. Nonetheless, approximations are needed to be able to solve Eqs. (5)

and (6), not only for “real” systems26 but even for simple models.48,62 The approximations

that will be introduced in the electronic equation (6) will be the cause of differences in

performance of the quantum-classical algorithm in the spin-diabatic and in the spin-adiabatic

basis, as we will carefully discuss below.

The use of the spin-diabatic representation is particularly suitable for on-the-fly sim-

ulations based on the interface between trajectory-based nuclear dynamics and quantum-

chemistry calculations to evaluate electronic-structure properties along the trajectories. As

far as we know, standard quantum-chemistry softwares do not provide nuclear gradients

of the SOC, thus, classical forces are only computed for the spin-diabatic energy eigenval-

ues of Eq. (10).32–34 In the development of a new algorithm that includes effects due to

SOC, it is necessary to keep in mind that the algorithm should be formulated in the spin-

diabatic representation, allowing flexibility in the level of electronic-structure theory acces-

sible. However, semi-empirical electronic-structure approaches, where nuclear gradients of

SOC are computed, are currently available,63 therefore formulation of the new algorithm in

the spin-adiabatic representation as well is desirable.
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Trajectory-based description

The nuclear wavefunction is written as χ(R, t) = |χ(R, t)| exp [(i/h̄)S(R, t)], i.e., in polar

representation, in terms of its modulus and phase, such that the coupled evolution equations

−∂tS(R, t) =
∑
ν

[∇νS(R, t) + Aν(R, t)]
2

2Mν

+ ε(R, t) (17)

∂t |χ(R, t)|2 = −
∑
ν

∇ν ·
[
∇νS(R, t) + Aν(R, t)

Mν

|χ(R, t)|2
]

(18)

are derived from the nuclear time-dependent Schrödinger equation (5). Here, we give the

equation for the phase S(R, t) in the classical limit, that is by neglecting in Eq. (17) the

quantum potential term, i.e., −h̄2∑
ν(∇2

ν |χ(R, t)|)/(2Mν |χ(R, t)|). The first equation can

be solved with the method of characteristics, introducing a set of ordinary differential equa-

tions – the characteristic equations – yielding the values of the field S(R, t) ∀ R, t. The

characteristic equations are Hamilton-like equations that describe the evolution in time of

the “variables” Rν(t) and Pν(t) ≡ ∇νS(R(t), t) + Aν(R(t), t) appearing in Eq. (17), i.e.,

Ṙν(t) =
Pν(t)

Mν

(19)

Ṗν(t) = −∇ν

(
ε
(
R(t), t

)
+
∑
ν′

Ṙν′(t) ·Aν′
(
R(t), t

))
+ Ȧν

(
R(t), t

)
. (20)

The procedure to derive Eqs. (19) and (20) has been illustrated in detail in Ref.,48 therefore,

we just mention here that the first term on the right-hand side of Eq. (20) is the gradient of

the (pseudo-classical) Hamiltonian defined on the right-hand side of Eq. (17). Furthermore,

it is worth pointing out that the time-dependent potentials ε
(
R(t), t

)
and Aν

(
R(t), t

)
are

evaluated along each characteristicR(t) by solving the electronic equation (6) along the same

characteristic. Solving the partial differential equation (6) along the flow of trajectories –

the characteristics – requires to switch from the Eulerian frame to the Lagrangian frame (see

Eq. (22) below), but before discussing the electronic equation, let us discuss the continuity
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equation (18).

The evolution of the nuclear density, Eq. (18), is described by a “standard” continuity

equation, that can be solved coupled to Eqs. (19) and (20). This would allow to reconstruct

the nuclear wavefunction, even though not exactly because we have already dropped the

quantum potential in Eq. (17). Neglecting the quantum potential has the effect of decou-

pling the evolution of the phase from the evolution of the density, while the opposite is not

true. Therefore, as done in previous work,25,48 we will not solve the continuity equation, and

we will only reconstruct a classical-like nuclear density from the distribution of the trajec-

tories, working in the hypothesis that for short enough times, an ensemble of trajectories

evolving with Eqs. (19) and (20) will sample portions of nuclear configuration space with

high probability density.

Eqs. (19) and (20) are the basis of the CT-MQC algorithm, that has been derived and

tested in Refs.,24,25 applied in Refs.26,27 in combination with time-dependent density func-

tional theory to study the photo-induced dynamics in oxirane, and thoroughly analyzed in

Refs.28,64

The electronic equation (6) is expressed along the characteristics R(t) as

Φ̇R(t)(x, t)−
∑
ν

Ṙν(t) · ∇νΦR(t)(x, t) = − i
h̄

[
Ĥel

(
x,R(t)

)
+ ĤSO

(
x,R(t)

)
+ Ûen

[
ΦR(t), χ

]
− ε
(
R(t), t

)]
ΦR(t)(x, t). (21)

Switching from the Eulerian to the Lagrangian frame, only total time derivatives can be eval-

uated along the flow, that is why the symbol Φ̇R(t)(x, t) has been introduced. Furthermore,

we used the relation

Φ̇R(t)(x, t) =
∂ΦR(t)(x, t)

∂t
+
∑
ν

Ṙν(t) · ∇νΦR(t)(x, t) (22)

to replace the partial time derivative of Eq. (6) with the total derivative, and thus derive the

10



term on the left-hand side of Eq. (21). From Eq. (21) it is clear that the “new” definition of

the TDPES along the trajectories is

ε
(
R(t), t

)
=
〈
ΦR(t)(t)

∣∣ Ĥel

(
R(t)

)
+ ĤSO

(
R(t)

)
+ Ûen

[
ΦR(t), χ

] ∣∣ΦR(t)(t)
〉
x

− ih̄
〈

ΦR(t)(t)
∣∣∣Φ̇R(t)(t)

〉
x
−
∑
ν

Ṙν(t) ·Aν

(
R(t), t

)
, (23)

obtained by multiplying Eq. (21) on the left by ΦR(t)(x, t) and integrating over x, and using

Eq. (4) ∀ R(t), t. Note that the second term on the left-hand side of Eq. (21) yields the

vector potential in Eq. (23).

From this point on, we will use the expressions of ΦR(t)(x, t) in the spin-diabatic and in

the spin-adiabatic basis, thus the equations for the electronic coefficients will look slightly

different. We will first present in detail the derivation of the equations in the spin-diabatic

representation, then we will briefly report the equations in the spin-adiabatic representation

because they follow from the original derivation of CT-MQC.

Electronic dynamics: Spin-diabatic representation

We use the expression of ΦR(t)(x, t) in the spin-diabatic basis, given in Eq. (12), noting that

the electronic coefficients and the states acquire a dependence on the trajectory, namely

ΦR(t)(x, t) =
∑
J

Csd
J

(
R(t), t

)
ϕ

(J)
R(t)(x). (24)
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We insert this expression into the evolution equation (21), then projecting onto ϕ(K)
R(t)(x), we

find

Ċsd
K

(
R(t), t

)
=− i

h̄

[
ε

(K)
sd

(
R(t), t

)
− ε
(
R(t), t

)]
Csd
K

(
R(t), t

)
(25a)

− i

h̄

∑
J

〈
ϕ

(K)
R(t)

∣∣∣[ĤSO

(
R(t)

)
+ Ûen

]
Csd
J

(
R(t), t

)∣∣∣ϕ(J)
R(t)

〉
x

(25b)

+
∑
ν

Ṙν(t) · ∇ν C
sd
K

(
R(t), t

)
. (25c)

When using the expansion (24) in the left-hand side of Eq. (21), we have

Φ̇R(t)(x, t) =
∑
J

Ċsd
J

(
R(t), t

)
ϕ

(J)
R(t)(x) + Csd

J

(
R(t), t

)
ϕ̇

(J)
R(t)(x), (26)

and applying in the second term on the right-hand side the total time derivative to the

diabatic state similarly to Eq. (22), we find that the partial time derivative is zero because

ϕ
(J)
R(t)(x) depends on time only via its dependence on the trajectory, then

Φ̇R(t)(x, t) =
∑
J

Ċsd
J

(
R(t), t

)
ϕ

(J)
R(t)(x) +

∑
J

∑
ν

Csd
J

(
R(t), t

)
Ṙν(t) · ∇νϕ

(J)
R(t)(x). (27)

Let us now provide an explicit expression for the term in Eq. (25b) that contains the electron-

nuclear coupling operator Ûen. In the definition (9) of Ûen we identify two terms: the first

term has been shown65–67 to be smaller if compared to the second term, and we will thus

neglect it henceforth. In addition, such term contains second-order spatial derivatives of the

spin-diabatic states, which are usually not available in quantum-chemistry codes to compute

electronic-structure properties. The corresponding term in Eq. (23) will be neglected as well

to maintain gauge invariance of the exact-factorization equations in their trajectory-based
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formulation.24,25 Using the polar representation of the nuclear wavefunction, Ûen becomes

Ûen '
∑
ν

(
∇νS

(
R(t), t

)
+ Aν

(
R(t), t

)
Mν

+ i
−h̄∇ν

∣∣χ(R(t), t
)∣∣

Mν

∣∣χ(R(t), t
)∣∣
)
·
(
−ih̄∇ν −Aν

(
R(t), t

))
(28a)

=
∑
ν

[
Ṙν(t) + i

Qν

(
R(t), t

)
Mν

]
·
(
−ih̄∇ν −Aν

(
R(t), t

))
. (28b)

The first term in parenthesis of Eq. (28a) is the velocity of the trajectory, Ṙν(t) (from the

characteristic equation (19)), whereas the second term contains the quantum momentum,24

Qν(R(t), t), that has been defined in previous work on CT-MQC. The quantum momentum

induces quantum decoherence effects by tracking the spatial delocalization over time of the

nuclear density (or, equivalently, of its modulus).28,64

Using Eq. (28b) in the expression of Ċsd
K

(
R(t), t

)
, we finally derive

Ċsd
K

(
R(t), t

)
= − i

h̄

[
ε

(K)
sd

(
R(t), t

)
− ε
(
R(t), t

)]
Csd
K

(
R(t), t

)
(29a)

− i

h̄

∑
J

[
ĤSO

(
R(t)

)]
KJ

Csd
J

(
R(t), t

)
(29b)

+
i

h̄

∑
ν

[
Ṙν(t) + i

Qν

(
R(t), t

)
Mν

]
·Aν

(
R(t), t

)
Csd
K

(
R(t), t

)
(29c)

−
∑
ν

i
Qν

(
R(t), t

)
Mν

· ∇νC
sd
K

(
R(t), t

)
(29d)

−
∑
J

∑
ν

[
Ṙν(t) + i

Qν

(
R(t), t

)
Mν

]
· dν;KJ

(
R(t)

)
Csd
J

(
R(t), t

)
, (29e)

where we introduced a new symbol to indicate the NAC vector in spin-diabatic basis, namely

dν;KJ

(
R(t)

)
=
〈
ϕ

(K)
R(t)

∣∣∣ ∇νϕ
(J)
R(t)

〉
x
. (30)

Equations (29) give the evolution of the spin-diabatic electronic coefficients along the tra-

jectory R(t); it is an approximate form of Eqs. (25) because of the neglect of the first term
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on the right-hand side of the definition (9) of the electron-nuclear coupling operator. We

can identify three “diagonal” terms, i.e., Eqs. (29a), (29c) and (29d), and two “off-diagonal”

terms expressing the coupling between the spin-diabatic states K and J mediated by the

SOC and the NAC, i.e., Eqs. (29b) and (29e), respectively.

As proposed in previous work,25,28 we set the gauge such that

ε
(
R(t), t

)
+
∑
ν

Ṙν(t) ·Aν

(
R(t), t

)
= 0, (31)

and introduce the following approximations:

(i) neglect the term containing scalar product of Qν

(
R(t), t

)
and dν;KJ

(
R(t)

)
, working in

the hypothesis that decoherence effects start playing a role after the action of NAC;

(ii) neglect the spatial derivative of the modulus of the electronic coefficients |Csd
K (R(t), t)|,

while keeping the spatial derivative of their phase γsdK (R(t), t), such that

∇νC
sd
K

(
R(t), t

)
= ∇ν

∣∣Csd
K

(
R(t), t

)∣∣ exp

[
i

h̄
γsdK (R(t), t)

]
(32a)

' i

h̄

(
∇νγ

sd
K (R(t), t)

)
Csd
K

(
R(t), t

)
(32b)

=
i

h̄
f sdν;K

(
R(t)

)
Csd
K

(
R(t), t

)
, (32c)

(iii) the gradient of the phase of the electronic coefficients, denoted f sdν;K(R(t)), is approxi-

mated as

f sdν;K

(
R(t)

)
=

∫ t

dτ
(
−∇νε

(K)
sd

(
R(t)

))
, (33)

that is the spin-diabatic force for state K accumulated over time along the trajectory. The

Appendix provides details on the derivation of this expression.

The gauge condition imposed above simplifies the characteristic equation (20), reducing

it to Ṗν(t) = Ȧν(t). Note that with the choice of gauge made in Eq. (31) we circumvent

calculations of gradients of the SOC matrix elements appearing in the expression of the

14



TDPES (according to Eq. (23), in fact, ĤSO appears in the definition of the TDPES).

While the neglect of the term containing the scalar product of the quantum momentum

and the NAC vectors, that is approximation (i) above, could be easily relaxed, approxima-

tions (ii) and (iii) are crucial to avoid the calculations of spatial derivatives of the electronic

coefficients. As indicated by the symbol Csd
K (R(t), t), the value of the electronic coefficient

is only known at the position of the trajectory; calculations of spatial derivatives rely on

the distribution of the trajectories in nuclear configuration space, that is usually noisy (not

regular) and, thus, source of numerical errors. In addition, note that approximation (ii) has

been introduced in the original derivation of CT-MQC based on the analysis of the exact

factorization in the adiabatic representation.53,54,56 Therefore, the “performance” of this ap-

proximation should be expected to be different in the spin-diabatic and in the spin-adiabatic

representations, as we will discuss below.

The final expression used in G-CT-MQC for the evolution of the spin-diabatic coefficients

Ċsd
K (R(t), t), putting together the choice of the gauge with approximations (i), (ii) and (iii)

is

Ċsd
K (t) =

[
− i
h̄
ε

(K)
sd (t) +

∑
ν

Qν(t)

h̄Mν

·
(
f sdν;K(t)−Aν(t)

)]
Csd
K (t) (34a)

−
∑
J

(
i

h̄

[
ĤSO(t)

]
KJ

+
∑
ν

Ṙν(t) · dν;KJ(t)

)
Csd
J (t). (34b)

Each term in the above equation that depends onR(t) is to be evaluated along the trajectory,

even though we removed the explicit dependence on R(t), while we kept the dependence on

time.

Finally, we compute the time derivative of |Csd
K (t)|2 that will be used below when de-

termining the expression of the classical force. The evolution of the electronic spin-diabatic
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population along a trajectory is

d
∣∣Csd

K (t)
∣∣2

dt
=
∑
ν

2Qν(t)

h̄Mν

·
(
f sdν;K(t)−Aν(t)

)∣∣Csd
K (t)

∣∣2 (35a)

− 2
∑
J

∑
ν

Ṙν(t) · Re
[[
Csd
K (t)

]∗
Csd
J (t)dν;KJ(t)

]
(35b)

+
2

h̄

∑
J

Im
[[
Csd
K (t)

]∗
Csd
J (t)

[
ĤSO(t)

]
KJ

]
. (35c)

Summing this expression over K yields zero, proving that the norm of the electronic wave-

function is conserved over time along each trajectory. The PNC imposed in Eq. (4) ∀ R, t

remains valid ∀ R(t), t and even when the approximations (i), (ii) and (iii) above are intro-

duced.

In Eqs. (35) we can then identify three contributions

d
∣∣Csd

K (t)
∣∣2

dt
=
d
∣∣Csd

K (t)
∣∣2

dt

∣∣∣∣∣
QM

+
d
∣∣Csd

K (t)
∣∣2

dt

∣∣∣∣∣
NAC

+
d
∣∣Csd

K (t)
∣∣2

dt

∣∣∣∣∣
SO

(36)

from the quantummomentum (QM), in Eq. (35a), from the NAC vectors (NAC), in Eq. (35b),

and from the SOC matrix elements (SOC), in Eq. (35c).

Electronic dynamics: Spin-adiabatic representation

We use the expression of ΦR(t)(x, t) in the spin-adiabatic basis, that follows from Eq. (13),

ΦR(t)(x, t) =
∑
j

Csa
j

(
R(t), t

)
ϕ

(j)
R(t)(x). (37)
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We insert this expression into the evolution equation (21) and following the same procedure

described in the previous section we arrive at the final result

Ċsa
k (t) =

[
− i
h̄
ε(k)
sa (t) +

∑
ν

Qν(t)

h̄Mν

·
(
f saν;k(t)−Aν(t)

)]
Csa
k (t)−

∑
j

∑
ν

Ṙν(t) · dν;kj(t)C
sa
j (t),

(38)

where, as before, each term that depends on R(t) is to be evaluated along the trajectory

even if it is not explicitly indicated here. This electronic equation in the spin-adiabatic basis

is the equation that has been introduced in the original derivation of CT-MQC.25

Similarly to Eqs. (35) we find that the population of a spin-adiabatic state evolves in

time as

d |Csa
k (t)|2

dt
=
∑
ν

2Qν(t)

h̄Mν

·
(
f saν;k(t)−Aν(t)

)
|Csa

k (t)|2 (39a)

− 2
∑
j

∑
ν

Ṙν(t) · Re
[[
Csa
k (t)

]∗
Csa
j (t)dν;kj(t)

]
(39b)

which is basically identical to the expression in the spin-diabatic basis without the SOC. In

fact, we identify here only two contributions of those pointed out in Eq. (36), namely

d |Csa
k (t)|2

dt
=
d |Csa

k (t)|2

dt

∣∣∣∣∣
QM

+
d |Csa

k (t)|2

dt

∣∣∣∣∣
NAC

. (40)

In the spin-diabatic representation, Eqs. (34) above, and in the spin-adiabatic representation,

Eq. (38), the evolution equations for the electronic coefficients are basically identical. The

only difference is the presence of the SOC Hamiltonian in Eq. (34b), that disappears in

Eq. (38) due to the diagonalization of the SOC contribution. In the general implementation

of G-CT-MQC we will include the spin-orbit Hamiltonian matrix elements, but they will be

identically zero in the spin-adiabatic basis because this contribution is absorbed in ε(k)
sa (R(t)).

This feature is highly desirable for implementation purposes, because the basic G-CT-MQC
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algorithm, i.e., the equations, is the same in both representations. We mention once more

that the spin-adiabatic representation is a suitable choice when gradients of the SOC matrix

elements are available from electronic-structure calculations, as for instance when using semi-

empirical methods.63,68

Nuclear dynamics: Classical forces

As mentioned above, fixing the gauge as indicated in Eq. (31) yields

Ṗν(t) = Fν

(
R(t)

)
=
dAν

(
R(t), t

)
dt

. (41)

The expression of the time-dependent vector potential evaluated along the trajectory follows

from its definition in Eq. (7), and using the spin-diabatic representation of the electronic

wavefunction, we obtain

Aν

(
R(t), t

)
= − ih̄

∑
J

[
Csd
J

(
R(t), t

)]∗∇νC
sd
J

(
R(t), t

)
(42a)

− ih̄
∑
J,K

[
Csd
K

(
R(t), t

)]∗
Csd
J

(
R(t), t

)
dν;KJ

(
R(t)

)
. (42b)

Since the time-dependent vector potential does not depend on the choice of the electronic

representation, we did not use here the sd label for Aν(R(t), t). Furthermore, since the

vector potential is a real quantity, we can rewrite Eqs. (42) as

Aν

(
R(t), t

)
=
∑
J

∣∣Csd
J

(
R(t), t

)∣∣2∇νγ
sd
J

(
R(t), t

)
(43a)

+ h̄
∑
J,K

Im
[[
Csd
K

(
R(t), t

)]∗
Csd
J

(
R(t), t

)
dν;KJ

(
R(t)

)]
(43b)

Henceforth, we will use a label sd for the vector potential, making the distinction between

the two representations, because in the different representations used to express it, the

approximations have different effects, thus the final outcome is not the same. We will go
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back to this point below, when we will analyze numerical results.

Supposing that the NAC vectors are localized in space, we can observe that the first

term in the expression of the vector potential dominates if compared to the second, since it

contains an integral over time (we recall that ∇νγ
sd
J (R(t), t) = f sdν;J(R(t)) in Eq. (32c)), i.e.,

it accumulates over time. Therefore,

Asd
ν

(
R(t), t

)
'
∑
J

f sdν;J

(
R(t)

) ∣∣Csd
J

(
R(t), t

)∣∣2 , (44)

and, using approximation (iii),

Fsd
ν (t) =

∑
J

(
−∇νε

(J)
sd (t)

) ∣∣Csd
J

(
t
)∣∣2 +

∑
J

f sdν;J(t)
d
∣∣Csd

J

(
t
)∣∣2

dt
, (45)

where we have dropped as done before the dependence on R(t) to make the expression more

compact.

In the original derivation of CT-MQC, as described in Ref.,25 the expression of the force

was given by directly evaluating the time derivative of the time-dependent vector potential,

using Eq. (21), and by introducing, in a second step, the expansion of ΦR(t) in the adiabatic

basis. An alternative procedure will be used here, analyzing the comparison between the spin-

diabatic and spin-adiabatic equations: such procedure allows us to determine the expression

of the classical spin-diabatic force where gradients of the matrix elements of the spin-orbit

Hamiltonian do not appear. This expression is highly suitable for future implementations in

combination with quantum-chemistry codes that usually do not provide this information.

The expression of the spin-adiabatic force is

Fsa
ν (t) =

dAsa
ν

(
t
)

dt
=
∑
j

(
−∇νε

(j)
sa (t)

) ∣∣Csa
j

(
t
)∣∣2 +

∑
j

f saν;j(t)
d
∣∣Csa

j

(
t
)∣∣2

dt
(46a)

= Fsa
ν,mf(t) + Fsa

ν,NAC(t) + Fsa
ν,qm(t) (46b)
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where the mean-force (mf) term, the term containing the NAC vectors, and the quantum-

momentum (qm) term follow from Refs.24–26 and are

Fsa
ν,mf(t) =

∑
j

∣∣Csa
j

(
t
)∣∣2 (−∇νε

(j)
sa (t)

)
(47)

Fsa
ν,NAC(t) =

∑
j,k

[
Csa
j (t)

]∗
Csa
k (t)

(
ε(j)sa (t)− ε(k)

sa (t)
)
dν;jk(t) (48)

Fsa
ν,qm(t) =

∑
j

∣∣Csa
j (t)

∣∣2(∑
ν′

2Qν′(t)

h̄Mν′
· f saν′;j(t)

)(
f saν;j(t)−Asa

ν (t)
)

(49)

respectively. Note that in previous work,24,30 the sum of the first two contributions, i.e., mf

and NAC terms, have been identified as the Ehrenfest force.

Using the similarity of Eq. (45) and Eq. (46a), and the similarity of Eq. (36) and Eq. (40),

we can write the spin-diabatic force as

Fsd
ν (t) = Fsd

ν,mf(t) + Fsd
ν,NAC(t) + Fsd

ν,qm(t) + Fsd
ν,SO(t) (50)

where last term is

Fsd
ν,SO(t) =

∑
K

f sdν;K(t)
d
∣∣Csd

K (t)
∣∣2

dt

∣∣∣∣∣
SO

(51)

=
2

h̄

∑
K,J

Im
[[
Csd
K (t)

]∗
Csd
J (t)

[
ĤSO(t)

]
KJ

]
f sdν;K(t). (52)

G-CT-MQC equations

The G-CT-MQC equations that have been implemented for the numerical studies proposed

in this work are summarized in this section. We will use the index α to explicitly indicate the

dependence on the trajectory, that replaces the dependence on R(t) used above. Further-

more, since we will now provide equations that are valid in both electronic representations,

we will drop the superscripts sd and sa. In the above sections we used the indices J,K to

label the spin-diabatic states (we recall that J stands for SJ ,MSJ , and similarly K), and the
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indices j, k to label the spin-adiabatic states. Here, we will introduce the general symbols

m,n indicating the states in either basis, since we present equations that, formally, do not

depend on the used electronic representation.

Electronic evolution is represented via an ordinary differential equation in time for the

electronic coefficients, namely

Ċα
m(t) =

[
− i
h̄
ε(m),α(t) +

∑
ν

Qα
ν (t)

h̄Mν

·
(
fαν;m(t)−Aα

ν (t)
)]
Cα
m(t) (53a)

−
∑
n

(
i

h̄

[
Ĥα
SO(t)

]
mn

+
∑
ν

Ṙα
ν (t) · dαν;mn(t)

)
Cα
n (t), (53b)

that is solved along a trajectory α, generated by the force

Fα
ν (t) = Fα

ν,mf(t) + Fα
ν,NAC(t) + Fα

ν,qm(t) + Fα
ν,SO(t) (54)

whose terms are

Fα
ν,mf(t) =

∑
m

∣∣Cα
m

(
t
)∣∣2 (−∇νε

(m),α(t)
)

(55a)

Fα
ν,NAC(t) =

∑
m,n

Re
[[
Cα
m(t)

]∗
Cα
n (t)

] (
ε(m),α(t)− ε(n),α(t)

)
dν;mn(t) (55b)

Fα
ν,qm(t) =

∑
m

|Cα
m(t)|2

(∑
ν′

2Qα
ν′(t)

h̄Mν

· fαν′;m(t)

)(
fαν;m(t)−Aα

ν (t)
)

(55c)

Fα
ν,SO(t) =

2

h̄

∑
m

∑
n

Im
[[
Cα
m(t)

]∗
Cα
n (t)

[
ĤSO(t)

]
mn

]
fαν;m(t). (55d)

In Eq. (55b) we assume that the NAC vectors are real. We recall that the velocity of

trajectory α is

Ṙα
ν (t) =

Pα
ν (t)

Mν

. (56)
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Numerical results

In this section we employ the model systems proposed in Ref.39 to analyze exact quan-

tum dynamics and discuss the approximations introduced in the previous sections for the

derivation of G-CT-MQC equations in the spin-diabatic and spin-adiabatic representations.

Afterwards, we compare quantum and trajectory-based electronic and nuclear dynamics in

the two representations to test the performance of the G-CT-MQC algorithm.

One-singlet/one-triplet model: Analysis of exact dynamics

The first system, used as well in our previous work,30 is a one-dimensional (in nuclear space)

one-singlet/one-triplet model, representing a singlet state |ϕ(S,0)
R 〉 interacting with a triplet,

whose components are |ϕ(T,±1)
R 〉 and |ϕ(T,0)

R 〉. The states are labeled according to the value

of the projection of the spin along the z-axis. The Hamiltonian in the spin-diabatic basis is

Ĥel(R) + ĤSO(R) =



ε
(S)
sd (R) z(R) ib(R) z∗(R)

z∗(R) ε
(T )
sd (R) 0 0

−ib(R) 0 ε
(T )
sd (R) 0

z(R) 0 0 ε
(T )
sd (R)


. (57)

The diagonal elements in Eq. (57) are the energies of the singlet, ε(S)
sd (R), and of the triplet,

ε
(T )
sd (R), while the off-diagonal elements are the SOC between the singlet and the triplet, and

there is no interaction within the multiplet. The elements of the matrix (57) are

ε
(S)
sd (R) = a1 exp [−α1R] + ∆E (58a)

ε
(T )
sd (R) = a2 exp [−α2R] (58b)

z(R) = c1σ(R) (58c)

b(R) = c0σ(R) (58d)

22



with a1 = 0.03452 Eh, a2 = 0.5 Eh, ∆E = 0.04 Eh, α1 = 0.35 bohr−1, α2 = 0.25 bohr−1,

c1 = (0.0005 + i 0.0005) Eh, c0 = 0.001 Eh. The function σ(R) is a sigmoid function

σ(R) =


1 ifR ≤ Rσ −∆Rσ/2

4
(
R−Rσ
∆Rσ

)3

− 3R−Rσ
∆Rσ

ifRσ −∆Rσ/2 < R < Rσ + ∆Rσ/2

−1 ifR ≥ Rσ + ∆Rσ/2,

(59)

that changes sign at R = Rσ (over a range defined by the parameter ∆Rσ = 2.0 bohr).

In what follows, we will present results for Rσ = 8.0 bohr and Rσ = 9.5 bohr, tuning the

strength of the SOC to investigate the performance of the new trajectory-based algorithm in

different regimes. In particular, for Rσ = 8.0 bohr we will observe a larger population transfer

between the spin-diabatic states than for Rσ = 9.5 bohr, when the nuclear wavepacket, or

analogously the swarm of trajectories, reaches the crossing point between the spin-diabatic

potential energy curves, located at 10.0 bohr. Conversely, for Rσ = 8.0 bohr a weaker

non-adiabatic coupling than for Rσ = 9.5 bohr is produced (this can be verified in Fig. 1

where the spin-adiabatic potential curves for Rσ = 9.5 bohr are closer in energy than those

corresponding to Rσ = 8.0 bohr in the region of crossing of the spin-diabatic curves).

As suggested in Ref.,39 a linear combination of the triplet components can be intro-

duced, and the new Hamiltonian can be block-diagonalized, which yields a new two-state

Hamiltonian

Ĥel(R) + ĤSO(R) =

 ε
(S)
sd (R)

√
2|c1|2 + c2

0σ(R)√
2|c1|2 + c2

0σ(R) ε
(T )
sd (R)

 (60)

in the basis formed by the singlet |ϕ(S,0)
R 〉 and the “triplet” |ϕ(TS)

R 〉 states, with

∣∣∣ϕ(TS)
R

〉
=

1√
2|c1|2 + c2

0

(
c1

∣∣∣ϕ(T,−1)
R

〉
+ ic0

∣∣∣ϕ(T,0)
R

〉
+ c∗1

∣∣∣ϕ(T,1)
R

〉)
. (61)

Diagonal, ε(S)
sd (R) and ε(T )

sd (R), and off-diagonal, SOC, elements of matrix (60) are shown in
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Fig. 1 for Rσ = 8.0 bohr (left panel) and Rσ = 9.5 bohr (right panel). Diagonalization of

the Hamiltonian yields the spin-adiabatic potential energy curves, ε(1)
sa (R) and ε(2)

sa (R), also

shown in Fig. 1.
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Figure 1: Spin-diabatic (blue lines, ε(S)
sd , and dark-red lines, ε(T )

sd ) and spin-adiabatic (light-
blue dashed lines, ε(1)

sa , and orange dashed lines, ε(2)
sa ) potential energy curves (PECs) for

Rσ = 8.0 bohr (left panel) and Rσ = 9.5 bohr (right panel) for the two-state model described
by the Hamiltonian (60). Rose dashed lines are the spin-orbit coupling (SOC), i.e., the off-
diagonal elements of the Hamiltonian (60).

For both values of Rσ, the dynamics is initiated in the lowest state at R < Rσ, i.e.,

the singlet |ϕ(S)
R 〉 in the spin-diabatic representation or the ground state |ϕ(1)

R 〉 in the spin-

adiabatic representation,

|Ψ(R, t = 0)〉 = χ(R, t = 0)
∣∣∣ϕ(S)

R

〉
= χ(R, t = 0)

∣∣∣ϕ(1)
R

〉
. (62)

At the initial time the nuclear wavefunction is the same in the two representations, and it is

chosen to be a normalized Gaussian centered in R0 = 5.0 bohr with variance σ =
√

0.05 bohr

χ(R, t = 0) =
4

√
1

πσ2
exp

[
−(R−R0)2

2σ2
+
i

h̄
P0R

]
. (63)

The mean initial momentum is P0 = 20 bohr−1, and the nuclear mass is M = 20000 (in

24



electronic-mass units). The time-dependent Schrödinger equation is solved in the spin-

diabatic basis using the Chebychev scheme69,70 with Hamiltonian (60). More precisely, this

scheme, implemented in the ElVibRot code,71 was used with time step dt = 10.0 fs (about

413.4 au) with 2048 grid points associated to 2048 particle-in-a-box basis functions72 with

R ∈ [3., 40.] bohr. In G-CT-MQC calculations, a time step of dt = 0.012 fs is used with

500 trajectories distributed in position and momentum according to the Wigner distribution

associated to Eq. (63). The velocity-Verlet algorithm is used to integrate nuclear equations

in G-CT-MQC, whereas the fourth-order Runge-Kutta method is used for the electronic

evolution73 given in Eqs. (53).

For the reduced two-state one-singlet/one-triplet model with Rσ = 8.0 bohr, we analyze

exact dynamics adopting the perspective of the exact factorization, namely we study the

TDPES and the electronic coefficients of the spin-diabatic (Eq. (12)) and spin-adiabatic

(Eq. (13)) expansions of the electronic wavefunction. We set the gauge – in exact calculations

– such that the time-dependent vector potential is zero everywhere at all times. In addition

to the results presented below, we provide Supporting Information that show the evolution

of the exact TDPES compared to its spin-diabatic and spin-adiabatic approximations based

on G-CT-MQC.

Since we have introduced Dirac’s notation to represent the electronic states in this two-

state model, and we deal with a one-dimensional problem in nuclear space, we rewrite here

the electronic time-dependent state as

|ΦR(t)〉 =
∑
J=S,T

Csd
J (R, t)

∣∣∣ϕ(J)
R

〉
=
∑
j=1,2

Csa
j (R, t)

∣∣∣ϕ(j)
R

〉
. (64)

We analyze the following term of the TDPES

εGI(R, t) =
〈

ΦR(t)
∣∣∣Ĥel(R)

∣∣∣ΦR(t)
〉

+
〈

ΦR(t)
∣∣∣ĤSO(R)

∣∣∣ΦR(t)
〉

= ε
(1)
GI(R, t) + ε

(2)
GI(R, t),

(65)
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where we use the label GI to indicate that they are gauge-invariant. Furthermore, we recall

that εGI(R, t) does not depend on the chosen representation for the electronic wavefunction,

thus the sum of the two terms ε(1)
GI(R, t) and ε(2)

GI(R, t) is the same in the spin-diabatic and

in the spin-adiabatic basis. In the spin-diabatic representation, the Hamiltonian given in

Eq. (60) is the sum of Ĥel(R) and ĤSO(R), where ĤSO(R) contributes only the off-diagonal

elements. Therefore, ε(2)
GI(R, t) is identically zero everywhere and at all times in the spin-

adiabatic representation because it is absorbed in the diagonal elements after diagonalization.

This observation shows that a single term in Eq. (65) may vary in different representations,

only the sum is invariant.

Using the spin-diabatic representation, the terms of the GI part of the TDPES are

ε
(1)
GI,sd(R, t) =

∑
J=S,T

∣∣Csd
J (R, t)

∣∣2 ε(J)
sd (R) (66a)

ε
(2)
GI,sd(R, t) =

∑
J=S,T

∑
K 6=J

∣∣Csd
J (R, t)

∣∣ ∣∣Csd
K (R, t)

∣∣Re
[
e
i
h̄ [γsdK (R,t)−γsdJ (R,t)][ĤSO(R)]JK

]
, (66b)

whereas in the spin-adiabatic representation they become

ε
(1)
GI,sa(R, t) =

∑
j=1,2

∣∣Csa
j (R, t)

∣∣2 ε(j)sa (R) (67a)

ε
(2)
GI,sa(R, t) = 0. (67b)

In Eq. (66b) the term on the right-hand side contains an oscillatory contribution proportional

to the off-diagonal elements of the Hamiltonian, the SOC. Since the full TDPES analyzed

here does not present oscillations, as shown in Fig. 2 in the upper panels at three times

along the dynamics, the term on the right-hand side of Eq. (66a) has to develop oscillations

as well. Clearly, the source of these oscillations is |Csd
J (R, t)|2 because ε(J)

sd (R) is a smooth

function of R, and this is shown as well in Fig. 2 (lower panels) at different times. To

understand the nature of the oscillations in |Csd
J (R, t)|2 one can simply analyze the time-

dependent Schrödinger equation for the electron-nuclear state |Ψ(R, t)〉 in the spin-diabatic
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Figure 2: Upper panels: Spin-diabatic potential energy curves (blue lines, ε(S)
sd , and dark-red

lines, ε(T )
sd ); GI part of the TDPES given in Eq. (65) (light-blue thick lines), which is the sum

of ε(1)
GI,sd(R, t) of Eq. (66a) (green lines) and ε(2)

GI,sd(R, t) of Eq. (66b) (magenta lines). Middle
panels: nuclear density |χ(R, t)|2 (dark-grey dashed lines), decomposed into its spin-diabatic
components |χsdS (R, t)|2 (singlet, blue lines) and |χsdT (R, t)|2 (triplet, dark-red lines). Lower
panels: squared moduli of the spin-diabatic electronic coefficients |Csd

S (R, t)|2 (singlet, blue
lines) and |Csd

T (R, t)|2 (triplet, dark-red lines). Snapshots are taken at t = 53, 176, 465 fs.

representation and make the connection to the exact factorization. According to Eqs. (14)

and (3) we have

|Ψ(R, t)〉 =
∑
J=S,T

χsdJ (R, t)
∣∣∣ϕ(J)

R

〉
= χ(R, t) |ΦR(t)〉 . (68)
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From Eq. (64) it follows that χsdJ (R, t) = χ(R, t)Csd
J (R, t). Evolution of |Ψ(R, t)〉 is given by

ih̄∂t

 χsdS (R, t)

χsdT (R, t)

 =

−h̄2∂2
R

2M
+

 ε
(S)
sd (R) HSO(R)

HSO(R) ε
(T )
sd (R)



 χsdS (R, t)

χsdT (R, t)

 (69)

which we have written in matrix form (NAC between singlet and triplet is zero). Selecting

the equation for the singlet component (the same is true for the triplet component), and

isolating the purely imaginary terms, we can derive the expression for the density of the

singlet, |χsdS (R, t)|2, (or equivalently for triplet |χsdT (R, t)|2), that is

∂t
∣∣χsdS (R, t)

∣∣2 = − ∂R
(
∂Rs

sd
S (R, t)

M

∣∣χsdS (R, t)
∣∣2)

+
2

h̄
HSO(R)

∣∣χsdS (R, t)
∣∣ ∣∣χsdT (R, t)

∣∣ sin(ssdT (R, t)− ssdS (R, t)

h̄

)
(70)

where ssdS (R, t)/h̄ and ssdT (R, t)/h̄ are the phases corresponding to χsdS (R, t) and χsdT (R, t). The

oscillatory term depending on the difference of the phases between the singlet and triplet

components is proportional to the SOC, i.e., the off-diagonal elements of the electronic

Hamiltonian, and to the overlap of the singlet and triplet “wavepackets” (in the equation

only the moduli appear). Therefore, the oscillations in |χsdS/T (R, t)|2 develop in time as long

the wavepackets are overlapping, and they disappear when the two portions of the nuclear

density separate in space. We clearly observe this behavior in the middle panels of Fig. 2,

and since the nuclear density |χ(R, t)|2 = |χsdS (R, t)|2 + |χsdT (R, t)|2 is smooth, oscillations

have to appear in |Csd
S/T (R, t)|2 in virtue of the relation |χsdS/T (R, t)|2 = |χ(R, t)|2|Csd

S/T (R, t)|2.

These observations relate to the approximation (ii) introduced in the previous section

when deriving the G-CT-MQC equations in the spin-diabatic representation, that is the

neglect of the spatial derivative of |Csd
J (R, t)|. This approximation loses accuracy over time,

as soon as |Csd
J (R, t)| develops oscillations that cannot be reproduced via G-CT-MQC by

construction. In particular, the oscillations observed in the exact ε(1)
GI,sd(R, t) and ε

(2)
GI,sd(R, t)
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Figure 3: Upper panels: Spin-adiabatic potential energy curves (light-blue lines, ε(1)
sa , and

orange lines, ε(2)
sa ); GI part of the TDPES given in Eq. (65) (light-blue thick lines), which is

identical to ε(1)
GI,sa(R, t) of Eq. (67a) (green lines). Middle panels: nuclear density |χ(R, t)|2

(dark-grey dashed lines), decomposed into its spin-adiabatic components |χsa1 (R, t)|2 (light-
blue lines) and |χsa2 (R, t)|2 (orange lines). Lower panels: squared moduli of the spin-adiabatic
electronic coefficients |Csa

1 (R, t)|2 (light-blue lines) and |Csa
2 (R, t)|2 (orange lines). Snapshots

are taken at t = 53, 176, 465 fs.
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due to |Csd
J (R, t)| cannot be captured in the trajectory-based simulation, while the oscillatory

behavior arising from the phases is still (approximately) reproduced. On the other hand,

since in the spin-adiabatic representation |Csa
j (R, t)| has a slightly smoother shape as a

function of R, and ε(1)
GI,sa(R, t) does not develop oscillations (we remind that ε(2)

GI,sa(R, t) = 0

in the spin-adiabatic representation), approximation (ii) is slightly more accurate. The shape

of ε(1)
GI,sa(R, t) is shown in Fig. 3 (upper panels) at three different times, together with the

nuclear density and its decomposition in spin-adiabatic contributions (middle panels), and

the squared moduli of the spin-adiabatic electronic coefficients (lower panels).

One-singlet/one-triplet model: Nuclear dynamics and population

analysis

We compare here exact dynamics with G-CT-MQC results in the spin-diabatic and spin-

adiabatic basis for the one-singlet/one-triplet model reduced to a two-state problem.

Figure 4 shows the exact nuclear density compared with the histogram determined from

the distribution of classical trajectories at three times along the dynamics (upper panels). At

long times the G-CT-MQC spin-diabatic dynamics deviates from exact dynamics, since the

approximations lose accuracy, and in fact we observe that the trajectories (pink histogram)

move slightly faster than the quantum density (dashed lines) and than the trajectories prop-

agated according to G-CT-MQC in the spin-adiabatic basis (green histogram). By contrast,

a good agreement is observed at all times between exact results and the spin-adiabatic G-

CT-MQC results.

The trajectories evolve according to the force computed from the TDPES and the time-

dependent vector potential, which are computed at each time-step employing the electronic

coefficients. Therefore, it is instructive to analyze the shape of those coefficients as functions

of R at the selected time snapshots. In particular, in Fig. 4 we show the squared modu-

lus of the spin-diabatic coefficients |Csd
S/T (R, t)|2 (middle panels) and of the spin-adiabatic

coefficients |Csa
1/2(R, t)|2 (lower panels) computed from exact propagation (lines) and from
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Figure 4: Two-state one-singlet/one-triplet model with Rσ = 8.0 bohr. Upper panels: nu-
clear density from exact propagation (dark-grey dashed lines), and classical histograms con-
structed from the distributions of G-CT-MQC trajectories in the spin-diabatic (pink areas)
and spin-adiabatic (green areas) representations. Middle panels: squared modulus of the
spin-diabatic electronic coefficients |Csd

S/T (R, t)|2 (singlet, blue, and triplet, dark-red) from
exact dynamics (lines) and G-CT-MQC (dots). Lower panels: squared modulus of the spin-
adiabatic electronic coefficients |Csa

1/2(R, t)|2 (ground state 1, light-blue, and excited state
2, orange) from exact dynamics (lines) and G-CT-MQC (dots). Snapshots are taken at
t = 53, 176, 465 fs.
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G-CT-MQC (dots). Decoherence effects induced by the quantum-momentum term in the

evolution equation (53a) yield the “sigmoid” shape of |Csd
S/T (R, t)|2 and |Csa

1/2(R, t)|2 at long

times, because the electronic population along a single trajectory “collapses” to zero or to

one, depending on which state the trajectory is associated to. However, it seems that deco-

herence effects appear too early in the spin-diabatic G-CT-MQC, and towards the end of the

simulated dynamics they are not strong enough. From the point of view of the approxima-

tions introduced to derive G-CT-MQC, these issues are related to the fact that G-CT-MQC

in the spin-diabatic representation does not capture properly the high-frequency oscillations

observed in |Csd
S/T (R, t)|2 (see for instance the results at 176 fs) related to oscillations in the

spin-diabatic nuclear densities, shown in Fig. 2 (middle panels). The spin-diabatic nuclear

wavepackets are coupled along the dynamics via the potential coupling (the off-diagonal

elements of the Hamiltonian), that is very different from the NAC in the spin-adiabatic

representation. In general, in an adiabatic representation of the dynamics, we picture a

nonadiabatic event as a nuclear wavepacket that passes through a region of large – local-

ized – NAC, splits onto different states/potentials, and continues to evolve in a classical-like

fashion on the new potentials (clearly, for the moment, in this picture we are discarding any

recombination of wavepackets that might be the source of interferences). The corresponding

behavior in a diabatic representation can be very different, and perhaps “more quantum”

since the “interaction” between the different diabatic contributions of the wavepacket has an

effect that is spatially-delocalized due to the shape of the potential coupling.

The spatially-delocalized nature of the potential – diabatic – coupling, that in our partic-

ular case is the SOC, is clearly an issue when adapting a trajectory-based algorithm designed

for NAC and thus for IC, to treat SOC and thus ISC. In GAIMS,31 for instance, the spawning

events take place in the regions where the SOC is large, but the SOC is “weighted” by the

energy gap between the spin-diabatic energies – this is reminiscent of the expression of the

NAC vectors where the energy gap appears at the denominator, and thus it becomes small

where the potential energy surfaces are far apart. Note, however, that in GAIMS the SOC
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contribution to the quantum dynamics is always fully considered, that is, not only when the

spin-diabatic potentials are close in energy. In generalized TSH (GTSH), proposed in Ref.,33

the fewest-switches procedure is applied in the spin-diabatic basis, but the SOC contribu-

tion to the hopping probability is considered only when the energy gap between the active

state and the state towards which the hop should occur is smaller than a certain threshold.

Another possibility is to “localize” the effect of the SOC-induced hops in TSH employing the

Landau-Zener formula for determining the probability (TSH⊗LZ as dubbed by Tavernelli

and co-workers in Ref.32) in regions where the spin-diabatic potentials are close or cross.32

Therefore, the delocalized nature of the SOC is somehow bypassed in GTSH and TSH⊗LZ,

and partially in GAIMS as well. In the spin-adiabatic representation, this issue does not ap-

pear because after diagonalization of the Hamiltonian all couplings become kinetic coupling,

thus they are of NAC nature. In fact, for instance in the TSH-based approach proposed

by Gonzalez and co-workers,34,38 a diagonalization procedure is introduced such that the

hopping probability is determined in the spin-adiabatic representation following the stan-

dard fewest-switches procedure, whereas nuclear dynamics is performed in the spin-diabatic

representation, so as to circumvent calculations of gradients of the SOC in the classical force,

which are usually not provided by quantum-chemistry codes. In the semi-empirical approach

developed by Granucci and Persico63 for the electronic-structure part of the problem, instead,

the whole TSH dynamics is consistently performed in the spin-adiabatic representation.

It is worth mentioning here an additional issue that appears in the framework of TSH: the

sum of transition probabilities towards the components of a multiplet should be rotationally

invariant, however, this requirement is not fulfilled by fewest-switches TSH in the spin-

diabatic representation.39 A solution to this problem is either considering an average SOC

for each multiplet for the hopping33 or treating the multiplets as a single state.35,74

In G-CT-MQC the delocalized nature of the SOC is fully considered in Eqs. (53b)

and (55d), however, these contributions to the evolution of the spin-diabatic electronic coef-

ficients and to the force should naturally go to zero when decoherence effects appear. If the
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electronic coefficients correctly decay to zero/one, the SOC terms are zero even though the

coupling itself remains non-zero. Our exact-factorization formulation of ICS and G-CT-MQC

are shedding light on the physically-consistent procedure allowing us to achieve the expected

results, by tackling the problem at the roots and without the need to introduce ad hoc strate-

gies. The issue, nonetheless, remains, because if decoherence is not accurately reproduced

in the spin-diabatic representation, spurious population transfers might be observed.
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Figure 5: Two-state one-singlet/one-triplet model with Rσ = 8.0 bohr. Left panel: Spin-
diabatic electronic populations from exact calculations (dashed lines) and G-CT-MQC (con-
tinuous lines). Right panel: Spin-adiabatic electronic populations from exact calculations
(dashed lines) and G-CT-MQC (continuous lines).

In Fig. 5 we analyze this issue by showing the electronic populations, spin-diabatic and

spin-adiabatic, determined by averaging |Csd
S/T (t)|2 and |Csa

1/2(t)|2 over the trajectories. Using

the notation introduced in Eqs. (53) the quantum-classical (QC) population of state m is

estimated as

ρQCm (t) =
1

Ntraj

Ntraj∑
α=1

|Cα
m(t)|2 (71)

with m = S, T or m = 1, 2. G-CT-MQC results are compared with the quantum (Q) result

ρQm(t) =

∫
dR |χm(R, t)|2 . (72)
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Despite the slight disagreement between exact and spin-diabatic G-CT-MQC calculations

observed in Fig. 4, electronic populations are well reproduced all along the dynamics in both

representations.

Similarly to Figs. 4 and 5, we compare G-CT-MQC results in the spin-diabatic representa-

tion and in the spin-adiabatic representation with exact calculations for the one-singlet/one-

triplet model reduced to two electronic states with Rσ = 9.5 bohr. Such value of Rσ yields

a weaker SOC between the two states. Fig. 6 shows the nuclear density (upper panels), the

squared moduli of the spin-diabatic electronic coefficients (middle panels), and the squared

moduli of the spin-adiabatic electronic coefficients (lower panels) at times t = 50, 170, 340 fs

along the dynamics. At long times, we observe that spin-diabatic propagation yields tra-

jectories that move slightly faster than those obtained in the spin-adiabatic formulation of

G-CT-MQC and than the exact density. This effect follows from the fact that G-CT-MQC

does not capture exhaustively the high-frequency oscillations appearing in the squared mod-

uli of the electronic coefficients, which is clear from the comparison of exact and G-CT-MQC

results in the middle panel of Fig. 6 at time t = 140 fs. However, the overall shape of the

coefficients follows qualitatively the shape of the exact coefficients. As previously observed,

in the spin-adiabatic representation, G-CT-MQC results are in better agreement with the

exact ones. Analogously to the case Rσ = 8.0 bohr, the population of the electronic states,

either in spin-diabatic or in the spin-adiabatic basis, are in very good agreement with ex-

act calculations, as Fig. 7 shows, and we might actually claim that the populations of the

spin-diabatic states are slightly better reproduced by G-CT-MQC than the populations of

the spin-adiabatic states.

35



0

0.5

1

1.5
t=50 fs t=170 fs t=340 fs

0

0.4

0.8

0

0.4

0.8

6 7 8 9 12 16 20 30 40

N
uc

le
ar

de
ns

ity

0

0.5

1

1.5

×1

|χsd|2 G-CT-MQC
|χsa|2 G-CT-MQC

|χ|2 EXACT

×2 ×4

E
le

ct
ro

ni
c

po
pu

la
tio

n

|Csd
S |2 G-CT-MQC
|Csd

T |2 G-CT-MQC
|Csd

S |2 EXACT
|Csd

T |2 EXACT

0

0.4

0.8

E
le

ct
ro

ni
c

po
pu

la
tio

n

R (bohr)

|Cad
1 |2 G-CT-MQC
|Csa

2 |2 G-CT-MQC
|C1|2 EXACT
|C2|2 EXACT

0

0.4

0.8

6 7 8 9
R (bohr)

12 16
R (bohr)

20 30 40
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Two-singlet/one-triplet model: Nuclear dynamics and population

analysis

The second system under study has been proposed in Ref.39 as well, and it involves two

singlets and one triplet. The five-state Hamiltonian in the spin-diabatic basis reads

Ĥel(R) + ĤSO(R) =



ε
(S1)
sd (R) z1 ib1 z∗1 0

z∗1 ε
(T )
sd (R) 0 0 z2

−ib1 0 ε
(T )
sd (R) 0 ib2

z1 0 0 ε
(T )
sd (R) z∗2

0 z∗2 −ib2 z2 ε
(S2)
sd (R)


, (73)

where the states are indicated as |ϕ(S1,0)
R 〉 and |ϕ(S2,0)

R 〉 for the singlets, with spin-diabatic

energies ε(S1)
sd (R) and ε

(S2)
sd (R), respectively, and |ϕ(T,±1)

R 〉 and |ϕ(T,0)
R 〉 for the triplets, with

spin-diabatic energy ε(T )
sd (R). As for the previous model, we can define a linear combination

of the triplets, i.e., |ϕ(TS1
)

R 〉, that interacts with the singlet state |ϕ(S1,0)
R 〉 with coupling γ1. An

analogous procedure is used for the singlet |ϕ(S2,0)
R 〉 that interacts with |ϕ(TS2

)

R 〉 with coupling
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γ2. Note that in general |ϕ(TS1
)

R 〉 6= |ϕ(TS2
)

R 〉, and their overlap is

cosφ12 =
〈
ϕ

(TS1
)

R

∣∣∣ ϕ(TS2
)

R

〉
=

2Re [z1z
∗
2 ] + b1b2

γ1γ2

. (74)

If φ12 = 0, π, the model reduces to a three-state problem because |ϕ(TS1
)

R 〉 = ±|ϕ(TS2
)

R 〉,

whereas if φ12 6= 0, π the model reduces to a four-state problem with orthogonal states

|ϕ(S1,0)
R 〉, |ϕ(TS1

)

R 〉, |ϕ̃(TS2
)

R 〉, |ϕ(S2,0)
R 〉, with

∣∣∣ϕ̃(TS2
)

R

〉
=

∣∣∣ϕ(TS1
)

R

〉
−
∣∣∣ϕ(TS2

)

R

〉
cosφ12

sinφ12

with φ12 6= 0, π. (75)

Using these four states as spin-diabatic basis, the Hamiltonian (73) reduces to

Ĥel(R) + ĤSO(R) =



ε
(S1)
sd (R) γ1 0 0

γ1 ε
(T )
sd (R) 0 γ2 cosφ12

0 0 ε
(T )
sd (R) γ2 sinφ12

0 γ2 cosφ12 γ2 sinφ12 ε
(S2)
sd (R)


. (76)

The effective coupling between the singlets |ϕ(S1,0)
R 〉 and |ϕ(S2,0)

R 〉 is mediated by the triplet and

depends on the overlap cosφ12. In the following we will use ε(S1)
sd (R) = ε

(S)
sd (R) with ε(S)

sd (R)

given in Eq. (58a), and ε(S2)
sd (R) = ε

(S1)
sd (R)−∆ES with ∆ES = 0.035 Eh; similarly ε(T )

sd (R) is

given in Eq. (58b). The couplings are chosen as γ1 = γ2 = 10−3
√

2 Eh and we will consider

the cases φ12 = 0, π/4, π/2. 1 Figure 8 shows the spin-diabatic potential energy curves, along

with the spin-adiabatic energies obtained by diagonalization of the Hamiltonian (76), only

for the case φ12 = π/4.

Initial conditions for the dynamics and computational details on the propagation in this

reduced four-state model for the two-singlet/one-triplet problem are basically the same as

for the one-singlet/one-triplet model. The only difference is that the initially populated
1In this model study, rather than tuning the strength of the spin-diabatic coupling, we analyze the effects

of various couplings between the triplet components and the two singlets.
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Figure 8: Left panel: Spin-diabatic (blue line, ε(S1)
sd , dark-red line, ε(T )

sd , and light-blue line
ε

(S2)
sd ) potential energy curves for the four-state model described by the Hamiltonian (76).
Right panel: Spin-adiabatic (light-blue continuous line, ε(1)

sa , orange continuous line, ε(2)
sa ,

purple dashed line, ε(3)
sa and rose dashed line, ε(4)

sa ) potential energy curves obtained by diag-
onalizing the Hamiltonian (76) with φ12 = π/4.

electronic state is the spin-diabatic |ϕ(S2)
R 〉 or equivalently the spin-adiabatic |ϕ(2)

R 〉.

Similarly to what we presented for the one-singlet/one-triplet model, we compare in

Fig. 9 nuclear dynamics from exact calculations and from G-CT-MQC in the spin-diabatic

and spin-adiabatic basis. For the simulated dynamics, trajectories remain well localized in

the region where the nuclear density is “large”. However, in both representations and at the

final time (t = 212 fs) we notice for all values of φ12 that the histograms slightly overestimate

the splitting of the density, a feature that has been observed already in CT-MQC48,64 and

that has been ascribed to the effect of the quantum-momentum. At the times reported in

Fig. 9 the agreement between spin-diabatic and spin-adiabatic G-CT-MQC results seems

better than in Figs. 4 and 6. However, we expect a similar deviation in this four-state model

as in the two-state model at longer times, when the nuclear wavepackets, or equivalently

the trajectoires, have reached the region where the potential energy curves are flat (meaning

that the error might accumulate over time).

We report in Fig. 10 electronic populations as functions of time for different values of
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the overlap between the triplet states, as indicated above. If φ12 = 0 (upper left panels in

Fig. 10), as observed above, the model reduces to a three-state problem, where |ϕ(TS1
)

R 〉 is

populated when the trajectories (or the nuclear wavepacket) go through the first crossing at

R = 11 bohr. Later on, the triplet transfers population to |ϕ(S1)
R 〉 at the crossing located at

R = 18 bohr between the triplet ε(T )
sd (R) and singlet ε(S1)

sd (R) potential energy curves. If φ12 =

π/4 (middle left panels in Fig. 10), the four states are populated during the dynamics: at the

first crossing between ε(S2)
sd (R) and ε(T )

sd (R), the triplets are populated; after the trajectories

leave the crossing region, only the population of |ϕ(TS1
)

R 〉 changes as effect of the transfer

to |ϕ(S1)
R 〉 at the second crossing between ε

(T )
sd (R) and ε

(S1)
sd (R). If φ12 = π/2 (lower panels

in Fig. 10), the model reduces to a two-state problem because only |ϕ(S1)
R 〉 and |ϕ(TS2

)

R 〉 are

coupled and populated along the dynamics.

G-CT-MQC results shown in Fig. 10 reproduce well exact results in both representations

(spin-diabatic, left panels, and spin-adiabatic, right panels), however, in the spin-diabatic

representation agreement might be lost at longer times because spurious population transfer

driven by the SOC is observed due to the lack of complete decoherence. This issue can be

circumvented with ad hoc adjustments to the algorithm, for instance by switching off the

effect of the SOC between two states in the electronic equation if the spin-diabatic energies

corresponding to those states are far apart, as it is done routinely for other schemes.32,33 This

additional numerical developments are, however, beyond the scope of the work presented

here, and will not be investigated further.

Conclusions and perspectives

We presented a detailed derivation of the generalized CT-MQC algorithm, dubbed G-CT-

MQC, to treat internal conversion and intersystem crossing processes within the approximate

version of the exact factorization.

The approximations introduced to derive the algorithm in the spin-diabatic and spin-
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adiabatic representations are discussed and tested with numerical simulations of illustrative

model systems. For one model, in particular, we analyzed exact quantum dynamics in the

perspective of the exact factorization, in order to point out eventual sources of errors in

the trajectory-based approach. In addition, we stressed the critical role of decoherence in

regulating the long-range effect of spin-orbit coupling, that is usually very delocalized in

space. In this context, we have discussed our approach in comparison to other trajectory-

based methods designed to treat intersystem crossings.

In future work, our approximations will be tested on molecular systems by interfacing

G-CT-MQC with various approaches to electronic-structure calculations, to investigate the

possibility of improving those approximations similarly to strategies that are currently used

in other contexts.

Appendix: On the approximations in the spin-diabatic

representation

In this Appendix we show how to derive the approximate expression given in Eq. (33) to

determine the nuclear gradient of the phase of the spin-diabatic electronic coefficients.

Starting with the electronic equations (29) for Ċsd
K (R(t), t), and writing the coefficient in

terms of its modulus and phase, we can isolate the evolution of the phase by equating all

purely complex terms of the equation. Then, for |Csd
K (R(t), t)| 6= 0 we find

γ̇sdK
(
R(t), t

)
= − ε(K)

sd

(
R(t), t

)
(77a)

−
∑
J

Re
[
[ĤSO

(
R(t)

)
]KJe

i
h̄(γsdJ (R(t),t)−γsdK (R(t),t))

] ∣∣Csd
J

(
R(t), t

)∣∣∣∣Csd
K

(
R(t), t

)∣∣ (77b)

− h̄
∑
J

∑
ν

Ṙν(t) · Im
[
dν;KJ

(
R(t)

)
e
i
h̄(γsdJ (R(t),t)−γsdK (R(t),t))

] ∣∣Csd
J

(
R(t), t

)∣∣∣∣Csd
K

(
R(t), t

)∣∣ .
(77c)
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Last term, containing the NAC vectors, might be considered negligible if the NAC is suffi-

ciently localized in space if compared to the other two. Therefore, the gradient of γsdK (R(t), t),

that is

∇νγ
sd
K

(
R(t), t

)
= ∇ν

∫ t

dτ γ̇sdK
(
R(τ), τ

)
, (78)

can be written as

∇νγ
sd
K

(
R(t), t

)
=

∫ t

dτ
(
−∇νε

(K)
sd

(
R(τ)

))
(79a)

−
∫ t

dτ ∇ν

∑
J

Re
[
[ĤSO

(
R(τ)

)
]KJe

i
h̄(γsdJ (R(τ),τ)−γsdK (R(τ),τ))

] ∣∣Csd
J

(
R(τ), τ

)∣∣∣∣Csd
K

(
R(τ), τ

)∣∣ .
(79b)

Computing the gradient in the second line would require calculations of nuclear gradients

of the SOC, which we need to avoid envisaging the implementation of our algorithm with

quantum-chemistry codes. Therefore, in the approximate expression for ∇νγ
sd
K (R(t), t) we

only keep the first term that contains the gradients of the spin-diabatic energies.
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