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MEAN FIELD LIMIT AND QUANTITATIVE ESTIMATES

WITH SINGULAR ATTRACTIVE KERNELS

DIDIER BRESCH, PIERRE-EMMANUEL JABIN, AND ZHENFU WANG

Abstract. This paper proves the mean field limit and quantitative es-
timates for many-particle systems with singular attractive interactions
between particles. As an important example, a full rigorous derivation
(with quantitative estimates) of the Patlak-Keller-Segel model in opti-
mal subcritical regimes is obtained for the first time. To give an answer
to this longstanding problem, we take advantage of a new modulated free
energy and we prove some precise large deviation estimates encoding the
competition between diffusion and attraction. Combined with the range
of repulsive kernels, already treated in the séminaire Laurent Schwartz
proceeding [https://slsedp.centre-mersenne.org/journals/SLSEDP/ ], we
provide the full proof of results announced by the authors in [C. R. Acad.
Sciences, Section Maths, (2019)].
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1. Introduction

The present paper coupled with the proceeding [Séminaire Laurent Schwartz,
EDP et Applications, année 2019-2020, Exposé no II] published on website:
https://slsedp.centre-mersenne.org/journals/SLSEDP/ corresponds to the
extended version (i.e. with detailed proofs) of the announced results in the
note C.R. Acad. Sciences [7].

Using a new weighted related entropy, we are able to derive for the first
time the mean field limit for many-particle systems with singular attractive
interactions of gradient-flow type. In particular we can positively answer
the long standing open question of the mean field limit to the Patlak-Keller-
Segel system.

More precisely, we consider the mean field limit for stochastic many-
particle systems of the type

(1.1) dXi =
1

N

∑

j 6=i

K(Xi −Xj)dt+
√
2σdBi, i = 1, 2, · · · , N,

where the Bi are independent Brownian Motions or Wiener processes. For
simplicity, we limit ourselves to the periodic domain Πd.

We specifically focus on gradient flows with interaction kernels given by

(1.2) K = −∇V
with general singular and attractive interaction potentials V .

A guiding example in this article (and the corresponding note [7]) is the
attractive Poisson potential in dimension 2

(1.3) V = λ log |x|+ Ve(x),

with λ > 0 and where Ve is a smooth correction so that V is periodic.
Logarithmic potentials still play a critical role if the dimension d > 2 and
for this reason we will still consider potentials like (1.3) in any dimension,
even if there is no connection with the Poisson equation anymore.

Our main goal is to provide precise quantitative estimates for the conver-
gence of (1.1) towards the limit McKean-Vlasov PDE

∂tρ̄+ divx (ρ̄K ⋆x ρ̄) = σ∆xρ̄,

with K = −∇V, ρ̄(t = 0, x) = ρ̄0 ∈ P(Πd).
(1.4)

In the case where V is given by (1.3) and d = 2, (1.4) is the famous
Patlak-Keller-Segel model, which is one of the first models of chemotaxis for
micro-organisms. The potential −V ⋆ρ̄ can then be seen as the concentration
of some chemical species (one has typically V ≤ 0 here): From (1.3), one
has that ∆V −V = 2π λ δ0 so that the chemical species are produced by the
population. Moreover (1.4) implies that the population follows the direction
of higher chemical concentrations (more negative values of V ).

It should be noted that the system (1.4) offers only a rough modeling of
the biological processes involved in chemotaxis. For realistic applications,
it is hence critical to be able to handle a wide range of potentials V that
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may still share a singularity comparable to the one in (1.3). In that sense,
the Patlak-Keller-Segel model is a good example of a typical setting where
a singular attractive dynamics (all micro-organisms try to concentrate on a
point) is competing with the spreading effect due to diffusion.

There exists a further advantage of considering (1.3): Since (1.4) has a
simple structure, it is possible to fully characterize its behavior. Eq. (1.4)
may indeed blow-up and form a Dirac mass in finite time and, one may
exactly characterize that such a blow-up occurs simply by comparing λ and
σ

• If λ ≤ 2 dσ with d the dimension, then we always have a global
solution to (1.4);

• If λ > 2 dσ then all solutions blow-up in final time (though it may
be possible to extend the existence of some notion of solution past
some blow-up as in [2]).

We refer for instance to [9, 13, 14] and the references therein. We note here
that in our case ρ̄0 is normalized to be a probability density with total mass
1. The PDE literature typically instead normalizes V to be the Green kernel
of the Poisson equation, so that the result above exactly corresponds to the
classical 8π σ critical mass.

A key consequence of our main result is that V ∼ log |x| is always critical
for the mean field limit. As we will see in our main result, Theorem 2.1,
we are able to prove the limit for essentially all V ≥ γ log |x| for some
γ < 2 dσ (with some reasonable assumptions on ∇V , see (2.6)-(2.8) below).
This justifies the central role played by the Patlak-Keller-Segel case but it is
remarkable that the exact same condition is found for the mean field limit
as for the blow-up of the PDE system.

There are several ways to quantitatively compare (1.1) with the limit
ρ̄ given by (1.4), which one can very roughly separate into trajectorial
and statistical approaches. We follow here [22, 23] by using the joint law
ρN (t, x1, . . . , xN ) of the process (X1, . . . ,XN ) which solves the Liouville or
forward Kolmogorov equation

∂tρN +
N
∑

i=1

divxi

(

ρN
1

N

N
∑

j 6=i

K(xi − xj)
)

= σ
N
∑

i=1

∆xiρN ,

ρN |t=0 = ρ0N .

(1.5)

Eq. (1.5) contains all the relevant statistical information about the position
of the particles at any time. But it may fail to include some information on
the trajectories: For example, it is not in general possible to identify time
correlations in a given particle trajectory only from (1.5).

We also emphasize that, in addition to quantitative convergence esti-
mates, Eq. (1.5) also offers a straightforward manner to understand solu-
tions to system (1.1). We are actually not able to give a precise meaning to
trajectorial solutions to the original SDE system (1.1). But instead we will
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be working here with so-called entropy solutions to (1.5), which are more
straightforward to define (see the appendix for an example). Of course any
strong solution to (1.1) (in the probabilistic sense) would also yield an en-
tropy solution to (1.5).

The joint law ρN is compared to the chaotic/tensorized law ρ̄N := ρ̄⊗N =
ΠNi=1ρ̄(t, xi), built from the limit ρ̄. Of course ρ̄N cannot be an exact solution
to (1.5) so the method will have to account for the difference. As probability
densities, both ρN and ρ̄N are initially normalized by

(1.6)

∫

ΠdN

ρN |t=0 = 1 =

∫

Πd

ρ̄N |t=0,

which is formally preserved by either (1.5) or (1.4).The method leads in
particular to direct estimates between ρ̄⊗k and any observable or marginal
of the system at a fixed rank k,

ρN,k(t, x1, . . . , xk) =

∫

Π(N−k) d

ρN (t, x1, . . . , xN ) dxk+1 . . . dxN .

We postpone a full presentation of our main result till the main section as
this requires a more technical discussion of the method. Still, a good example
of corollary from our more complete Theorem 2.1 is a rigorous derivation of
the Patlak-Keller-Segel system in the subcritical regime as given by

Theorem 1.1. Assume that ρN ∈ L∞(0, T ; L1(ΠNd)) is an entropy solu-
tion to Eq. (1.5) normalized by (1.6) in the sense of Definition 2.1, with
initial condition ρN (t = 0) = ρ̄⊗N (t = 0), and for the potential V given by
(1.3). Assume that ρ̄ ∈ L∞(0, T ;W 2,∞(Πd)) solves Eq. (1.4) with inf ρ̄ > 0.
Assume finally that λ < 2dσ. Then there exists a constant C > 0 and an
exponent θ > 0 independent of N s.t. for any fixed k

‖ρN,k − ρ̄⊗k‖L∞(0,T ; L1(Πkd)) ≤ C k1/2N−θ.

Theorem 1.1 follows directly from Theorem 2.1 will be stated below and
the classical Csiszár-Kullback-Pinsker inequality. The exponent θ could be
made fully explicit and actually depends only on 2dσ − λ. We highlight
that we obtain, in dimension 2, the optimal constant 4σ which corresponds
to the critical mass 8πσ for which we have blow-up in finite time for the
Patlak-Keller-Segel system.

Because of the singular behavior of the potential, a full rigorous derivation
of the Patlak-Keller-Segel model from the stochastic equation (1.1) or the
Liouville eq. (1.5) had remained elusive, in spite of recent progress in [12, 17]
or [18, 20]. In particular, the results in [17] prove that any accumulation
point as N → ∞ of the random empirical measure associated to the system
(1.1) is a weak solution in some sense to (1.4) provided that one is in the
so-called very subcritical regime with λ < σ. While this provides the mean
field limit, at least in some weak sense, it does not imply propagation of
chaos. We also emphasize that [17] is also able to obtain well-posedness for
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the original SDE system (1.1) in the same regime λ < σ. Of course the case
of regularized Patlak-Keller-Segel interactions is much better understood
with for example [25].

The paper is organized as follows: In Section 2, we introduce the new
relative entropy with weights related to the Gibbs equilibrium GN and the
corresponding distribution Gρ̄N given in (2.2): modulated free energy. We
also state our main quantitative Theorem 2.1 based on this modulated en-
ergy and we describe the main steps of the proof for reader’s convenience.
We finally present the explicit expression for the time evolution of such mod-
ulated free energy first in Proposition 2.2 for smooth solutions associated
to smooth kernels and then Proposition 2.3 for entropy solutions associated
to singular kernels. In Section 3, we present various large deviation type
estimates which play crucial roles in the proof of Theorem 2.1 to control
the non-negativity of the modulated energy. For the reader’s convenience,
we conclude with an appendix which recalls some previous large deviation
estimates in [23] and proves the existence of entropy solutions for the Li-
ouville equation (1.5) for the Patlak-Keller-Segel interaction kernel in two
dimension.

2. New modulated free energy and main quantitative result

2.1. Weighted relative entropy and the modulated free energy. The
method will revolve around the control of a rescaled entropy combining the
relative entropy by Jabin-Wang [22] and the modulated energy by Serfaty
[31] and Duerinckx [15]. This corresponds to a modulated free energy for
the problem and reads

EN

( ρN
GN

| ρ̄N
Gρ̄N

)

=
1

N

∫

ΠdN

ρN (t,X
N ) log

( ρN (t,X
N )

GN (t,XN )

Gρ̄N (t,X
N )

ρ̄N (t,XN )

)

dXN ,

(2.1)

where

GN (t,X
N ) = exp

(

− 1

2Nσ

∑

i 6=j

V (xi − xj)

)

,

Gρ̄(t, x) = exp

(

− 1

σ
V ⋆ ρ̄(x) +

1

2σ

∫

Πd

V ⋆ ρ̄ ρ̄

)

,

Gρ̄N (t,X
N ) = exp

(

− 1

σ

N
∑

i=1

V ⋆ ρ̄(xi) +
N

2σ

∫

Πd

V ⋆ ρ̄ ρ̄

)

,

(2.2)

and throughout this article XN = (x1, x2, · · · , xN ). This free energy may
be understood as a relative entropy with two weights (related to the Gibbs
equilibrium) in the spirit of [6]. Note that

EN

( ρN
GN

| ρ̄N
Gρ̄N

)

= HN (ρN |ρ̄N ) +KN (GN |Gρ̄N ),
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where

(2.3) HN (ρN |ρ̄N ) =
1

N

∫

ΠdN

ρN (t,X
N ) log

(ρN (t,X
N )

ρ̄N (t,XN )

)

dXN

is exactly the relative entropy introduced in [22, 23] and

(2.4) KN (GN |Gρ̄N ) = − 1

N

∫

ΠdN

ρN (t,X
N ) log

( GN (t,X
N )

Gρ̄N (t,X
N )

)

dXN

with GN and Gρ̄N given by Expressions (2.2) is the expectation of the modu-
lated energy on which the method developed in [15, 31, 32] is based. Indeed,
it is easy to check that

KN (GN |Gρ̄N ) =
1

2σ

∫

ΠdN

dρN

∫

Π2d∩{x 6=y}
V (x− y)(dµN − dρ̄)⊗2(x, y).

Note that EN is not a priori a positive quantity. Since given any two mea-
sures f and g, not necessarily probability measures, by convexity one has
∫

(f log f/g + g − f)dx ≥ 0, which gives a lower bound for EN ,

EN

( ρN
GN

| ρ̄N
Gρ̄N

)

≥ 1

N

∫

ΠdN

(

ρN (t,X
N )−GN (t,X

N )
ρ̄N (t,X

N )

Gρ̄N (t,X
N )

)

dXN ,

or alternatively using Lemma 1 in [23]

EN = HN − 1

N

∫

ρN log
GN
Gρ̄N

≥ − 1

N
log

∫

ρ̄N
GN
Gρ̄N

.

As we mentioned already, the method in Theorem 2.1 combines the methods
developed in [15, 31, 32] and [22, 23] (see also the summary in [30]). The
modulated energy in [31, 32] proved effective for the mean field limit for
Coulomb or Riesz gases, and was able to take advantage of the specific
structure of the interaction to improve on previous results; though for less
general interaction than [21] for example. On the other hand, the relative
entropy in [22, 23] could not effectively handled gradient flows but performed
well on interaction kernels that have bounded divergence with or without
diffusion. In particular [22, 23] obtained quantitative mean field estimates
from the 2d viscous model to the incompressible Navier-Stokes vs. previously
only qualitative results in [16, 26, 27].

While relative entropy at the level of the Liouville equation have not been
widely used for mean field limits, the relative entropy method initiated in
[34] is maybe the closest. A different relative entropy approach at the level
of the joint law of the full trajectories of the system was also developed in
[4].

As mentioned in [7], combining the relative entropy with a modulated
energy has already been very successfully used for various singular limits
in kinetic theory. A first example concerns the so-called quasineutral limit
for plasmas for which we refer for instance to [19] and [29]. Another exam-
ple is the seminal derivation of the incompressible viscous Electro-magneto-
hydrodynamics from the Vlasov-Maxwell-Boltzmann system in [1]; one issue
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in that monograph is in particular to prove the asymptotic positivity of the
combined free energy, which is a problem that we are facing as well as
explained below. Specific tools are needed for the present (and different)
context of the mean field limit for many-particle systems. Of course the role
of the free energy for gradient flow systems has long been recognized, with
[11, 28] being classical examples.

2.2. The main quantitative theorem. Because our method relies on
propagating nonlinear quantities such as the relative free energy, some as-
sumptions on the notion of solutions are required, namely

Definition 2.1. (Entropy solution) Let T > 0 be fixed. A density ρN ∈
L∞(0, T ;L1(ΠdN ) with ρN ≥ 0 and

∫

ΠdN ρNdX
N = 1, is an entropy solution

to Eq. (1.5) on the time interval [0, T ] if it solves (1.5) in the sense of
distributions, and for a.e. t ≤ T

∫

ΠdN

ρN (t,X
N ) log

(ρN (t,X
N )

GN

)

dXN

+ σ
N
∑

i=1

∫ t

0

∫

ΠdN

ρN (s,X
N )
∣

∣

∣
∇xi log

(ρN (s,X
N )

GN

)∣

∣

∣

2
dXNds

≤
∫

ΠdN

ρ0N log
( ρ0N
GN

)

dXN

(2.5)

where for convenience we use in the article the notation XN = (x1, · · · , xN ).
Because of the singularity in the interaction, a weak solution to (1.5) may

not be an entropy solution in the sense given above. We note however as well
that entropy solutions need not be unique and Theorem 2.1 below applies to
all entropy solutions if there exists more than one. While it is not the main
purpose of this article, we include in the appendix a proof of the existence
of entropy solutions for the Patlak-Keller-Segel setting.

Let us now specify the exact assumptions that are required on the poten-
tial V

V ∈ Lp(Πd) ∩ C2(Πd \ {0}) for some p > 1,(2.6)

V (x) ≥ λ log |x|+ C for some 0 ≤ λ < 2 dσ,(2.7)

|∇V (x)| ≤ C

|x| .(2.8)

with C > 0 constant. Then the following theorem holds

Theorem 2.1. Assume K = −∇V with V a singular potential that satis-
fying (2.6)–(2.8). Consider ρ̄ ∈ L∞(0, T ;W 2,∞(Πd)) solves Eq. (1.4) with
inf ρ̄ > 0. Assume finally that λ < 2dσ. There exists constants C > 0 and
θ > 0 s.t. for ρ̄N = ΠNi=1ρ̄(t, xi), and for the joint law ρN on ΠdN of any
entropy solution to the SDE system (1.1),

HN (t) + |KN (t)| ≤ eCρ̄ ‖K‖ t
(

HN (t = 0) + |KN (t = 0)|+ C

N θ

)

,



8 D. BRESCH, P.-E. JABIN, AND Z. WANG

where HN and KN are defined by (2.3) and (2.4), Cρ̄ and ‖K‖ are constants
depends on ρ̄ and the assumptions (2.6)–(2.8) on V respectively. Hence if
H0
N + |K0

N | ≤ C N−θ, then for any fixed marginal ρN,k

‖ρN,k −Πki=1ρ̄(t, xi)‖L1(Πk d) ≤ CT,ρ̄,kN
−θ.

Remark. Note that the same result may be obtained for attractive-repulsive
kernels combining the present paper for attractive kernels to the method
detailed in [8] for repulsive kernels. This corresponds to the announced
results in the note C.R. Acad. Sciences [7]. More precisely we can get
Theorem 2.1 for an even kernel V which may be decomposed as follows V =
Va+Vr+Vs with Va an attractive part satisfying (2.6)–(2.8), Vs ∈W 2,∞(Πd)
a smooth part and Vr a repulsive part satisfying

(2.9) Vr(−x) = Vr(x) and Vr ∈ Lp(Πd) for some p > 1

with the following Fourier sign

(2.10) V̂r(ξ) ≥ 0 for all ξ ∈ R
d.

One imposes the following pointwise controls for all x ∈ Πd: There exists
constants k and C > 0 such that

(2.11) |∇Vr(ξ)| ≤
C

|x|k , |∇2Vr(x)| ≤
C

|x|k , |∇Vr(x)| ≤ C
Vr(x)

|x| ,

together with

lim
|x|→0

Vr(x) = +∞, Vr(x) ≤ CVr(y) for all |y| ≤ 2|x|,

and

|∇ξV̂r(ξ) ≤
C

1 + |ξ|
(

V̂r(ξ) +
1

1 + |ξ|d−α
)

with 0 < α < d for all ξ ∈ R
d.

2.3. Proof of Theorem 2.1: the main steps. We describe here the
various steps to prove Theorem 2.1. It follows the general strategy detailed
in [8] which was dedicated to repulsive kernels but with some key differences
due to the attractive singularity.

• Step 1: The modulated free energy inequality. The first step is of course
to look at the time evolution of our modulated free energy. It is possible to
show that it satisfies the following inequality

EN

(

ρN
GN

| ρ̄N
Gρ̄N

)

(t) ≤ EN

(

ρN
GN

| ρ̄N
Gρ̄N

)

(0)

− 1

2

∫ t

0

∫

ΠdN

∫

Π2 d∩{x 6=y}
∇V (x− y)·

(

∇ log
ρ̄

Gρ̄
(x)−∇ log

ρ̄

Gρ̄
(y)
)

(dµN − dρ̄)⊗2dρN .

(2.12)

The inequality (2.12) exactly corresponds to the free energy inequality (2.25)
that we prove later in Proposition 2.3 in subsection 2.5. This inequality
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involves two difficulties: The formal calculations themselves are rather in-
tricate and use in a critical manner the properties of the Gibbs equilibrium.
The second issue is of course to justify those formal calculations for en-
tropy solutions. For this reason we first explain the formal calculations in
subsection 2.4 in Proposition 2.2 for smooth solutions, before presenting in
Proposition 2.3 the argument to extend the inequality to entropy solutions.

• Step 2: Control on the right-hand side. Contrary to the repulsive case,
the control on the right-hand side can immediately be obtained from [23].
Precisely since we assumed in (2.8) that |∇V (x)| ≤ C/|x|, we have that

−∇V (x− y) · (φ(x) − φ(y)) ∈ L∞,

with φ(x) = ∇ log ρ̄
Gρ̄

(x), thus we may directly apply Lemma 1 as in [23].

We recall that this lemma reads

Lemma 2.1. For any ρN , ρ̄N in P(ΠdN ), any function ψ ∈ L∞(ΠdN ) and
any α > 0
∫

ΠdN

ψ(XN ) dρN ≤ 1

αN

∫

ΠdN

dρN log
ρN
ρ̄N

+
1

αN
log

∫

ΠdN

eαN ψ(XN ) dρ̄N .

For completeness, we give a simple proof of Lemma 2.1 in the appendix.
Applying this lemma, we directly find that

−
∫

ΠdN

∫

{x 6=y}
∇V (x− y) · (φ(x)− φ(y))(dµN − dρ̄)⊗2 dρN ≤ CHN (ρ| ρ̄N )

+
C

N

∫

ΠdN

dρ̄N exp

(

− N

C

∫

{x 6=y}
∇V (x− y) · (φ(x) − φ(y))(dµN − dρ̄)⊗2

)

,

where we denote φ(x) = ∇ log(ρ̄/Gρ̄)(x). We now apply a simplified version
of Theorem 4 in [23] which reads

Theorem 2.2. (Theorem 4 in [23]). Consider ρ̄ ∈ P(Πd) and f ∈ L∞(Π2d).
Then there exists a constant α = α(f) > 0 small enough such that

sup
N≥2

∫

ΠdN

ρ̄⊗N exp

(

αN

∫

Π2d

f(x, y) (dµN − dρ̄)⊗2

)

dXN ≤ C <∞.

Theorem 2.2 is a straightforward reformulation of Theorem 4 in [23] as we
recall in the appendix (see Theorem 4.1 there and its following comments).
This proves that

∫

ΠdN

dρ̄N exp

(

− N

C

∫

{x 6=y}
∇V (x− y) · (ψ(x) − ψ(y))(dµN − dρ̄)⊗2

)

≤ Cρ̄
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for some constant Cρ̄ depending on the W 2,∞ norm of log ρ̄ and it subse-
quently implies that

EN

( ρN
GN

| ρ̄N
Gρ̄N

)

(t) ≤ EN

( ρN
GN

| ρ̄N
Gρ̄N

)

(0) + C

∫ t

0
HN (ρN | ρ̄N ) +

C

N
.

(2.13)

• Step 3: A lower bound on KN in EN . From (2.13), it remains to find a
lower bound control on EN = HN +KN with

KN =
1

2σ

∫

ΠdN

∫

Π2d∩{x 6=y}
V (x− y)(dµN − dρ̄)⊗2(x, y)dρN

a quantity which is non-necessarily positive or even asymptotically positive
for attractive potentials V since V ≤ 0 and even V (x) → −∞ as x → 0. A
natural idea would be to try to control KN from below byHN . Unfortunately
direct inequalities between KN and HN do not appear to be true. However
it is possible to compare KN to HN by splitting the study in two parts:
short-range and long-range interactions. Therefore we introduce

V (x) = λV0(x) +W (x) = V (x)χ(|x|/η) + V (x) (1 − χ(|x|/η)),
where χ is a smooth function with χ(x) = 1 if x < 1/2 and suppχ ∈ [0, 1]
with a parameter η which will be chosen later.

I) The short-range interactions. This case focuses on the main difficulty
which is the singularity of V near 0. For this reason, we consider general
truncated quantity (short-range interactions) of the type

F (µ) = −
∫

Π2d∩{x 6=y}
V0(x− y) (µ(dx) − ρ̄(x) dx) (µ(dy) − ρ̄(y) dy),

with V0 ∈ Lp(Πd), |∇V0(x)| ≤
C

|x|k with k > 1/2

satisfying the inequality: V0(x− y) ≥ log |x− y|χ(|x− y|/η),

(2.14)

for p > 1 and where we emphasize that, from χ, suppV0 ∈ B(0, η). Of
course we will use (2.14) for λV0(x) = V (x)χ(|x|/η) and we note that from
assumptions (2.6)–(2.8), such a V0 indeed satisfies the assumptions in (2.14).
However (2.14) applies to V0 with |∇V0(x)| ≤ C/|x|k instead of the more
restrictive (2.8) which is not required for the proposition below. Our goal is
to prove the following

Proposition 2.1. There exists η (depending only on ‖V0‖Lp) s.t. for any
γ < d, we have for F defined by (2.14) that for some θ > 0

γ

∫

ΠdN

F (µN ) ρN dX
N ≤ HN (ρN | ρ̄N )

+
C

N θ
(logN + ‖ log ρ̄‖W 1,∞ + η−1),

for all N > N̄ with N̄ depending only on the dimension and d− γ.
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Prop. 2.1 is the main technical result of this article as it extends classical
large deviation estimates to singular attractive potentials. Because of this,
its proof is also rather intricate and is performed in Section 3. We also insist
that Prop. 2.1 only holds for some η small enough which is the reason for
the decomposition of the potential V into short and long ranges.

II) The long-range interactions. The second part consists in controlling the
long-range interaction with W (x) = V (x) (1 − χ(|x|/η)). Because W is
actually smooth, this can be done by rather straightforward contributions.
Define GWN and GWρ̄N for W in the similar manner as for V ,

GWN (t,XN ) = exp

(

− 1

2Nσ

N
∑

i,j=1

W (xi − xj)

)

,

GWρ̄ (x) = exp

(

− 1

σ
W ⋆ ρ̄(x) +

1

2σ

∫

Πd

W ⋆ ρ̄ ρ̄

)

,

GWρ̄N (t,X
N ) = exp

(

− 1

σ

N
∑

i=1

W ⋆ ρ̄(xi) +
N

2σ

∫

Πd

W ⋆ ρ̄ ρ̄

)

.

(2.15)

We calculate separately the evolution in time of the contribution of W in
the modulated free energy through

Lemma 2.2. For W ∈W 2,∞
per even and with ∆W (0) = 0, one has that

− d

dt
KN (G

W
N |GWρ̄N ) =

d

dt

1

N

∫

ΠdN

ρN log
GWρ̄N
GWN

dXN

=

∫

ΠdN

dρN

∫

Π2d

∆W (x− y) (dµN − dρ̄)⊗2

− 1

σ

∫

ΠdN

dρN

∫

Π2d

∫

Πd

∇W (z − x) · ∇V (z − y) dµN (z) (dµN − dρ̄)⊗2(x, y)

− 1

2σ

∫

ΠdN

dρN

∫

Π2d

∇W (x− y) (∇V ⋆ ρ̄(x)−∇V ⋆ ρ̄(y)) (dµN − dρ̄)⊗2(x, y).

Of course the right-hand side in this lemma involves more derivatives of
W than what we observed in (2.12) because there is no particular structure
in KN (G

W
N |GWρ̄N ). However sinceW is smooth, this actually does not matter.

In particular we observe that the 2nd term in the right-hand side can be
rewritten as

− 1

σ

∫

ΠdN

dρN

∫

Π2d

∫

Πd

∇W (z − x) · ∇V (z − y) ρ̄(z) dz (dµN − dρ̄)⊗
2

− 1

2σ

∫

ΠdN

dρN

∫

Π2d

∇V (x− y)(∇W ⋆ (µN − ρ̄)(x) −∇W ⋆ (µN − ρ̄)(y))

(dµN − dρ̄)⊗2.

We may then directly use Lemma 2.1 and Theorem 2.2 as in Step 2 to bound

(2.16) − d

dt
KN (G

W
N |GWρ̄N ) ≤ CHN (ρN |ρ̄N ) +

C

N
.
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• Step 4: Coercivity of ẼN We write

ẼN = EN −KN (G
W
N |GWρ̄N ) = HN +KN (GN |Gρ̄N )−KN (G

W
N |GWρ̄N ),

where we remove the long range interaction from KN . From our choices and
definitions, we have that

KN (GN |Gρ̄N )−KN (G
W
N |GWρ̄N ) = − λ

2σ

∫

ΠdN

F (µN ) ρN dX
N ,

where F is defined through (2.14) with λV0(x) = V (x)χ(|x|/η). Applying
Prop. 2.1 with γ = λ/2σ we hence get that

(2.17) ẼN ≥ 1

C
HN (ρN |ρ̄N )−

C

N θ
,

for some C > 1 and θ > 0 assuming λ < 2σd. See also for instance Eq. (26)
and (27) in [7].

• Step 5: Conclusion of the proof. We are now ready to explain how to
conclude the proof of the theorem. Combining (2.13) with (2.16) to obtain
that

(2.18) ẼN ≤ ẼN (t = 0) + C

∫ t

0
HN (ρN |ρ̄N ) +

C

N
.

Inserting this into (2.17), we deduce by Gronwall’s Lemma that

(2.19)
1

C
HN (ρN |ρ̄N )(t) ≤ eC t

(

ẼN (t = 0) +
C

N θ

)

.

Finally since W is smooth, from Eq. (2.16) for instance, we trivially have
that

(2.20) |KN (G
W
N |GWρ̄N )|(t) ≤ |KN (G

W
N |GWρ̄N )(0) +C

∫ t

0
HN (ρN |ρ̄N ) +

C

N
.

Combining (2.17) with (2.18) and (2.19), we can control |KN (GN |Gρ̄N ) −
KN (G

W
N |GWρ̄N )| which finally allows to derive all estimates in the main the-

orem.

To fully complete the proof, it only remains to prove our modulated free
energy inequality (2.12), Prop. 2.1 and Lemma 2.2. The inequality (2.12)
is proved in the next two subsections in two steps: firstly Prop. 2.2 for
the formal calculations and finally Prop. 2.3 for the rigorous derivation in
subsection 2.5. Lemma 2.2 follows mostly the same calculations and is given
just after in subsection 2.6. The proof of Prop. 2.1 is the main object of
section 3.

2.4. Modulated free energy control for smooth potential V . Our
first step is to prove the following explicit expression for the time evolution
of the modulated free energy EN where all interactions are smooth.
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Proposition 2.2. Assume that V is a C2 even function and that ρN is a
classical solution to (1.5) and ρ̄ solves (1.4). Then the modulated free energy
EN defined by (2.1) satisfies

EN

( ρN
GN

| ρ̄N
GρN

)

(t)

≤ EN

( ρN
GN

| ρ̄N
GρN

)

(0)− σ

N

∫ t

0

∫

ΠdN

ρN

∣

∣

∣

∣

∇ log
ρN
ρ̄N

−∇ log
GN
Gρ̄N

∣

∣

∣

∣

2

− 1

2

∫ t

0

∫

ΠdN

∫

Π2 d∩{x 6=y}
∇V (x− y) ·

(

∇ log
ρ̄

Gρ̄
(x)−∇ log

ρ̄

Gρ̄
(y)

)

(dµN − dρ̄)⊗2dρN ,

where µN = 1
N

∑N
i=1 δ(x − xi) is the empirical measure associated to the

point configuration XN = (x1, · · · , xN ).

Remark. Note that

∇ log
ρ̄

Gρ̄
(x) = ∇ log ρ̄(x) +

1

σ
∇V ⋆ ρ̄(x).

Taking the right derivatives of this term will exactly cancel in the evolution
of our modulated free energy the divergence term divK = −∆V , that is
otherwise present in the calculations in the time evolution of HN (ρN |ρ̄N ).

Proof. First of all we write ρN as a solution to the variant diffusion equation

∂t
ρN
GN

− σ

GN
div

(

GN∇
ρN
GN

)

= 0.

We also try to put ρ̄N under this form. Of course we have that

(2.21) ∂tρ̄ = σ divx

(

Gρ̄∇
ρ̄

Gρ̄

)

= σ divx

(

ρ̄∇ log
ρ̄

Gρ̄

)

,

which we can tensorize trivially into

∂tρ̄N − σ div

(

Gρ̄N∇
ρ̄N
Gρ̄N

)

= 0.

So we just write

∂t
ρ̄N
Gρ̄N

− σ

GN
div

(

GN∇
ρ̄N
Gρ̄N

)

= RN ,

where

RN =− σ

GN

∑

i

divxi

(

GN ∇xi

ρ̄N
Gρ̄N

)

+
σ

Gρ̄N

∑

i

divxi

(

Gρ̄N ∇xi

ρ̄N
Gρ̄N

)

+ ρ̄N∂t
1

Gρ̄N
.
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We now recall the classical entropy-entropy dissipation inequality for self-
adjoint diffusion equations: Consider two solutions ui, i = 1, 2 to

∂tui −
1

M(x)
divx (M(x)∇xui) = 0.

Then one has that by differentiating and integrating by parts

d

dt

∫

u1 log
u1
u2
M(x) dx =

∫
((

1 + log
u1
u2

)

∂tu1 −
u1
u2
∂tu2

)

M(x) dx

= −
∫
(

∇xu1 · ∇x log
u1
u2

−∇x
u1
u2

· ∇xu2

)

M(x) dx.

By re-arranging the terms, we obtain the usual

d

dt

∫

u1 log
u1
u2
M(x) dx = −

∫

u1M(x)

∣

∣

∣

∣

∇x log
u1
u2

∣

∣

∣

∣

2

dx.

In our case, this gives immediately that

d

dt
EN =− σ

N

∫ t

0

∫

ΠdN

ρN

∣

∣

∣

∣

∇ log
ρN
ρ̄N

−∇ log
GN
Gρ̄N

∣

∣

∣

∣

2

− 1

N

∫

ρN
ρ̄N

Gρ̄N RN .

(2.22)

So the whole point is to handle correctly the terms with RN . Let us start
with just expanding the divergence terms in RN and getting the trivial
cancellation

RN =σ
∑

i

(∇xi logGρ̄N −∇xi logGN ) · ∇xi

ρ̄N
Gρ̄N

+ ρ̄N∂t
1

Gρ̄N
.

(2.23)

Hence the remainder above just reads

rN =
1

N

∫

ρN
ρ̄N

Gρ̄N RN =
σ

N

∫

ρN
∑

i

∇xi log
ρ̄N
Gρ̄N

· ∇xi log
Gρ̄N
GN

− 1

N

∫

ρN∂t logGρ̄N .

This is of course directly

rN =
1

N

∫

ρN

∫

Π2d

∇V (x− y) · ∇x log
ρ̄N
Gρ̄N

(x)µN (dx) (µN − ρ̄)(dy)

− 1

N

∫

ρN

∫

Πd

µN (dx)∂t logGρ̄.

Use now (2.21) to get that

∂t logGρ̄ = − 1

σ
V ⋆ ∂tρ̄+

1

σ

∫

V ⋆ ρ̄∂tρ̄ = −∇V ⋆ (ρ̄ φ)−
∫

∇V ⋆ ρ̄ ρ̄φ,

where we denote φ(x) = ∇x log
(

ρ̄N/Gρ̄N (x)
)

.
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If we insert this into rN , we get that

rN =
1

N

∫

ρN

∫

Π2d

∇V (x− y) ·
(

φ(x)µN (dx) (µN − ρ̄)(dy)

+ φ(y)µN (dx) ρ̄(dy) + φ(x) ρ̄(dx) ρ̄(dy)
)

.

It just remains to symmetrize in x and y to obtain

rN =
1

N

∫ t

0

∫

ρN
ρ̄N

Gρ̄NRN

=
1

2N

∫

ρN

∫

Π2d

∇V (x− y)

· (φ(x)− φ(y))(µN (dx)µN (dy)− 2µN (dy) ρ̄(dx) + ρ̄(dx) ρ̄(dy)),

(2.24)

which concludes. �

2.5. Modulated free energy control for non-smooth V . We prove here
an equivalent of Prop. 2.2 for realistic, singular potentials V , which finally
implies (2.12).

Proposition 2.3. Assume that V is an even function, and that ρN is an
entropy solution to (1.5) in the sense of definition 2.1 below and ρ̄ smooth
solves (1.4). Then the modulated free energy defined by (2.1) satisfies that

EN

(

ρN
GN

| ρ̄N
Gρ̄N

)

(t)

≤ EN

(

ρN
GN

| ρ̄N
Gρ̄N

)

(0)− σ

N

∫ t

0

∫

ΠdN

ρN

∣

∣

∣

∣

∇ log
ρN
ρ̄N

−∇ log
GN
Gρ̄N

∣

∣

∣

∣

2

− 1

2

∫ t

0

∫

ΠdN

∫

Π2 d∩{x 6=y}
∇V (x− y) ·

(

∇ log
ρ̄

Gρ̄
(x)−∇ log

ρ̄

Gρ̄
(y)

)

(dµN − dρ̄)⊗2dρN ,

(2.25)

where µN = 1
N

∑N
i=1 δ(x − xi) is the empirical measure.

Proof. We first note that the entropy estimate provides some useful a priori
estimates. In particular from the entropy dissipation (2.5), we have that

N
∑

i=1

∫ T

0

∫

ΠdN

ρN (s,X
N )
∣

∣

∣
∇xi log

(ρN (s,X
N )

GN

)

∣

∣

∣

2
dXNds

=
N
∑

i=1

∫ T

0

∫

ΠdN

GN |∇xi

ρN (s,X
N )

GN
|2dXN ds < +∞

(2.26)

where XN = (x1, · · · , xN ). This implies that GN ∇x
ρN
GN

∈ L1([0, T ]×ΠdN )

and it allows to give meaning to Eq. (1.5) in the sense of distribution as it
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can be rewritten as

(2.27) ∂tρN − σ div
(

GN ∇ ρN
GN

)

= 0.

The proof of Prop. 2.3 follows the same path in our previous formal deriva-
tion. We of course start with the entropy control (2.5) satisfied by the en-
tropy solution which takes care of the terms in dEN/dt that are non-linear
in ρN .

Then we recall that both ρ̄ and Gρ̄ are smooth and non-vanishing. As we
have previously seen, they satisfy

∂t
ρ̄N
Gρ̄N

− σ

GN
div
(

GN∇
ρ̄N
Gρ̄N

)

= RN

with RN given by (2.23) and therefore satisfies

∂t

(

ρN log
ρ̄N
Gρ̄N

)

−
(

log
ρ̄N
Gρ̄N

)

∂tρN

− σ
ρNGρ̄N
GN ρ̄N

div
(

GN∇
ρ̄N
Gρ̄N

)

= RNρN
Gρ̄N
ρ̄N

.
(2.28)

We note that all terms above are well defined in the sense of distribution
with for example

ρNGρ̄N
GN ρ̄N

div
(

GN∇
ρ̄N
Gρ̄N

)

= div
(ρNGρ̄N

ρ̄N
∇ ρ̄N
Gρ̄N

)

− ρN ∇ ρ̄N
Gρ̄N

· ∇Gρ̄N
ρ̄N

−GN ∇ ρN
GN

· ∇ log
ρ̄N
Gρ̄N

.

Similarly the only non-smooth term in RN is

−σ
∑

i

∇xi logGN · ∇xi

ρ̄N
Gρ̄N

= −σ
∑

i

1

GN
∇xiGN · ∇xi

ρ̄N
Gρ̄N

,

which, once multiplied against ρN
Gρ̄N
ρ̄N

, can be rewritten as

−σ
∑

i

∇xiρN · ∇xi log
ρ̄N
Gρ̄N

+ σ
∑

i

GN∇xi

ρN
GN

· ∇xi log
ρ̄N
Gρ̄N

.

It remains to use (2.27) and test it with log
(

ρ̄N/Gρ̄N
)

to get after commuting
space derivatives
∫ t

0

∫

−
(

log
ρ̄N
Gρ̄N

)

∂tρN − σ

∫ t

0

∫

ρNGρ̄N
GN ρ̄N

div
(

GN∇
ρ̄N
Gρ̄N

)

= σ

(

−
∫ t

0

∫

ρN |∇x log
Gρ̄N
ρ̄N

|2 + 2

∫ t

0

∫

GNGρ̄N
ρ̄N

∇ ρ̄N
Gρ̄N

· ∇ ρN
GN

)

.

Note that everything is well defined due to the control GN ∇x

(

ρN/GN
)

∈
L1. It remains now to collect (2.5) with (2.28) integrated in space and time
on (0, t) using identity (2.24) to conclude the proposition. �
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2.6. Large range contribution: proof of Lemma 2.2. We mostly per-
form a direct calculation, with any special need to use the structure of the
dynamics as before. First of all

1

N

∫

ΠdN

ρN log
GWρ̄N
GWN

dXN ==
1

2σ

∫

ρN

∫

Π2d

W (x− y) (dµN − dρ̄)⊗2 dXN

=
1

2N2 σ

∑

i,j

∫

ρN

(

W (xi − xj)−W ⋆ ρ̄(xi)−W ⋆ ρ̄(xj) +

∫

ρ̄W ⋆ ρ̄

)

Therefore using the dynamics

d

dt

1

N

∫

ΠdN

ρN log
Wρ̄N

WN
dXN

=
1

2N2

∑

i,j

∫

ρN (2∆W (xi − xj)−∆W ⋆ ρ̄(xi)−∆W ⋆ ρ̄(xj))

+
1

2N2

∑

i,j

∫

ρN

(

2

∫

ρ̄∆W ⋆ ρ̄−∆W ⋆ ρ̄(xi)−∆W ⋆ ρ̄(xj)

)

− 1

N3 σ

∑

i,j,k

∫

ρN (∇W (xi − xj)−∇W ⋆ ρ̄(xi)) · ∇V (xi − xk)

− 1

2N2 σ

∑

i,j

∫

ρN

(

2

∫

∇V ⋆ ρ̄ ρ̄∇W ⋆ ρ̄+∇W ⋆ (ρ̄∇V ⋆ ρ̄)(xi)

−∇W ⋆ (ρ̄∇V ⋆ ρ̄)(xj)
)

.

Now we just have to symmetrize as before, with first

1

2N2

∑

i,j

∫

ρN (2∆W (xi − xj)−∆W ⋆ ρ̄(xi)−∆W ⋆ ρ̄(xj))

+
1

2N2

∑

i,j

∫

ρN

(

2

∫

ρ̄∆W ⋆ ρ̄−∆W ⋆ ρ̄(xi)−∆W ⋆ ρ̄(xj)

)

=

∫

ρN

∫

Π2d

∆W (x− y) (dµN − dρ̄)⊗2 dXN .

Similarly

− 1

N3 σ

∑

i,j,k

∫

ρN (∇W (xi − xj)−∇W ⋆ ρ̄(xi)) · ∇V (xi − xk)

= − 1

σ

∫

ρN

∫

Π2d

∫

Πd

∇W (z − x) · ∇V (z − y) dµ(z) (dµN − dρ̄)⊗2

− 1

N2 σ

∑

i,j

∫

ρN (∇W (xi − xj)−∇W ⋆ ρ̄(xi)) · ∇V ⋆ ρ̄(xi).
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Since ∇W is odd,

1

N2

∑

i,j

∫

ρN ∇W ⋆ (ρ̄∇V ⋆ ρ̄)(xi)

=

∫

ρN

∫

Πd

∇W ⋆ (ρ̄∇V ⋆ ρ̄)(x)µN (dx)

= −
∫

ρN

∫

Πd

ρ̄∇V ⋆ ρ̄(z)∇W ⋆ µN (z) dz.

Hence one also has

− 1

N2 σ

∑

i,j

∫

ρN (∇W (xi − xj)−∇W ⋆ ρ̄(xi)) · ∇V ⋆ ρ̄(xi)

− 1

2N2 σ

∑

i,j

∫

ρN

(

2

∫

∇V ⋆ ρ̄ ρ̄∇W ⋆ ρ̄+∇W ⋆ (ρ̄∇V ⋆ ρ̄)(xi)

+∇W ⋆ (ρ̄∇V ⋆ ρ̄)(xj)
)

=
1

σ

∫

ρN

∫

Πd

∇V ⋆ ρ̄(z)
(

(∇W ⋆ ρ̄−∇W ⋆ µN )µN (dz) −∇W ⋆ ρ̄ ρ̄ dz

+∇W ⋆ µN ρ̄ dz
)

= − 1

σ

∫

ρN

∫

Πd

∇V ⋆ ρ̄(z) (∇W ⋆ µN −∇W ⋆ ρ̄) (µN (dz) − ρ̄ dz),

which by an symmetrization equals to

− 1

2σ

∫

ρN

∫

Π2d

∇W (x− y) (∇V ⋆ ρ̄(x)−∇V ⋆ ρ̄(y)) (µN − ρ̄)⊗2,

and summing up all terms concludes the proof.

3. Large deviation type estimates

The main goal of this section is to prove Prop 2.1, namely to derive a
large deviation inequality on the functional

γ

∫

ΠdN

F (µN ) ρN dX
N ,

where we recall that

F (µ) = −
∫

Π2d∩{x 6=y}
V0(x− y) (dµ − dρ̄)⊗2(x, y),

and for V0 satisfying the assumptions of (2.14).
Classical large deviations approaches typically attempt at the limit of

Gibbs equilibrium, see [3, 33] for example. In contrast, we only care here
about bounds on corresponding quantities. The estimates are also made
more delicate since V0(x) is allowed to be singular at x = 0, (2.14) only
imposes V0(x) ≥ log |x|χ(|x|/η), and we want to treat the best possible
constant γ: any γ < d.
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The main strategy that we follow is hence to try to remove the singularity
in V0 by carving out those |x− y| < ε for some ε. This process is obviously
the most delicate part and is carried out in subsection 3.4.

This does not completely resolve the estimate though as it is still necessary
to obtain a good quantitative control on the remaining functional in terms
of ε. The derivation of such a control forces us to revisit more classical large
deviation approaches in subsections 3.1 and 3.2.

3.1. An explicit basic large deviation estimate. For anyM > 0, define
a decomposition of the torus Πd into Md disjoint hypercubes CMk , k =

1, . . . ,Md, of size 1/M . We then denote

LM (x, y) =Md
Ix, y∈CM

k
, LM [f ](x) =

∫

Πd

LM(x, y) f(dy).

Note that for M → ∞, LM is an approximation of the Dirac mass as for f
Lipschitz

|f(x)− LM [f ](x)| ≤
∫

Πd

LM(x, y) |f(x) − f(y)| dy ≤ C‖∇f‖L∞
1

M
.

The kernel LM makes it relatively straightforward to use elementary com-
binatorics for large deviation purposes. In particular we can derive the
following estimate that we will make use of later.

Proposition 3.1. There exists a constant Cd s.t. for any ρ̄ ∈ L1(Πd), one
has the exponential bound for Md ≤ N/2,

C−Md NMd/2−1/2

MdMd−d/2
≤
∫

ΠdN

e
N

∫
Πd µN (dx) log

LM [µN ](x)

ρ̄(x) ρ̄N dx1 . . . dxN

≤ C NMd+1/2.

Remark. Note that the previous proposition will be used choosing M in
terms of the number of particles N and the regularized parameter ε to pro-
vide the quantitative large deviation type estimate given by Proposition 3.2.

Proof of Prop. 3.1. The first step is to simply reduce to the case ρ̄ = 1 by
observing that

e
N

∫
Πd µN (dx) log

LM [µN ](x)

ρ̄(x) ρ̄N = exp

(

∑

i

log
LM [µN ](xi)

ρ̄(xi)
+
∑

i

log ρ̄(xi)

)

= exp

(

∑

i

logLM [µN ](xi)

)

,

and therefore it is enough to bound

ZN,M =

∫

ΠdN

eN
∫
Πd µN (dx) logLM [µN ](x) dx1 . . . dxN .
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Of course, one may simply write

ZN,M =

∫

ΠdN

e
∑

i logLM [µN ](xi) dx1 . . . dxN

=

∫

ΠdN

ΠiLM [µN ](xi) dx1 . . . dxN .

On the other hand, if xi ∈ CMk

LM [µN ](xi) =
Md

N
#{j | xj ∈ CMk }.

This leads us to define, for any given i the unique index k(xi) s.t. xi ∈ CMk(xi),

and for a given k the number nk = #{j | xj ∈ CMk }. This simply gives

ZN,M =
MdN

NN

∫

ΠdN

Πink(xi) dx1 . . . dxN .

We can of course reverse the process and first choose any decomposition

n1 + . . .+ nMd = N, 0 ≤ nk ≤ N,

and then denote by Ω = Ω(n1, . . . , nMd) the subset of ΠdN such that nk =
#{i | xi ∈ CMk } for all k = 1, · · · ,Md. Hence

ZN,M =
MdN

NN

∑

n1+...+nMd=N

Πkn
nk
k

∫

Ω(n1,...,nMd)
dx1 . . . dxN

=
MdN

NN

∑

n1+...+nMd=N

Πkn
nk
k |Ω(n1, . . . , nMd)|.

It is relatively straightforward to evaluate |Ω(n1, . . . , nMd)|. We may first
consider the reduced set Ωr(n1, . . . , nMd) where we assign particles to hy-
percubes based on their rank: Simply put x1, . . . , xn1 anywhere in CM1 ,
xn1+1, . . . , xn1+n2 anywhere in CM2 and so on... Trivially

|Ωr(n1, . . . , nMd)| =M−dN .

On the other hand, up to a permutation τ of the indices, if (x1, . . . , xN ) ∈
Ω(n1, . . . , nMd) then (xτ(1), . . . , xτ(N)) ∈ Ωr(n1, . . . , nMd), implying that

|Ω(n1, . . . , nMd)|

=M−dN
∣

∣

∣

{

(k1, . . . kN ) ∈ {1, . . . ,Md}N | ∀l nl = |{i, ki = l}|
}
∣

∣

∣
.

We now recall the classical combinatorics results (see [22] for instance) stat-
ing that
(3.1)
∣

∣

∣

{

(k1, . . . kN ) ∈ {1, . . . ,Md}N | ∀l nl = |{i, ki = l}|
}∣

∣

∣
=

N !

n1! . . . nMd !
.
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This proves that

|Ω(n1, . . . , nMd)| = M−dN N !

n1! . . . nMd!
,

and therefore

(3.2) ZN,M =
N !

NN

∑

n1+...+nMd=N

Πk
nnk
k

nk!
.

We may easily simplify further the expression by recalling as well that for
any n ≥ 0 √

n+ 1
(n

e

)n
≤ n! ≤ C

√
n
(n

e

)n
.

Hence
nnk
k

nk!
≤ 1√

nk + 1
enk ,

N !

NN
≤ C N1/2 e−N ,

and

ZN,M ≤ C N1/2
∑

n1+...+nMd=N

Πk
1√

nk + 1
.

Observe that we still have not lost much and we can also derive the lower
bound

ZN,M ≥ C−Md
N1/2

∑

n1+...+nMd=N

Πk
1√

nk + 1
.

Here however for the upper bound, we proceed more roughly by simply
bounding
(3.3)

ZN,M ≤ C N1/2 |{(n1, . . . , nMd) ∈ N
Md | ∀k nk ≥ 0, n1 + . . .+ nMd = N}|.

Similarly, for the lower bound, we simply use the trivial estimate (nk +

1)−1/2 ≥ N−1/2 to find

ZN,M ≥ C−Md
N1/2−Md/2

|{(n1, . . . , nMd) ∈ N
Md | ∀k nk ≥ 0, n1 + . . .+ nMd = N}|.

(3.4)

We finally recall that (Lemma 7 in [22])

(3.5) |{(b1, . . . , bp) ∈ N
p | ∀k bk ≥ 1, b1 + . . .+ bp = q}| =

(

q − 1

p− 1

)

.

Defining bl = nl + 1, p =Md and q = N +Md, we obtain that

|{(n1, . . . , nMd) ∈ N
Md | ∀k nk ≥ 0, and n1 + . . .+ nMd = N}|

=

(

N +Md − 1

Md − 1

)

,

or from (3.3) and (3.4)

C−Md
N1/2−Md/2

(

N +Md − 1

Md − 1

)

≤ ZN,M ≤ C N1/2

(

N +Md − 1

Md − 1

)

.
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It now only remains to trivially bound again the binomial coefficient. De-
noting K =Md − 1 for simplicity and if K ≤ N/2
(

N +Md − 1

Md − 1

)

=
(N +K)!

K!N !
≤ C

(N +K)K

KK

(N +K)1/2

N1/2K1/2

(N +K)N

NN

≤ C NK eN log(1+K/N) 2K

KK
≤ C NK 2K eK

KK
≤ C NK .

as log(1 +K/N) ≤ K/N . We similarly have the lower bound
(

N +Md − 1

Md − 1

)

=
(N +K)!

K!N !
≥ 1

C

(N +K)K

KK

(N +K)1/2

N1/2K1/2

(N +K)N

NN

≥ 1

C

NK

K1/2
eN log(1+K/N) 1

KK
≥ 1

C
NK 1

KK+1/2
≥ 1

C

NK

K1/2+K
,

which concludes the estimate. �

3.2. Quantitative large deviations and regularization. We can now
write a quantitative large deviations for abstract functional. Consider any
F : P(Πd) → R, possibly unbounded. Our goal in this subsection is to
derive an intermediary large deviation inequality where we have removed
the singularity in F . More specifically, we will derive an estimate on

1

N
log

∫

ΠdN

eN F (Lε⋆µN ) ρ̄N dX
N ,

for some classical, smooth convolution kernel L, instead of the original

1

N
log

∫

ΠdN

eN F (µN ) ρ̄N dX
N .

When F is given by (2.14), this will give the final bound once the singularity
of V0 at 0 has been removed. This bound is directly connected to the large
deviation functional associated to F , of which we recall the definition

(3.6) I(F ) = max
µ∈P(Πd)

[

F (µ)−
∫

Πd

µ log
µ

ρ̄
dx
]

.

We may now state the quantitative large deviation type estimate for the
regularized F

Proposition 3.2. Assume that log ρ̄ ∈ W 1,∞, then there exists a constant
C depending only on d, L, s.t. for any F , one has that

1

N
log

∫

ΠdN

eN F (Lε⋆µN ) ρ̄N dX
N ≤ I(F )

+
C

N1/(d+1) εd/(d+1)
(logN + | log ε|+ ‖ log ρ̄‖L∞) + C ε ‖ log ρ̄‖W 1,∞ .

The main idea to prove Prop. 3.2 is to connect the left-hand side to an
hypercubes averaging quantity for which it is possible to apply the large
deviation estimate in Prop. 3.1 that we have proved previously. The first
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step is hence to replace the general Lε ⋆ µN first by Lε ⋆ LM [µN ] and then
by LM [µN ] for the kernel LM previously defined. First we observe that one
has the following lemma

Lemma 3.1. There exists C depending only on d and L s.t. for any measure
µ ∈ P(Πd) and for M ε ≥ 1

‖Lε ⋆ µ− LM [Lε ⋆ µ]‖L1(Πd) ≤
C

M ε
.

Proof of Lemma 3.1. The proof is rather straightforward and consists in
noticing for example that for any x, if L has support in B(0, r) then

Lε ⋆ µ(x) =
∑

k

∫

CM
k

Lε(x− y)µ(dy)

=
∑

k

1

|CMk |

∫

CM
k

Lε(x− z) dz

∫

CM
k

µ(dy)

+
∑

k

∫

CM
k

1

|CMk |

∫

CM
k

(Lε(x− y)− Lε(x− z)) dz µ(dy),

so that

|Lε ⋆ µ(x)−Lε ⋆LM [µ](x)| ≤ C ‖L‖W 1,∞

1

M ε

∑

k

∫

CM
k

I|x−y|≤r ε+1/M

εd
µ(dy),

with
∑

k

∫

CM
k

I|x−y|≤r ε+1/M

εd
µ(dy) ≤ 2,

since µ is a probability measure
∫

dµ = 1. �

Turning now back to the main proof.

Proof of Prop. 3.2. We start by using the large deviation functional (3.6)
to find

1

N
log

∫

ΠdN

eN F (Lε⋆µN ) ρ̄N dX
N

≤ 1

N
log

∫

ΠdN

e
N I(F )+N

∫
Lε⋆µN log

Lε⋆µN
ρ̄ ρ̄N dX

N

≤ IF +
1

N
log

∫

ΠdN

eN
∫
Lε⋆µN log

Lε⋆µN
ρ̄ ρ̄N dX

N = IF + IεN .

One then finds from Lemma 3.1 that
∫

Lε ⋆ µN log
Lε ⋆ µN

ρ̄
≤
∫

Lε ⋆ LM [µN ] log
Lε ⋆ LM [µN ]

ρ̄

+ ‖Lε ⋆ µN − Lε ⋆ LM [µN ]‖L1 (| log ε|+ ‖ log ρ̄‖L∞).
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Therefore

IεN ≤ 1

N
log

∫

ΠdN

eN
∫
Lε⋆LM [µN ] log

Lε⋆LM [µN ]

ρ̄ ρ̄N dX
N

+
C

M ε
(| log ε|+ ‖ log ρ̄‖L∞).

Now we may just recall that x log x is a convex function so
∫

Lε ⋆ LM [µN ] logLε ⋆ LM [µN ] ≤
∫

Lε ⋆ (LM [µN ] logLM [µN ])

=

∫

LM [µN ] logLM [µN ].

Moreover using the definition of LM , it is straightforward to check that
∫

LM [µN ] logLM [µN ] =

∫

µN logLM [µN ].

Using now that log ρ̄ ∈W 1,∞ and since 1/M ≤ ε, we simply have that

−
∫

Lε ⋆ LM [µN ] log ρ̄ ≤ −
∫

µN log ρ̄+ C ε ‖ log ρ̄‖W 1,∞ .

This leads to

IεN ≤ 1

N
log

∫

ΠdN

e
N

∫
µN log

LM [µN ]

ρ̄ ρ̄N dX
N

+
C

M ε
(| log ε|+ ‖ log ρ̄‖L∞) + C ε ‖ log ρ̄‖W 1,∞ .

Using finally Prop. 3.1, we find

(3.7) IεN ≤ C
Md

N
logN +

C

M ε
(| log ε|+ ‖ log ρ̄‖L∞) + C ε ‖ log ρ̄‖W 1,∞ .

It only remains to optimize in M by choosing for example Md+1 = N/ε to
conclude. �

3.3. Estimating the large deviation functional. Prop. 3.2 controls the
regularized large deviation inequality in terms of the classical large deviation
functional. Our next step is hence to estimate this functional and to prove
that for some potential size I(F ) = 0 namely

Lemma 3.2. For any ρ̄ ∈ L∞ and any c < d, there exists a truncation δ
s.t. for any Ṽ with ‖Ṽ ‖L1 ≤ δ and Ṽ (x) ≥ c log |x|, and the functional

FṼ (µ) = −
∫

{x 6=y}
Ṽ (x− y) (µ(dx)− ρ̄(x) dx) (µ(dy) − ρ̄(y) dy),

one then has that I(FṼ ) = 0.

This lemma precisely explains why we decompose the potential V into
short-range V0 and long range W in the main proof. We will indeed later
apply the lemma to Ṽ = λ

2σV0 and choose η s.t. ‖Ṽ ‖L1 < δ. Otherwise the
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case of optimality in the logarithmic Hardy-Littlewood-Sobolev shows that
I(F ) 6= 0.

Proof of Lemma 3.2. We start by recalling the classical logarithmic Hardy-
Littlewood-Sobolev inequality (See Theorem 1 in [10] for instance),

−
∫

Rd

log |x− y|µ(dx)µ(dy) ≤ 1

d

∫

Rd

µ log µdx+ Cd,

for some constant Cd depending only on d and any probability measure
µ. We refer for instance to Dolbeault-Campos [13] for a discussion of the
importance of this inequality for the Patlak-Keller-Segel system.

This inequality shows that for c < d, using that Ṽ ≥ −c log |x|

FṼ (µ)−
∫

µ log
µ

ρ̄
dx ≤ Cd ((1 + ‖Ṽ ‖L1) ‖ρ̄‖L∞ + ‖ log ρ̄‖L∞)

− (1− c

d
)

∫

µ log
µ

ρ̄
dx,

and is hence coercive. This implies that, if we consider a maximizing se-
quence µn, then µn is bounded in L logL and any weak limit is a maximum
for FṼ (µ)−

∫

µ log µ
ρ̄ dx.

The value of I(FṼ ) is hence given by a such a maximal measure µ̄. By
standard arguments, a maximum µ̄ must satisfy that on the support of µ̄

1 + log
µ̄

ρ̄
+ 2 Ṽ ⋆ (µ̄− ρ̄) = κ.

The constant κ is chosen so that
∫

µ̄ = 1. Note that this implies that µ̄
cannot vanish on the support of ρ̄ and hence

µ̄ =
ρ̄

M
e−2 Ṽ ⋆(µ̄−ρ̄), M =

∫

ρ̄ e−2 Ṽ ⋆(µ̄−ρ̄) dx.

Let us denote u = −Ṽ ⋆ (µ̄ − ρ̄) and to emphasize the dependence on u in
M

M =Mu =

∫

ρ̄ e2u(x) dx.

We observe that u is a solution to

(3.8) u = −Ṽ ⋆

(

ρ̄

(

e2 u(x)

Mu
− 1

))

,

which is in fact a sort of non-linear elliptic equation. Our goal is simply to
show that the unique solution to (3.8) is u = 0 provided that δ is chosen
small enough.

This is straightforward enough: First note that since µ̄ ∈ L logL then u ∈
L∞ (by Lemma 1 in [23] for instance) and in fact there exists C depending

only on 1− c/d, ‖Ṽ ‖L1 and ‖ρ̄‖L∞ s.t. ‖u‖L∞ ≤ C. Therefore
∣

∣

∣
e2u(x) − e2u(y)

∣

∣

∣
≤ C |u(x)− u(y)| ≤ C(|u(x)|+ |u(y)|)
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and

e−C ≤Mu =

∫

ρ̄(x)e2 u(x)dx ≤ eC .

Hence

‖µ̄ − ρ̄‖L1 =

∥

∥

∥

∥

∥

ρ̄

(

e2u(x)

Mu
− 1

)∥

∥

∥

∥

∥

L1

≤ 1

Mu

∫ ∫

ρ̄(x)ρ̄(y)|e2 u(x) − e2 u(y)|dxdy ≤ C ‖u‖L1 ,

for some constant C. To conclude, we note using (3.8) that

‖u‖L1 ≤ C ‖Ṽ ‖L1 ‖u‖L1 ,

and it is enough to take δ small enough s.t. C ‖Ṽ ‖L1 < 1 to have that u = 0
and finally I(Fη) = 0. �

3.4. Proof of Prop 2.1. We are finally ready to prove Prop. 2.1. We start
by using again Lemma 2.1 (following again Lemma 1 in [23]) to obtain that

γ

∫

ΠdN

F (µN ) ρN dX
N ≤ HN (ρN | ρ̄N ) +

1

N
log

∫

ρ̄N e
N γ F (µN ) dXN ,

so that the whole question resolves around estimating

(3.9) ZN (γ) =

∫

ΠdN

ρ̄N e
N γ F (µN ) dXN .

Of course if one studies the maximization problem

sup
ρN

(

γ

∫

ΠdN

F (µN ) ρN dX
N −HN (ρN | ρ̄N )

)

,

then the maximum is actually given by

ρN =
1

ZN
ρ̄N e

N γ F (µN ), ZN =

∫

ΠdN

ρ̄N e
N γ F (µN ),

and inserting this in the maximization problem exactly leads to 1
N logZN

with ZN given by (3.9).

• Step 1: Introducing a regularized Fε. To estimate (3.9), we first intro-
duce the regularized quantity

Fε(µ) = −
∫

Π2d∩{x 6=y}
Vε(x− y) (dµ − dρ̄)⊗2,

with Vε some regularized Vε. We denote

ZN,ε(γ) =

∫

ΠdN

ρ̄N e
N γ Fε(µN ) dXN ,

and the main point is to bound ZN (γ) in terms of the regularized ZN,ε(γ
′) for

some γ′ > γ. The control on ZN,ε will be performed at the end of the proof
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and follows in a straightforward manner from Prop. 3.2 and Lemma 3.2. To
define Vε, we decompose V0 by writing

V0 = Ṽ + V̄ ,

where
Ṽ = V0 − V̄ with V̄ (x) = log |x|χ(|x|/η),

so that in particular Ṽ ≥ 0 and still satisfies

(3.10) |∇Ṽ (x)| ≤ C

|x|k for k > 1/2.

We now choose Vε(x) = Ṽε(x) + V̄ε(x) where

Ṽε(x) = Ṽ (x) (1 − χ(|x|/ε1/2k)) with V̄ε(x) = log(max(|x|, ε))χ(|x|/η).
Remark that we truncate Ṽε at a much larger scale than V̄ε: ε

1/2k vs ε.

• Step 2: Identifying the close and singular interactions. Our next step
is to relate ZN with

(3.11) I =

∫

ΠdN

ρ̄N e
N γ Fε(µN )e

γ
∑

j>1 log
ε

|x1−xj |
I|x1−xj |≤ε

dXN .

The integral in I clearly separates the regularized Fε from the singularity in
V0. Moreover it identifies one test particle, which we choose as particle 1,
and compare all singularities through this particle.

By developing in ZN , we have that

F (µN ) = −
∫

Π2d∩{x 6=y}
V (x− y) (dµN − dρ̄)⊗2

= − 1

N2

∑

i 6=j

V (xi − xj) + 2
1

N

∑

i

V ⋆ ρ̄(xi)

−
∫

Π2d∩{x 6=y}
V (x− y) ρ̄(x) ρ̄(y) dx dy,

(3.12)

with a similar formula for Fε(µN ). Observe that for any x,

|Vε ⋆ ρ̄(x)− V ⋆ ρ̄(x)| ≤ ‖Vε − V ‖L1 ‖ρ̄‖L∞ ≤ ‖V I|z|≤ε1/2k‖L1 ‖ρ̄‖L∞

≤ C ε1/2kp
∗ ‖ρ̄‖L∞ .

Further note that since Ṽ ≥ 0, we have that Ṽ (x) ≥ Ṽε(x) so this directly
implies that

F (µN ) ≤ Fε(µN ) + C ‖ρ̄‖L∞ ε1/2kp
∗
+

1

N2

∑

i 6=j

log
ε

|xi − xj|
I|xi−xj |≤ε.

Hence we obtain that

ZN ≤ eC N ε1/2kp
∗
‖ρ̄‖L∞

∫

ΠdN

ρ̄N e
N γ Fε(µN )+ γ

N

∑
i6=j log

ε
|xi−xj |

I|xi−xj |≤ε
dXN .

(3.13)
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By general Hölder inequality
∫

ΠdN

ρ̄N e
N γ Fε(µN )+ γ

N

∑
i6=j log

ε
|xi−xj |

I|xi−xj |≤ε
dXN

=

∫

ΠdN

ρ̄N e
N γ Fε(µN )ΠNi=1e

γ
N

∑
j 6=i log

ε
|xi−xj |

I|xi−xj |≤ε
dXN

≤ ΠNi=1

(
∫

ΠdN

ρ̄N e
N γ Fε(µN )e

γ
∑

j 6=i log
ε

|xi−xj |
I|xi−xj |≤ε

dXN

)1/N

.

Using the symmetry of ρN , we can simply keep one of the factors, for example
with i = 1 yielding

∫

ΠdN

ρ̄N e
N γ Fε(µN )+γ

∑
i6=j log

ε
|xi−xj |

I|xi−xj |≤ε
dXN

≤
∫

ΠdN

ρ̄N e
N γ Fε(µN )e

γ
∑

j>1 log
ε

|x1−xj |
I|x1−xj |≤ε

dXN = I.

Combined with (3.13), this gives

(3.14) ZN ≤ eC N ε1/2kp
∗
‖ρ̄‖L∞ I.

• Step 3: Introducing the functional with a “frozen” test particle. Since
we will take ε very small, it is natural to expect that there will only be a
limited number of indices j s.t. |x1 − xj | ≤ ε. To make that precise, we
introduce the number n of such indices j. Up to permutations, we may also
assume that those are j = 2, · · · , n + 1 and we decompose accordingly

I =

∫

ΠdN

ρ̄N e
N γ Fε(µN )e

γ
∑

j>1 log
ε

|x1−xj |
I|x1−xj |≤ε

dXN

=
N−1
∑

n=0

(

N − 1

n

)
∫

Πd

dx1

∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1

∫

|x1−xj |>ε, ∀j>n+1
dxn+2 . . . dxN ρ̄N e

N γ Fε(µN )e
γ
∑n+1

i=2 log ε
|x1−xi| .

(3.15)

In this expression, one should first observe that Fε(µN ) mostly do not depend

on x2, · · · , xn+1. For this, denote µ1,nN the empirical measure obtained by
replacing all x2 . . . xn+1 by x1

µ1,nN =
n+ 1

N
δ(x− x1) +

1

N

∑

j>n+1

δ(x− xj),

and denote accordingly

F 1,n
ε (µN ) = Fε(µ

1,n
N ).

Now F 1,n
ε (µN ) does not depend on x2 . . . xn+1 but since xi and x1 are close

if i = 2 . . . n + 1, we still expect it to be close to Fε(µN ). Our next steps
aim at making this precise.
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• Step 4: Comparing the potential Vε for close particles. We derive here
the following estimate for i = 2 . . . n+ 1
(3.16)

|V̄ε(xi − xj)− V̄ε(x1 − xj)| ≤ Cd ε
1/2 +















log 2 +
C

η
ε if |x1 − xj| ≤ ε1/2,

2 ε1/2 +
C

η
ε if |x1 − xj| ≥ ε1/2.

We first recall that k > 1/2. Hence for |xi − x1| ≤ ε, we have that if

|xi − xj | ≤ (ε1/2k)/2, then |x1 − xj| ≤ ε1/2k and then

Ṽε(xi − xj) = Ṽε(x1 − xj) = 0.

Otherwise we necessarily have |xi − xj|, |x1 − xj | ≥ (ε1/2k/4) and recalling
(3.10), we obtain

|Ṽε(xi − xj)− Ṽε(x1 − xj)| ≤ Cd ε max
|z|≥ ε1/2k

2

|∇Ṽ (z)|

≤ Cd
ε

ε1/2
= Cd ε

1/2.

(3.17)

On the other hand for |x1 − xi| ≤ ε, observe that we always have that

1

2
max(ε, |x1 − xj|) ≤ max(ε, |xi − xj|) ≤ 2 max(ε, |x1 − xj|).

Indeed one has trivially

max(ε, |xi − xj|) ≤ max(ε, |x1 − xj |) + ε ≤ 2 max(ε, |x1 − xj|),
and of course

max(ε, |x1 − xj|) ≤ max(ε, |xi − xj|) + ε ≤ 2 max(ε, |xi − xj |).
This implies that

∣

∣

∣

∣

log
1

max(ε, |xi − xj|)
− log

1

max(ε, |x1 − xj |)

∣

∣

∣

∣

≤ log 2.

If |x1 − xj | ≥ ε1/2 then we can be more precise as

| log a− log b| =
∫

[a, b]

dx

x
≤ |a− b| max(1/a, 1/b).

In this case of course we have that |xi − xj| ≥ |x1 − xj| − ε ≥ ε1/2/2 so
∣

∣

∣

∣

log
1

max(ε, |xi − xj |)
− log

1

max(ε, |x1 − xj |)

∣

∣

∣

∣

≤ 2 ε−1/2 |x1 − xi| ≤ 2 ε1/2.

To summarize one has that
∣

∣

∣

∣

log
1

max(ε, |xi − xj |)
− log

1

max(ε, |x1 − xj |)

∣

∣

∣

∣

≤
{

log 2 if |x1 − xj| ≤ ε1/2

2 ε1/2 if |x1 − xj| ≥ ε1/2.
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And since the truncation χ is smooth, this yields

(3.18) |V̄ε(xi − xj)− V̄ε(x1 − xj)| ≤















log 2 +
C

η
ε if |x1 − xj| ≤ ε1/2,

2 ε1/2 +
C

η
ε if |x1 − xj | ≥ ε1/2.

Combining (3.18) with (3.17) proves (3.16).

• Step 5: Introducing the intermediary scale ε1/2. The inequality (3.16)

shows that those j s.t. |x1 − xj| ≤ ε1/2 will be playing a different role from

those j s.t. |x1−xj| > ε1/2. This leads us to introduce n1/2 the number of j

s.t. ε ≤ |x1 − xj | ≤ ε1/2. Using again developments such as (3.12), we have
that

|F 1,n
ε (µN )− Fε(µN )| ≤ C ε ‖ρ̄‖L∞

+
1

N2

n+1
∑

i=2

∑

j≥n+2

|Vε(xi − xj)− Vε(x1 − xj)|

+
1

N2

n+1
∑

i=2

n+1
∑

j=2,j 6=i

|Vε(xi − xj)− Vε(0)|.

Therefore, one has

(3.19) Fε(µN ) ≤ F 1,n
ε (µN )+C ε (‖ρ̄‖L∞+η−1)+C ε1/2+

n2 + nn1/2

N2
log 2.

Note that by symmetry between x1 and xi in the above bounds, we also
have the symmetric

(3.20) F 1,n
ε (µN ) ≤ Fε(µN )+C ε (‖ρ̄‖L∞+η−1)+C ε1/2+

n2 + nn1/2

N2
log 2,

which we will use later. Going back to (3.15) and using (3.19), we may again

freely assume that the j s.t. ε ≤ |x1−xj| ≤ ε1/2 are those indices from n+2
to n+ n1/2 + 1. We find that

I =

∫

ΠdN

ρ̄N e
N γ Fε(µN )e

γ
∑

j>1 log
ε

|x1−xj |
I|x1−xj |≤ε

dXN

≤ eC N (ε (‖ρ̄‖L∞+η−1)+ε1/2)
N−1
∑

n=0

(

N − 1

n

)N−1−n
∑

n1/2=0

(

N − n− 1

n1/2

)

2n+n1/2 Jn,n1/2

(3.21)



MEAN FIELD LIMITS 31

with

Jn,n1/2
=

∫

Πd

dx1

∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1

∫

ε<|x1−xj |≤ε1/2, ∀j=n+2...n+1+n1/2

dxn+2 . . . dxn+n1/2+1

∫

|x1−xk|>ε1/2, ∀k>n+1+n1/2

dxn+n1/2+2 · · · dxN ρ̄N eN γ F 1,n
ε (µN )e

γ
∑n+1

i=2 log ε
|x1−xi| .

• Step 6: Bounding Jn,n1/2
back in terms of Fε. We first recall that

F 1,n
ε (µN ) does not depend on x2, · · · , xn+1 since it only depends on µ1,nN .

Hence the integrals in Jn,n1/2
nicely separate. Moreover since γ < d

∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1e

γ
∑n+1

i=2 log ε
|x1−xj |

=

(

∫

|x1−y|≤ε

εγ

|x1 − y|γ dy
)n

= C̄n εdn = C̄n
∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1,

with C̄ ∼ 1
d−γ . Therefore, one may obtain that

Jn,n1/2
≤ C̄n

∫

Πd

dx1

∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1

∫

ε<|x1−xj |≤ε1/2, ∀j=n+2...n+1+n1/2

dxn+2 . . . dxn+n1/2+1

∫

|x1−xk|>ε1/2, ∀k>n+1+n1/2

dxn+2 · · · dxN ρ̄N eN γ F 1,n
ε (µN ).

Now that we have used the key property of F 1,n
ε , it is more convenient to

change it back to Fε(µN ) by using the reverse inequality (3.20),

(3.22) Jn,n1/2
≤ eC N ε (‖ρ̄‖L∞+η−1)+C N ε1/2 2n+n1/2 C̄n J̄n,n1/2

,

where

J̄n,n1/2
≤
∫

Πd

dx1

∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1

∫

ε<|x1−xj |≤ε1/2, ∀j=n+2...n+1+n1/2

dxn+2 . . . dxn+n1/2+1

∫

|x1−xk|>ε1/2, ∀k>n+1+n1/2

dxn+n1/2+2 · · · dxN ρ̄N eN γ Fε(µN ).

• Step 7: The final bound on I: Reconstructing the full integral. We now
wish to “undo” the decompositions performed at step 5 and earlier at step 3
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where we introduced n1/2 and n. In other words, using (3.21) and (3.22),
we aim at expressing

I ≤eC N ε (‖ρ̄‖L∞+η−1)+C N ε1/2

N−1
∑

n=0

(

N − 1

n

)N−1−n
∑

n1/2=0

(

N − n− 1

n1/2

)

4n+n1/2 C̄n J̄n,n1/2
,

in terms of the full integral over ρ̄N e
N γ Fε(µN ). Unfortunately we cannot

directly reverse the decomposition because of the extra factor C̄n 4n+n1/2 in
the sums over n and n1/2.

We do expect the probability of n or n1/2 being of orderN to be extremely
small of course and this issue can be solved by performing a last Hölder
estimate at exponent γ′/γ for some γ′.

I ≤ eC N ε (‖ρ̄‖L∞+η−1)+C N ε1/2 R
1−γ/γ′

1 R
γ/γ′

2 ,

where

R1 =

N−1
∑

n=0

(

N − 1

n

) N−1−n
∑

n1/2=0

(

N − n− 1

n1/2

)

4Λ(n+n1/2)C̄Λn εd n εdn1/2/2,

with Λ =
(

1− γ
γ′

)−1
. On the other hand, we have

R2 =

N−1
∑

n=0

(

N − 1

n

)N−1−n
∑

n1/2=0

(

N − n− 1

n1/2

)

∫

Πd

dx1

∫

|x1−xi|≤ε, ∀i=2...n+1
dx2 . . . dxn+1

∫

ε<|x1−xj |≤ε1/2, ∀j=n+2...n+1+n1/2

dxn+2 . . . dxn+n1/2+1

∫

|x1−xk|>ε1/2, ∀k>n+1
dxn+n1/2+2 · · · dxN ρ̄N eN γ′ Fε(µN ).

We easily have that

R1 ≤ (1 + 2 ε)N ,

provided that 4Λ C̄Λ εd ≤ ε and 4Λ εd/2 ≤ ε. As for R2, we may now easily
reverse the decomposition implemented in steps 3 and 5 to find

R2 =

∫

ΠdN

ρ̄N e
N γ′ Fε(µN ) dXN = ZN,ε(γ

′).

Therefore we obtain that

I =

∫

ΠdN

ρ̄N e
N γ Fε(µN )e

γ
∑

j>1 log
ε

|x1−xj |
I|x1−xj |≤ε

dXN

≤ eC N ε (‖ρ̄‖L∞+η−1)+C ε1/2 (1 + 2 ε)N (ZN,ε(γ
′))

γ
γ′ .

(3.23)
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• Final Step: Using Prop. 3.2 and Lemma 3.2. Let us first gather all our
estimates: By inserting (3.23) into (3.14), we have proved so far that

(3.24) ZN (γ) ≤ eC N ε (‖ρ̄‖L∞+η−1)+C N ε1/2kp
∗
+C ε1/2 (1 + 2 ε)N (ZN,ε(γ

′))
γ
γ′ .

It only remains to bound ZN,ε(γ
′). Note that since Vε is smooth, for any

convolution kernel L, we have that

|Vε − Lε′ ⋆ Lε′ ⋆ Vε| ≤ C
ε′

ε
,

and consequently

1

N
logZN,ε(γ

′) ≤ C
ε′

ε
+

1

N
log

∫

ΠdN

ρ̄N e
N γ Fε(Lε′⋆µN ) dXN .

The estimate is now straightforward thanks to the Prop. 3.2 which directly
shows that

1

N
logZN,ε(γ

′) ≤ I(γ′ Fε) +
C

N
1

d+1 ε′
d

d+1

(logN + | log ε′|+ ‖ log ρ̄‖L∞)

+ C ε′ ‖ log ρ̄‖W 1,∞ + C
ε′

ε
.

From (3.24), and since we will take ε′ < ε, this implies that

1

N
logZN (γ) ≤ I(γ′ Fε) +

C

N1/(d+1) ε′d/(d+1)
(logN + | log ε′|+ ‖ log ρ̄‖L∞)

+C ε (η−1 + ‖ log ρ̄‖W 1,∞ + ‖ρ̄‖L∞) + C ε1/2 + C N ε1/2kp
∗
+ C

ε′

ε
.

We may estimate I(γ′ Fε) through Lemma 3.2. We observe that as long
as γ′ < d, we indeed have that Vε(x) ≥ c log |x| for some c < d. On
the other hand, since V ∈ Lp and suppV ∈ B(0, η), by choosing η small
enough, we can guarantee that ‖V ‖L1 ≤ δ. Now simply taking for example

ε′ = N−1/(2d+1) and ε =
√
ε, we deduce that provided γ′ < d, there exists

some θ > 0 s.t.

1

N
logZN,ε(γ

′) ≤ C

N1/(2d+1)
(logN + ‖ log ρ̄‖W 1,∞ + η−1)

+
C

N θ
.

Note that of course ε >> N−1/d. On the other hand we need N large enough
so that εd−1 = N−(d−1)/2 (2d+1) ≤ C̄−Λ which gives the condition on N in
the proposition.

4. Appendix

4.1. Large deviation type estimates in [23]. We first recall and prove
Lemma 2.1 which was Lemma 1 in [23]
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Lemma 4.1. For any ρN , ρ̄N ∈ P(ΠdN ), any test function ψ ∈ L∞(ΠdN ),
one has that for any α > 0,
∫

ΠdN

ψ(XN ) dρN ≤ 1

α

1

N

∫

dρN log
ρN
ρ̄N

+
1

α

1

N
log

∫

ΠdN

eαN ψ(XN ) dρ̄N .

Proof. Without loss of generality, we assume that α = 1. Define

f =
1

λ
eN ψ ρ̄N , λ =

∫

ΠdN

dρ̄N e
N ψ.

Notice that f is a probability density as f ≥ 0 and
∫

f = 1. Hence by the
convexity of the entropy

1

N

∫

ΠdN

ρN log f dXN ≤ 1

N

∫

ΠdN

ρN log ρN dX
N .

Expanding the left-hand side

1

N

∫

ΠdN

ρN log f dXN =

∫

ΠdN

ρN Φ dXN +
1

N

∫

ΠdN

ρN log ρ̄N dX
N − log λ

N
,

gives the desired inequality. �

Lemma 4.1 directly connects bounds on quantities like
∫

ψ(XN )dρN to
the relative entropy HN and estimates on quantities that can be seen as
partition functions

(4.1)

∫

ΠdN

e
N

∫

Π2d

f(x, y) (dµN − dρ̄)⊗2

ρ̄⊗N dXN .

It is hence natural to try to use large deviation type of tools to bound (4.1).
Note however that our goals here are different from classical large deviation
approaches: We do not try to calculate the limit as N → ∞ of (4.1) but
instead to obtain bounds that are uniform in N .

We now recall the estimate from [23]

Theorem 4.1. (Theorem 4 in [23]). Consider ρ̄ ∈ L1(Πd) with ρ̄ ≥ 0 and
∫

Πd ρ̄dx = 1. Consider further any φ(x, z) ∈ L∞ with

γ := C

(

sup
p≥1

‖ supz |φ(., z)|‖Lp(ρ̄ dx)

p

)2

< 1,

where C is a universal constant. Assume that φ satisfies the following can-
cellations

(4.2)

∫

Πd

φ(x, z) ρ̄(x) dx = 0 ∀z,
∫

Πd

φ(x, z) ρ̄(z) dz = 0 ∀x.

Then

(4.3)

∫

ΠdN

ρ̄N exp

(

1

N

N
∑

i,j=1

φ(xi, xj)

)

dXN ≤ 2

1− γ
<∞,

where again ρ̄N = ρ̄⊗N .
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We may directly deduce Theorem 2.2 from this. Given a configuration
XN = (x1, · · · , xN ) or µN = 1

N

∑N
i=1 δxi , just write

N

∫

Π2d

f(x, y)(dµN − dρ̄)⊗2 =
1

N

N
∑

i,j=1

φ(xi, xj),

where

φ(x, y) = f(x, y)−
∫

Πd

f(x,w)ρ̄(w)dw

−
∫

Πd

f(z, y)ρ̄(z)dz +

∫

Π2d

f(z, w)ρ̄(z)ρ̄(w)dzdw.

This new φ is a symmetrization of f according to the reference measure ρ̄
and φ indeed satisfies two cancellation rules in Theorem 4.1, i.e.

(4.4)

∫

Πd

φ(x, y)ρ̄(y)dy = 0,∀x,
∫

Πd

φ(x, y)ρ̄(x)dx = 0,∀y.

Finally ‖φ‖L∞ ≤ 4 ‖f‖L∞ so that we only need to take α small enough such
that

γ = C

(

sup
p≥1

‖ supz |αφ(., z)|‖Lp(ρ̄ dx)

p

)2

≤ 16C α2 ‖f‖2L∞ < 1.

We also want to emphasize here that in the case φ ∈ L∞, a probabilistic
proof of Theorem 4.1 was recently obtained in [24].

4.2. Existence of entropy solution for the Liouville equation with
the Patlak-Keller-Segel interaction kernel in 2D. For the reader’s
convenience, we prove here the existence of an entropy solution to Eq.
(1.5) in the case of the Patlak-Keller-Segel interaction kernel in dimension
2 namely

(4.5) V (x) = λ log |x|+ Ve(x)

with 0 < λ < 2dσ and Ve a smooth correction so that V is periodic.
In general obtaining well-posedness to (1.5) may require a different set

of assumptions than what we need to derive the mean field limit. In par-
ticular for existence as here, we need to be more specific than just asking
V (x) ≥ λ log |x| together with bounds on |∇V |. Moreover we emphasize
that the argument below only shows existence of solutions to the Liouville
equation (1.5). The existence of solutions to the original coupled SDE sys-
tem (1.1) is much more difficult and essentially open out of the diffusion-
dominated regime studied in [17]. Here we prove

Proposition 4.1. Assume that the initial data ρ0N satisfies that
∫

ΠdN

ρ0N log
( ρ0N
GN,ε

)

<∞.
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Then there exists a global in time entropy solution to (1.5) with V given
by (4.5).

Proof. We consider the following regularization of V

V̄ε = λ log max(|x|, ε).

Since V̄ε is now Lipschitz, we trivially have existence of a smooth solution
ρN,ε to (1.5) for this interaction kernel (it is a standard, linear advection-
diffusion equation). The goal is of course to pass to the limit in ρN,ε with
two difficulties: Handle the singular interaction terms ∇Vε(xi−xj) ρN,ε and
obtain the non-linear entropy bound at the limit.

The first step is to use Prop. 2.2 for this corresponding solution ρN,ε
(again this is straightforward since V̄ε is Lipschitz). This yields the entropy
bound

∫

ΠdN

ρN,ε(t,X
N ) log

(ρN,ε(t,X
N )

GN,ε

)

dXN

+ σ

N
∑

i=1

∫ t

0

∫

ΠdN

ρN,ε(s,X
N )
∣

∣

∣
∇xi log

(ρN,ε(s,X
N )

GN,ε

)

∣

∣

∣

2
dXNds

≤
∫

ΠdN

ρ0N log
( ρ0N
GN,ε

)

dXN .

(4.6)

The next step is to use our large deviation estimates, namely Prop. 2.1:
Since λ < 2dσ, we have that for some constant C independent of ε

(4.7)

∫

ΠdN

ρN,ε logGN,ε ≤ C,

∫

ΠdN

ρN,ε log ρN,ε ≤ C.

This implies that ρN,ε is equi-integrable in XN and we may now extract a
converging subsequence (still denoted by ρN,ε) s.t. ρN,ε → ρN weakly in

L∞([0, T ], L1(ΠdN )).
Next we start to use the specific structure of Vε. Since V ≤ 0, GN,ε is

increasing in ε (when ε→ 0). Moreover GN,ε ≥ 1 so in particular 1/GN,ε is
bounded in L∞ by 1 and converges pointwise to 1/GN . It hence converges
strongly in every space between L1 and L∞ strictly. Let us now denote

Xε =
ρN,ε
GN,ε

.

We next observe that Xε converges weakly to X = ρN/GN as ε→ 0. This is
a consequence of the equi-integrability of ρN,ε given by (4.7) and the above
strong convergence of GN,ε. To be more specific, fix any ε0, then for ε ≤ ε0,
and any smooth test function φ,

∫

ρN,ε
GN,ε

φ =

∫

GN,ε0
≤M

ρN,ε
GN,ε

φ+

∫

GN,ε0
≥M

ρN,ε
GN,ε

φ,
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where we choose any M s.t. M < exp( 1
N σ log 1

ε0
). As GN,ε ≥ 1, we have

that
∫

GN,ε0
≥M

ρN,ε
GN,ε

φ ≤
∫

GN,ε0
≥M

ρN,ε |φ| ≤ C
‖φ‖L∞

logM

by the first point of (4.7) since {GN,ε0 ≥M} ⊂ {GN,ε ≥M}. By doing the
same estimate at the limit, we have that

∣

∣

∣

∣

∫

φ

(

ρN,ε
GN,ε

− ρN
GN

)∣

∣

∣

∣

≤ C
‖φ‖L∞

logM
+

∣

∣

∣

∣

∣

∫

GN,ε0
≤M

φ

(

ρN,ε
GN,ε

− ρN
GN

)

∣

∣

∣

∣

∣

.

But now we note that GN,ε is in fact uniformly smooth in ε on GN,ε0 ≤M .
Indeed denoting by δ = mini 6=j |xi − xj |, we have the trivial bound GN,ε0 ≥
exp(− 1

N σ log max(δ, ε0)). We recall thatM < exp( 1
N σ log 1

ε0
) which implies

that exp( 1
N σ log 1

δ ) ≤M thus providing an explicit control on δ in terms of
M . Hence on GN,ε0 ≤M , GN,ε convergence smoothly to Gε. By the weak
convergence of ρN,ε, we have that

lim sup
ε→0

∣

∣

∣

∣

∫

φ

(

ρN,ε
GN,ε

− ρN
GN

)∣

∣

∣

∣

≤ C
‖φ‖L∞

logM
.

Taking now ε0 → 0 and hence M → ∞, we conclude that Xε → X.

Now the entropy inequality (2.5) at ε implies that for any ε0 ≥ ε
∫

ΠdN

ρN,ε log
ρN,ε
GN,ε

+ σ

∫ t

0

∫

ΠdN

|∇Xε|2
Xε

GN,ε0 ≤
∫

ΠdN

ρ0N log
ρ0N
GN,ε

,(4.8)

again because GN,ε0 ≤ GN .
Convexity and the large deviation estimates from Prop. 2.1 show that

∫

ΠdN

ρN log
ρN
GN

≤ lim inf
ε→0

∫

ΠdN

ρN,ε log
ρN,ε
GN,ε

.

Since GN,ε is increasing in ε, we also have directly that

∫

ΠdN

ρ0N log
ρ0N
GN,ε

≤
∫

ΠdN

ρ0N log
ρ0N
GN

.

It only remains to treat the dissipation term is in (4.8). Since ε0 is fixed then
GN,ε0 is now smooth, ∇Xε and Xε converge both in the sense of distribution
and, by convexity, we have that

∫ t

0

∫

ΠdN

|∇X|2
X

GN,ε0 ≤ lim inf
ε→0

∫ t

0

∫

ΠdN

|∇Xε|2
Xε

GN,ε0 .

This gives that for any ε0,
∫

ΠdN

ρN log
ρN
GN

+ σ

∫ t

0

∫

ΠdN

|∇X|2
X

GN,ε0 ≤
∫

ΠdN

ρ0N log
ρ0N
GN

.
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We recall again that GN,ε is increasing in ε so, by the monotone convergence
theorem, this yields the desired entropy bound

∫

ΠdN

ρN log
ρN
GN

+ σ

∫ t

0

∫

ΠdN

|∇X|2
X

GN ≤
∫

ΠdN

ρ0N log
ρ0N
GN

.

The last question is to show that Eq. (1.5) is satisfied in the sense of
distribution at the limit. The only difficulty is to pass to the the limit in
the advection term, which we may rewrite in a non-linear form as

div
(

ρN,ε∇ log
ρN,ε
GN,ε

)

To do so let us introduce the following quantity

I =

∫

ΠdN

ϕρN,ε(∇ logGN,ε −∇ log ρN,ε)

where ϕ is a C∞ test function. Let us define a cut-off function χ such that
χ(|x|) = 1 is |x| ≤ 1 and χ(|x|) = 0 if |x| > 2 and choose ε and M such that
again

2M < exp
(C

N
log 1/ε0

)

then

I =

∫

ΠdN

ϕρN,ε(∇ logGN,ε −∇ log ρN,ε)χ
(GN,ε0

M

)

+

∫

ΠdN

ϕρN,ε(∇ logGN,ε −∇ log ρN,ε)
(

1− χ
(GN,ε0

M

))

= I1,ε + I2,ε.

We now have as before the convergence of I1,ε to

I1 =

∫

ΠdN

ϕρN (∇ logGN −∇ log ρN )χ
(GN,ε0

M

)

.

More precisely I1,ε converges to I1 since as before Gε0,M ≤ 2M provides a
uniform lower bound on inf i 6=j |xi − xj|.

Concerning I2,ε, we remark that

|I2,ε| ≤
∫

GN,ε0
≥M

ρN,ε
∣

∣∇ logGN,ε −∇ log ρN,ε
∣

∣

≤
(

∫

ΠdN

ρN,ε
∣

∣∇ log
GN,ε
ρN,ε

|2
)1/2(

∫

ΠdN

ρN,ε IGN,ε≥M

)1/2

≤ C
1

(logM)1/2

(

∫

ΠdN

ρN,ε log ρN,ε

)1/2
.

≤ C

(logM)1/2
,(4.9)
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with C independent on ε. Now letting ε0 → 0 and hence M → ∞, we
conclude that
∫

ΠdN

ϕρN,ε
(

∇ logGN,ε −∇ log ρN,ε
)

→
∫

ΠdN

ϕρN
(

∇ logGN −∇ log ρN
)

,

and hence that ρN solves (1.5) in the sense of distribution. �

Conclusion

We have been able to derive for the first time the mean field limit for
attractive singular interaction of gradient flow type. Our approach relies
critically on the use of the right physics through the structure of the free en-
ergy of the system which allows to combine the two methods in [23] and [31].
An important application is the answer to the longstanding open problem of
the full rigorous derivation with quantitative estimates of the Patlak–Keller-
Segel model in the optimal subcritical regime.

Controlling the time evolution of our modulated free energy leads to the
development of new large deviation estimates that encode the competition
between diffusion and attraction or concentration of the particles. Those
large deviation estimates only require simple one-sided bound on the poten-
tial near its singularity at 0 without strong structural assumptions.

By adding to the proofs in the present paper for attractive kernels the
estimates in the proceeding [8] for repulsive kernels, our method provides
quantitative mean field estimates for a large class of attractive-repulsive
interactions. Furthermore, our approach is compatible with vanishing or
degenerate diffusion systems where the diffusion coefficient vanishes as the
number of particles increases and which are especially relevant for some
Coulomb gases related to the complex Ginibre Ensemble in random matrix
theory, see for example [5].

Finally, we wish to highlight the following open questions for which this
new method could be helpful:

• It is unclear what the optimal rate of convergence should be in The-
orem 2.1 and additional work is still needed. In particular the proof
in section 3 is somewhat careless in that regard for the sake of sim-
plicity. In particular the use of different regularizations in Prop.
3.1, Prop. 3.2 and the proof of Prop. 2.1 likely leads to an artificially
lower rate. However this proof still suggests that a polynomial rate
in N cannot be uniformly maintained as the potential V approaches
the critical case λ log |x| with λ = 2 dσ.

• Is it possible to obtain uniform in time convergence or in general
to work on the infinite time interval [0,+∞)? This would both
provide the mean field limit and the large time asymptotics of the
dynamics. In that regards, we point out that our proof does not
use the dissipation term in the time evolution of the modulated free
energy in Inequality (2.25). Of course this dissipation term is an
equivalent of a weighted and modulated Fisher information and it is
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technically challenging to use because it involves the singular Gibbs
equilibrium. But a good entropy-entropy dissipation estimate for
this term could lead to uniform in time estimates.

• Does the mean field limit hold in the supercritical cases? In that
case the limiting Patlak-Keller-Segel system blows-up in finite time
but it would not be unreasonable to conjecture that the limit holds
on the time interval before the blow-up. There are again significant
technical issues (including at the level of the existence of our entropy
solutions) but we believe that it is possible to develop localized rel-
ative entropies that would allow such a result.

• Can our method provide some insights for the existence of strong
stochastic solutions to the trajectorial many-particle system (1.1)?
The entropy solution that we derive in the appendix is so far the only
example of some sort of existence outside of the diffusion dominant
result λ < σ as in [17]. Such entropy solutions rely on a (simplified)
version of the large deviation inequalities which could provide further
insights into whether particles can actually collide and how they
collide.

• Can the modulated free energy be extended to different type of inter-
actions than gradient flows such as Hamiltonian systems? Another
example is given by interactions between particles that solve evo-
lution in time equation, with in particular the Patlak–Keller–Segel
parabolic-parabolic equations.
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