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1 Introduction

1.1 Malware detection

Malware detection is nowadays a big challenge. Indeed, the damages caused by malwares in recent years is huge, e.g., in 2017, the global ransomware damage cost exceeds five billion dollars, by referring to Cyber Security Ventures (2017). However, most of industry anti-malware softwares are not robust enough because they are based on the signature matching technique. In this technique, a scanner will search for patterns in the form of binary sequences (called signatures) in the program. This highly depends on the database of malware signatures which are manually constructed by experts. If the scanner finds a signature in the database matching a new observed program, the scanned program will be declared as a malware. This signature matching approach can be easily evaded because the malicious code may be repacked or encrypted by using obfuscation techniques while keeping the same behaviours.

Emulation is another approach for malware detection where the behaviours are dynamically observed while running the program on an emulated environment. Although in the emulated environment one can capture the running behaviours of the program, it is hard to trigger the malicious behaviours in a short period since they may require a delay or only show up after user interaction.

To overcome the limitations of the above approaches, model checking was applied for malware detection (Christodorescu and Jha, 2003; Bergeron et al., 1999; Kinder et al., 2010; Song and Touili, 2013), since it allows to analyse the behaviours (not the syntax) of the program without executing it. However, this approach needs to take as input a formal specification of the malicious behaviours. Then, a model-checking algorithm is applied to detect whether a new program contains any of these behaviours or not. If it can find some of these behaviours in a given program, this latter is marked as malicious. Specifying the malicious behaviours requires a huge amount of engineering effort and an enormous amount of time, since it currently requires manual study of malicious codes. Thus, the main challenge is how to automatise this task of specifying malware to avoid the tedious manual analysis of malicious code and to be able to find a big number of malicious behaviours. To this aim, we need to

1 find an adequate formal representation of malicious behaviours
2 define analysis techniques to automatically discover such representations from malicious and benign programs.

Figure 1 A piece of assembly code of, (a) the behaviour self replication (b) its API call graph (c) its data dependence graph

```plaintext
1: push m
2: mov ebx, 0
3: push ebx
4: call GetModuleFileName
5: push m
6: call CopyFile
7: ...
```

(a) (b) (c)
1.2 Representation of malicious behaviours

It has been widely observed that malicious tasks are usually performed by calling sequences of API functions, since API functions allow to access the system and modify it. Thus, in previous works (Kinable and Kostakis, 2011; Kong and Yan, 2013; Xu et al., 2013; Dam and Touili, 2016), the malicious behaviours were characterised as API call graphs where nodes are API functions. Such graphs represent the execution order of API function calls in the program. For instance, let us look at a typical malicious behaviour implemented by the assembly code in Figure 1(a). This behaviour expresses a self-replication in which the malware infects the system by copying itself to a new location. This is achieved by first calling the API function `GetModuleFileName` with 0 as first parameter and `m` as second parameter. The code in the called function later retrieves these parameters from the stack. This will store the file path into the memory address `m`. Then, `CopyFile` is called with `m` as first parameter. This allows to infect other files. To represent this behaviour, Kinable and Kostakis (2011), Kong and Yan (2013), Xu et al. (2013) and Dam and Touili (2016) use the API call graph in Figure 1(a) to express that calling `GetModuleFileName` is followed by a call to `CopyFile`. However, a program that contains this behaviour is malicious only if the API function `CopyFile` copies the file returned by `GetModuleFileName`. If `CopyFile` copies another file, the behaviour is not malicious. Thus, the above representation may lead to false alarms. To avoid this, we need to make the representation more precise and add the information that the returned parameter of `GetModuleFileName` should be the input argument of `CopyFile`. Therefore, we propose to use the extended API call graph in Figure 1(c), where the edge labelled by $\bar{2}\bar{1}$ means that the second parameter of `GetModuleFileName` and the first parameter of `CopyFile` get the same memory address `m`. A node `GetModuleFileName` with $\bar{i} = \{0\}$ means that the $i^{th}$ parameter of function `GetModuleFileName` gets the value 0, e.g., the node `GetModuleFileName` in Figure 1(c) is associated with the label $\bar{1} = \{0\}$. This graph specifies the execution order of the API function calls like the API call graph in Kinable and Kostakis (2011), Kong and Yan (2013), Xu et al. (2013) and Dam and Touili (2016). In addition, it records the links between the API functions’ parameters.

In order to compute an extended API call graph of a given program, we need to compute the relation between the program’s variables at the different control points. For instance if there is an instruction $x = y + z$ at control point $n$, we infer that at $n$,
depends on $y$ and $z$. Since in assembly, function parameters are passed by pushing them onto the stack before the call is made, to determine the relation between function arguments and the other variables of the program, we need to look into the program’s stack. To this aim, we model the program (given as a binary code) by a pushdown system (PDS). A PDS can be seen as a finite automaton equipped with a stack. The PDS stack allows to mimic the program’s stack. In order to be able to evaluate the dependence between the function arguments and the other variables of the program, we propose a new translation from binary code to PDSs different from the standard one (Song and Touili, 2016), where we push a pair $(x, n)$ into the PDS stack if at control point $n$, the variable $x$ is pushed (whereas in the standard translation, only the value of $x$ at point $n$ is pushed in the PDS stack). This allows to determine that this variable $x$ in the stack comes from control point $n$, which enables to evaluate the relation it has with the other variables of the program. Then, to compute the relation between the different variables and function arguments of the program, we represent potentially infinite configurations of programs (PDSs) using finite automata, and we adapt the PDS post* saturation procedure of Esparza et al. (2000) in order to compute an annotation function from which we can compute the variable dependence function at each control point of the program. This allows to compute the relation between program variables and function arguments, and thus, to compute the extended API call graph of the program. Note that, as far as we know, this is the first time that a malicious behaviour representation that takes into account data dependence between variables is computed in a static way. All the other works that we are aware of use dynamic analysis for this purpose. Therefore, they cannot determine all the possible relations between variables and function arguments, since dynamic analysis allows to consider only a limited, finite number of paths of the program, and might skip the malicious paths and consider only the benign ones, since malicious behaviours might appear after some time, or after user interaction. The only other work we are aware of that tries to compute such malicious representations in a static way is Macedo and Touili (2013). However, the static computation of Macedo and Touili (2013) is not precise, as it states that two variables are related if they have the same value, not if they depend on each other.

Then, given a set of extended API call graphs that correspond to malwares and a set of extended API call graphs corresponding to benign programs, our goal is to automatically extract an extended API graph that corresponds to the malicious behaviours of the malwares. This malicious extended API graph is meant to represent the parts of the extended API call graphs of the malwares that correspond to the malicious behaviours. We should extract the subgraphs able to distinguish the malicious extended API call graphs from the benign ones. Therefore, our purpose is to isolate the few relevant subgraphs from the nonrelevant ones. This problem can be seen as an information retrieval (IR) problem, where the goal is to retrieve relevant items and reject nonrelevant ones. The IR community has been working on this problem for a long time. It has a large amount of experience on how to efficiently retrieve information. Thus, following Dam and Touili (2016), we adapt the knowledge and experience of the IR community to our malicious behaviour extraction problem. One of the most popular and efficient techniques in the IR community is the TFIDF scheme that computes the relevance of each item in the collection using the TFIDF weight. This weight is computed from the occurrences of terms in a document and their appearances in other documents. We adapt this approach that was mainly applied for text and image retrieval for malicious extended API graph extraction. For that, we associate to each node and
each edge in the extended API call graphs of the programs of the collection a weight. Higher weight implies higher relevance. Then, we compute the malicious extended API graphs by taking edges and nodes that have the highest weights.

We implement our approach and evaluate it on a dataset of 2,249 benign programs and 4,035 malicious programs collected from Vx Heaven (vxheaven.org) and VirusShare.com. We first applied our tool to automatically extract an extended malicious API graph from a set of 2,124 malwares and 1,009 benign programs. The obtained extended malicious API graph is then used for malware detection on a test set of 1,911 malwares and 1,240 benign programs. We obtained a detection rate of 95.6% and 0 false alarms, whereas in the approach of Dam and Touili (2016) based on API call graphs, false alarms can reach more than 10%. This shows the efficiency of our techniques and the importance of using extended API call graphs, rather than API call graphs. This paper is an extended version of the conference papers (Dam and Touili, 2018, 2016).

2 Related work

Schultz et al. (2001), Kolter and Maloof (2004), Gavrilut et al. (2009), Tahan et al. (2012) and Khammas et al. (2015) apply machine learning techniques for malware classification. All these works use either a vector of bits (Schultz et al., 2001; Gavrilut et al., 2009) or n-grams (Kolter and Maloof, 2004; Tahan et al., 2012; Khammas et al., 2015) to represent a program. Such vector models allow to record some chosen information from the program, they do not represent the program’s behaviours. Thus they can easily be evaded by standard obfuscation techniques, whereas the representation of our extended API graph is more precise and represents the behaviour of programs via API calls and can thus resist to several obfuscation techniques.

Ravi and Manoharan (2012) uses sequences of API function calls to represent programs and learn malicious behaviours. Each program is represented by a sequence of API functions which are captured while executing the program. Similarly, Kruegel et al. (2003) also takes into account the system calls in the program. However, they only consider the length of the string arguments and the distribution of characters in the string arguments as features for their learning models. Rieck et al. (2008) uses as model a string that records the number of occurrences of every function in the program’s runs. Our model is more precise and more robust than these representations as it allows to take into account several API function sequences in the program while keeping the order of their execution. Moreover, Ravi and Manoharan (2012), Kruegel et al. (2003) and Rieck et al. (2008) use dynamic analysis to extract a program’s representation. Our extended API graph extraction is done in a static way.

Dam and Touili (2016), Cheng et al. (2013), Santos et al. (2013), Shafiq et al. (2009), Canzanese et al. (2015), Ye et al. (2009), Khammas et al. (2015), Lin et al. (2015), Baldangombo et al. (2013), Masud et al. (2008) and Kapoor and Dhavale (2016) apply IR for malware detection. The TFIDF weighting scheme is used in Cheng et al. (2013) to compute the set of API functions that are relevant for malwares. This scheme is also used in Santos et al. (2013) to compute the set of relevant sequences of opcodes. Our malicious graph specifications are more robust since they take into account sequences of API function calls. As for Baldangombo et al. (2013), Lin et al. (2015), Masud et al. (2008), Ye et al. (2009), Khammas et al. (2015), Kapoor and Dhavale (2016), Shafiq et al. (2009) and Canzanese et al. (2015), they use IR techniques to reduce the
size of the program’s representation by removing the irrelevant information. These works do not use IR techniques for malicious behaviour extraction. Dam and Touili (2016) applies the TFIDF weighting scheme to extract API call graphs as malicious behaviours. These graphs are less precise than our extended API call graphs, as they consider only the execution order between API functions, they do not consider neither the parameter values, nor the data dependence between the functions’ arguments. In Section 8, we give experimental evidence that shows that our approach is better than the one of Dam and Touili (2016).

Using a graph representation, Anderson et al. (2011) takes into account the order of execution of the different instructions of the programs (not only API function calls). Our extended API call graph representation is more robust. Indeed, considering all the instructions in the program makes the representation very sensitive to basic obfuscation techniques. Kinable and Kostakis (2011), Kong and Yan (2013) and Xu et al. (2013) use graphs where nodes are functions of the program (either API functions or any other function of the program). Such representations can easily be fooled by obfuscation techniques such as function renaming. Moreover, these approaches do not extract the malicious behaviours while we are able to extract malicious behaviours.

Christodorescu et al. (2007), Fredrikson et al. (2010), Macedo and Touili (2013), Elhadi et al. (2013) and Nikolopoulos and Polenakis (2016) represent programs using graphs similar to our extended API call graphs. However, Christodorescu et al. (2007), Fredrikson et al. (2010) and Elhadi et al. (2013) use dynamic analysis to compute the graphs, whereas our graph extraction is made statically. Dynamic analysis is not precise enough since it allows to consider only a finite number of paths of the program, whereas static analysis (as we do) is much more precise as it takes into account all programs paths. Macedo and Touili (2013) tries to compute the graphs corresponding to the malicious behaviours in a static way. However, the malicious behaviour representation and the static computation of Macedo and Touili (2013) are not precise, as they state that two variables are related if they have the same value, not if they depend on each other. Our representation is more precise since we take into account the data dependence relation between the arguments (not only their values). Indeed, it might be the case that two arguments have the same values in the program whereas they do not depend on each other. Our technique allows to perform static analysis to compute the data dependence relation in the program without comparing the values of the arguments. On the other hand, Christodorescu et al. (2007), Fredrikson et al. (2010) and Macedo and Touili (2013) use graph mining algorithms to compute the subgraphs that belong to malwares and not to benign programs and they assume that these correspond to malicious behaviours. We do not make such assumption as two malwares may not have any common subgraphs.

Nikolopoulos and Polenakis (2016) use a kind of an API call graph, where each node corresponds to a group of API function calls. Our graphs are more precise since we do not group API functions together. Moreover, Nikolopoulos and Polenakis (2016) uses dynamic analysis to extract graphs, whereas our techniques are static.

As for Bhatkar et al. (2006), they consider data relations between functions’ arguments to characterise malicious behaviours. This approach is less precise than ours since it does not take into account API function names. Moreover, Bhatkar et al. (2006) is based on dynamic analysis to compute such data flow relation, whereas we compute the data relation in a static way.
Outline: In Section 3, we present our new translation from binary programs to PDSs. Section 4 defines the data dependence relation that gives the link between the different variables and function parameters of the program. We present our algorithm to compute this data dependence relation in Section 5. Extended API call graphs are defined in Section 6. We present our TFIDF algorithm to automatically extract an extended API call graph from a set of malicious and benign programs in Section 7. Section 8 reports our experimental results. Section 9 presents some malicious behaviours automatically extracted by our tool and Section 10 concludes.

3 Modelling binary programs

In this section, we show how to build a PDS from a binary program. We suppose we are given an oracle $O$ that extracts from the binary program a control flow graph (CFG) equipped with information about the values of the registers and the memory locations at each control point of the program. In our implementation, we use Jakstab (Kinder and Veith, 2008) and IDA Pro (Eagle, 2011) to get this oracle. Our translation from a binary code to a PDS is different from the standard one (Song and Touili, 2016): we push a pair $(x, n)$ into the PDS stack if at control point $n$, the variable $x$ is pushed [whereas in the standard translation of Song and Touili (2016), the value of $x$ at control point $n$ is pushed in the PDS stack]. This allows to determine that this variable $x$ in the stack comes from control point $n$, which enables to evaluate the relation it has with the other variables of the program. Note that pushing such a pair $(x, n)$ is crucial to determine the data dependence relation between the function parameters of the program. Indeed, in assembly, function parameters are passed by pushing them onto the stack before the call is made. Thus, to determine the relation between function arguments and the other variables of the program, we need to retrieve these arguments from the stack, and determine on what variables do they depend. This can be achieved by pushing pairs of the form $(x, n)$ onto the PDS stack.

3.1 Control flow graphs

A CFG is a tuple $G = (N, I, E)$, where $N$ is a finite set of nodes, $I$ is a finite set of assembly instructions in a program, and $E : N \times I \times N$ is a finite set of edges. Each node corresponds to a control point (a location) in the program. Each edge connects two control points and is associated with an assembly instruction. An edge $(n, i, n')$ in $E$ expresses that in the program, the control point $n$ is followed by the control point $n'$ and is associated with the instruction $i$. We write $n \xrightarrow{i} n'$ to express that $i$ is an instruction from control point $n$ to control point $n'$, i.e., that $(n, i, n') \in E$.

Let $p_0$ be the entry point of the program. If there exist edges $(p_0, i_1, p_1), (p_1, i_2, p_2), \ldots, (p_{k-1}, i_k, p_k)$ in the CFG, then $\rho = i_1, i_2, \ldots, i_k$ is a path leading from $p_0$ to $p_k$, we write $p_0 \xrightarrow{i_1} p_1 \xrightarrow{i_2} p_2 \ldots \xrightarrow{i_{k-1}} p_{k-1} \xrightarrow{i_k} p_k$ or $p_0 \xrightarrow{\rho} p_k$.

Let $X$ be the set of data region names used in the program. From now on, we call elements in $X$ variables. Given a binary program, the oracle $O$ computes a corresponding CFG $G$ equipped with information about the values of the variables at each control point of the program: for every control point $n$ and every variable $x$ of the program, $O(n)(x)$ is an overapproximation of the possible values of variable $x$ at control point $n$. 

A PDS (Bouajjani et al., 1997) is a tuple $\mathcal{P} = (P, \Gamma, \Delta)$, where $P$ is a finite set of control locations, $\Gamma$ is the stack alphabet, $\Delta \subseteq (P \times \Gamma) \times (P \times \Gamma^*)$ is a finite set of transition rules.

A configuration $\langle p, \omega \rangle$ of $\mathcal{P}$ is an element of $P \times \Gamma^*$. We write $\langle p, \gamma \rangle \hookrightarrow \langle q, \omega \rangle$ instead of $\{(p, \gamma), (q, \omega)\} \in \Delta$. The successor relation $\sim_\mathcal{P} \subseteq (P \times \Gamma^*) \times (P \times \Gamma^*)$ is defined as follows: if $\langle p, \gamma \rangle \hookrightarrow \langle q, \omega \rangle$, then $\langle p, \gamma \omega' \rangle \sim_\mathcal{P} \langle q, \omega' \rangle$ for every $\omega' \in \Gamma^*$. A path of the PDS is a sequence of configurations $c_1, c_2, \ldots$ such that $c_{i+1}$ is an immediate successor of the configuration $c_i$, i.e., $c_i \sim_\mathcal{P} c_{i+1}$, for every $i \geq 1$. Let $\sim_\mathcal{P}^* \subseteq (P \times \Gamma^*) \times (P \times \Gamma^*)$ be the transitive and reflexive relation of $\sim_\mathcal{P}$ such that for every $c, c' \in P \times \Gamma^*$, $c \sim_\mathcal{P} c'$ iff there exists $c'' \in P \times \Gamma^*$: $c \sim_\mathcal{P} c''$ and $c'' \sim_\mathcal{P} c'$. For every set of configurations $C \subseteq 2^{P \times \Gamma^*}$, let $\text{post}^*(C) = \{c \in P \times \Gamma^* \mid \exists c' \in C : c' \sim_\mathcal{P}^* c\}$ be its set of successors.

To finitely represent (potentially) infinite sets of configurations of PDSs, we use multi-automata: given a PDS $\mathcal{P} = (P, \Gamma, \Delta)$, a multi-automaton (MA) is a tuple $\mathcal{M} = (Q, \Gamma, \delta, Q_0, Q_F)$, where $Q$ is a finite set of states, $\delta : Q \times \Gamma \times Q$ is a finite set of transition rules, $Q_0 \subseteq Q$ is a set of initial states corresponding to the control locations $P$, $Q_F \subseteq Q$ is a finite set of final states. Let $\rightarrow_{\delta} : Q \times \Gamma^* \times Q$ be the transition relation such that for every $q \in Q$, $q \xrightarrow{\delta} q'$ if and only if there exists $c'' \in P \times \Gamma^*$: $c \sim_\mathcal{P} c''$ and $c'' \sim_\mathcal{P} c'$. A configuration $\langle p, \omega \rangle \in P \times \Gamma^*$ is accepted by $\mathcal{M}$ iff $p \xrightarrow{\delta} q$ for some $q \in Q_F$. A set of configuration $C \subseteq P \times \Gamma^*$ is regular iff there exists a MA $\mathcal{M}$ such that $\mathcal{M}$ exactly accepts the set of configurations $C$. Let $L(\mathcal{M})$ be the set of configurations accepted by $\mathcal{M}$.

### 3.3 From CFGs to PDSs

Let $\textbf{X}$ be the set of data region names used in the program. From now on, we call elements in $\textbf{X}$ variables. Given a binary program, the oracle $\mathcal{O}$ computes a corresponding CFG $G = (N, I, E)$ equipped with information about the values of the variables at each control point of the program: for every control point $n$ and every variable $x$ of the program, $\mathcal{O}(n)(x)$ is an overapproximation of the possible values of variable $x$ at control point $n$.

We define the PDS $\mathcal{P} = (P, \Gamma, \Delta)$ corresponding to the CFG $G = (N, I, E)$ as follows. We suppose w.l.o.g. that initially, $\mathcal{P}$ has $\triangleright$ in its stack.

- The set of control points $P$ is the set of nodes $N \cup N'$ where $N'$ is a finite set,
- $\Gamma$ is the smallest subset of $\textbf{X} \times N \cup \{\tau\} \cup \{\triangleright\} \cup \mathbb{Z} \times \{\top\}$, where $\textbf{X}$ is the set of variables of the program and $\mathbb{Z}$ is the set of integers, satisfying the following:
  
  \begin{itemize}
    \item If $n \xrightarrow{\text{push}} x$, where $x$ is a variable, then $(x, n) \in \Gamma$ ($x$ is pushed into the stack at control point $n$).
    \item If $n \xrightarrow{\text{push}} c$, where $c$ is a constant, then $(c, \top) \in \Gamma$ (the constant $c$ is pushed into the stack).
    \item If $n \xrightarrow{\text{call}} \tau$, then $n' \in N$ then $(n', \top) \in \Gamma$ (the return address $n'$ is pushed into the stack).
  \end{itemize}
• The set of rules $\Delta$ contains transition rules that mimic the program’s instructions: for every $(n, i, n') \in E$ and $\gamma \in \Gamma$:

- $\alpha_1$ If $i$ is pop $x$, add the transition rule $\langle n, \gamma \rangle \langle n', \epsilon \rangle \in \Delta$. This rule pops the topmost symbol from the stack and moves the program’s control point to $n'$.

- $\alpha_2$
  
  a) If $i$ is push $x$, where $x$ is a variable, add the transition rule $\langle n, \gamma \rangle \langle n', (x, n)\gamma \rangle \in \Delta$: $(x, n)$ is pushed to the stack. This allows to record that $x$ was pushed at control point $n$.
  
  b) If $i$ is push $c$, where $c$ is a constant, add the transition rule $\langle n, \gamma \rangle \langle n', (c, \top)\gamma \rangle \in \Delta$: $(c, \top)$ is pushed to express that a constant does not depend on any other value.

- $\alpha_3$ If $i$ is sub esp, $c$. Here, $c$ is the number in bytes by which the stack pointer esp is decremented. This amounts to push $k = c/4$ symbols into the stack. Then, we would like to add the transition rule $\langle n, \gamma \rangle \langle n', \tau\gamma \rangle \in \Delta$: we push $k$ $\tau$’s because we do not have any information about the content of the memory region above the stack. For technical reasons, we require that the rules of the PDS are of the form $\langle p, \gamma \rangle \langle p', w \rangle$, where $|w| \leq 2$. This is needed in the saturation procedure, but this is not a restriction, since any PDS can be transformed into a PDS that satisfies this constraint (Schwoon, 2002). Thus, instead of adding the above rule to push $k$ $\tau$’s, we add the following rules to $\Delta$: $\langle n, \gamma \rangle \langle n'_1, \tau\gamma \rangle$, for every $1 < i < k$, $\langle n'_{i-1}, \tau \rangle \langle n'_i, \tau\tau \rangle$, and $\langle n'_{k-1}, \tau \rangle \langle n'_k, \tau\tau \rangle$, where $n'_i \in N'$, for $1 \leq i \leq k$.

- $\alpha_4$ If $i$ is jmp $x$, we add the transition rule $\langle n, \gamma \rangle \langle n_x, \gamma \rangle \in \Delta$ for every $n_x \in O(n)(x)$, where $O(n)(x)$ is the set of possible values of $x$ at control point $n$. This rule moves the program’s control point to all the possible addresses that can be values of $x$.

- $\alpha_5$ If $i$ is cjump $x$ where cjump denotes a conditional jump instruction (je, jg, jz, etc.), we add two transition rules $\langle n, \gamma \rangle \langle n_x, \gamma \rangle \in \Delta$ for every $n_x \in O(n)(x)$ where $O(n)(x)$ is the set of possible values of $x$ at control point $n$, and $\langle n, \gamma \rangle \langle n', \gamma \rangle \in \Delta$. The first rule moves the program’s control point to all possible control points $n_x$ (case where the condition is satisfied). The second rule moves the program’s control point to $n'$ (case where the condition is not satisfied).

- $\alpha_6$ If $i$ is call $f$ is a call to a function $f$. Let $e_f$ be the entry point of the function $f$. We add the transition rule $\langle n, \gamma \rangle \langle e_f, \langle n', \top \rangle \gamma \rangle \in \Delta$. This rule moves the program’s control point to the point $e_f$ and pushes $\langle n', \top \rangle$: $n'$ is the return address of the call. $\top$ expresses that it does not depend on other variables of the program since it is a control point.

- $\alpha_7$ If $i$ is ret. Let $addr$ be the return address of the function containing this return. We add the transition rules $\langle n, \gamma \rangle \langle addr, \epsilon \rangle \in \Delta$, for $\gamma$ of the form $\gamma = \langle addr, \top \rangle$, corresponding to a return address. As for $\gamma = \langle x, n'' \rangle$ where $x$ is a variable pushed into the stack at $n''$, for every $addr' \in O(n'')(x)$, we add the transition rules $\langle n, \gamma \rangle \langle addr', \epsilon \rangle \in \Delta$. These rules move the
program’s control point to the return address of the function call and pop the topmost symbol from the stack.

\[ \alpha_8 \] If \( i \) is \textit{add esp}, \( c \). Here, \( c \) is the number in bytes by which the stack pointer \( \text{esp} \) is incremented. This amounts to pop \( k = c/4 \) symbols from the stack. Then, we add to \( \Delta \) the transition rules \( \langle n, \gamma \rangle \langle n'_1, \epsilon \rangle, \langle n'_{i-1}, \gamma \rangle \langle n'_i, \epsilon \rangle \) for every \( 1 < i < k \) and \( \langle n'_{k-1}, \gamma \rangle \langle n', \epsilon \rangle \). These rules move the program’s control point from \( n \) to \( n' \) and pop the \( k \) topmost symbols from the stack.

\[ \alpha_9 \] If \( i \) is any instruction which does not change the stack, we add the transition rules \( \langle n, \gamma \rangle \langle n', \gamma \rangle \in \Delta \). This rule move the program’s control point from \( n \) to \( n' \) without changing the stack.

4 The data dependence relation

As mentioned previously, to be able to compute the extended API call graph of a program, we first need to determine the dependence between variables and function arguments at the different control points of the program. To this aim, we define in this section a data dependence relation that evaluates such variable dependence.

From now on, let us fix \( G = (N, I, E) \) as the CFG of the program and \( P = (P, \Gamma, \Delta) \) its corresponding PDS (as described in Subsection 3.3). Let \( \mathbb{Z} \) be the set of integers, \( X = X_{\text{global}} \cup X_{\text{local}} \) be the program’s set of variables, where \( X_{\text{global}} \) is the set of variables that are used in the whole program, and \( X_{\text{local}} \) is the set of local variables of the program’s functions that are used only in the scope of functions (parameters of functions are local variables, while registers are global variables). The data dependence function is defined as follows: \( \text{Dep} : N \times X \rightarrow 2^{(X \times \mathbb{N}) \cup (\mathbb{Z} \times \{\top\})}, \) s.t.:

- \( (y, p') \in \text{Dep}(p, x) \) means that the variable \( x \) at the location \( p \) depends on the variable \( y \) at the location \( p' \), i.e., there exists a path from control point \( p' \) to control point \( p \) on which the value of \( x \) at \( p \) depends on the value of \( y \) at \( p' \), i.e., \( y \) is defined (assigned a value) at point \( p' \), and from \( p' \) to \( p \), there is no definition of \( y \), i.e., \( y \) is not assigned any other value from \( p' \) to \( p \).
- \( (c, \top) \in \text{Dep}(p, x) \) means that the variable \( x \) at the location \( p \) depends on the constant value \( c \). \( \top \) in the pair \( (c, \top) \) indicates that \( c \) is a constant value in the program.

We assume that there is no instruction leading to the entry point \( p_0 \) of the program. The data dependence function of any variable \( x \) at \( p_0 \) is \( \text{Dep}(p_0, x) = \emptyset \), since initially the variable \( x \) does not depend on any other variable.

Let \( \rho = i_1, i_2, \ldots, i_k \) be a path of instructions leading to the location \( p_k \) from the entry point \( p_0 \): \( p_0 \xrightarrow{i_1} p_1 \xrightarrow{i_2} p_2 \cdots p_{k-1} \xrightarrow{i_k} p_k \). We define \( \text{Dep}_\rho(p_k, x) \), the data dependence function of \( x \) at the location \( p_k \) on the path \( \rho \) as follows:

- Initially \( \text{Dep}_\rho(p_0, x) = \emptyset \).
- If \( i_k \) is an assignment of \( x \) to \( c \), the variable \( x \) depends on the constant \( c \) on this path: \( \text{Dep}_\rho(p_k, x) = \{(c, \top)\} \), and for every variable \( y \in X \setminus \{x\} \), \( \text{Dep}_\rho(p_k, y) = \text{Dep}_\rho(p_{k-1}, y) \).
• If $i_k$ is an assignment of $x$ to an expression $\text{exp}(y_1 \ldots y_m)$ (this denotes an expression that uses the variables $y_1, \ldots, y_m$), the variable $x$ is defined at $p_{k-1}$ and depends on every variable $y_j$ in this expression $\text{exp}$.

$\text{Dep}_P(p_k, x) = \{(x, p_{k-1})\} \cup \{(y_j, p_l) \mid 1 \leq j \leq m \text{ such that } y_j \text{ is defined at location } p_l, 1 \leq l \leq k-1 \text{ and there is no assignment to } y_j \text{ between } p_l \text{ and } p_{k-1} \text{ on the path } p\}$. Moreover, for every variable $y \in X \setminus \{x\}$, $\text{Dep}_P(p_k, y) = \text{Dep}_P(p_{k-1}, y)$.

• If $i_k$ is $\text{pop } x$, the variable $x$ is defined at $p_{k-1}$ and depends on the value on the top of the program’s stack.

There are two cases:

1. If the value on the top of the stack was pushed by an instruction of the form $\text{push } y$ at control point $p_l$, $1 \leq l \leq k-1$, for a variable $y$, then $\text{Dep}_P(p_k, x) = \text{Dep}_P(p_l, y)$. This case corresponds to the situation where the topmost symbol of the PDS $P$ stack corresponding to this execution is $(y, p_l)$.

2. If the value on the top of the stack was pushed by an instruction of the form $\text{push } c$ at control point $p_l$, $1 \leq l \leq k-1$, for a constant $c$, then $\text{Dep}_P(p_k, x) = \{(c, \top)\}$. This case corresponds to the situation where the topmost symbol of the PDS $P$ stack corresponding to this execution is $(c, \top)$.

Moreover, $\text{Dep}_P(p_k, y) = \text{Dep}_P(p_{k-1}, y)$, for every variable $y \in X \setminus \{x\}$.

• If $i_k$ is call $f(v_1 \ldots v_m)$. The location $p_k$ is the return address of the function call. Since the call to $f$ is made at $p_{k-1}$, the program will execute the function $f$ first, i.e., will move the control point to the entry point $e_f$ of the function $f$, and then after the execution of the function $f$, by the return statement, the program will move the control point from the exit point $x_f$ of the function $f$ to the return address $p_k$ of this call. Since the arguments in the call to $f$ are pushed into the stack, the parameters of the function $f$ depend on the corresponding arguments in the stack, i.e., the topmost $m$ values in the stack correspond to these arguments.

At the entry point $e_f$, every parameter $v_h \ (1 \leq h \leq m)$ of the function $f$ depends on the corresponding arguments on the stack. There are two cases for every argument $v_h, \ (1 \leq h \leq m)$:

1. If the $h_{\text{th}}$ element on top of the stack was pushed by an instruction of the form $\text{push } y_h$ at control point $p_l$, $1 \leq l \leq k-1$, for a variable $y_h$, then $\text{Dep}_P(e_f, v_h) = \text{Dep}_P(p_l, y_h)$. This case corresponds to the situation where the $h_{\text{th}}$ symbol of the PDS $P$ stack corresponding to this execution is $(y_h, p_l)$.

2. If the $h_{\text{th}}$ element on the top of the stack was pushed by an instruction of the form $\text{push } c$ at control point $p_l$, $1 \leq l \leq k-1$, for a constant $c$, then $\text{Dep}_P(e_f, v_h) = \{(c, \top)\}$. This case corresponds to the situation where the $h_{\text{th}}$ symbol of the PDS $P$ stack corresponding to this execution is $(c, \top)$.

Moreover, $\text{Dep}_P(e_f, y) = \text{Dep}_P(p_{k-1}, y)$, for every variable $y \in X \setminus \{v_h\}_{1 \leq h \leq m}$.

At the return address $p_k$ (the return statement at $x_f$ moves the program’s control point to $p_k$),
Dep
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For the other cases where the variable $x$ is not changed by the instruction $i_k$,
$\text{Dep}_p(p_k, x) = \text{Dep}_p(p_{k-1}, x)$.

Let $x \in X$ be a variable and $p$ be a location in the program. Let $\rho_j$ $(1 \leq j \leq s)$ be all the paths leading from the entry point $p_0$ to $p$ in the program $(p_0 \rightarrow p_j, p)$. The data dependence function of variable $x$ at the location $p$ is defined as follows:

$$\text{Dep}(p, x) = \bigcup_{1 \leq j \leq s} \text{Dep}_{p_j}(p, x).$$

5 Computing the data dependence relation

As described in Subsection 3.2, we use regular languages and multi-automata (MA) to describe potentially infinite sets of configurations of PDSs. Let $\mathcal{A} = (Q, \Gamma, \delta, Q_0, Q_F)$ be a MA of the PDS $\mathcal{P} = (P, \Gamma, \Delta)$, where $Q = P \cup \{q_F\}$, $Q_0 = \{p_0\}$ ($p_0$ is the entry point of the program), $Q_F = \{q_F\}$ and $\delta = \{(p_0, z, q_F)\}$. Initially, the stack is empty (it only contains the initial special stack symbol $\sharp$). $\mathcal{A}$ accepts the initial configuration of the PDS $(p_0, z)$. We can compute an MA $\mathcal{A}' = (Q', \Gamma, \delta', Q_0, Q_F)$ that accepts $\text{post}^*(p_0, z)$. $\mathcal{A}'$ is obtained from $\mathcal{A}$ by the following procedure of Esparza et al. (2000): Initially, $\delta' = \delta$.

- For every transition rule $(p, \gamma) \rightarrow (p', \gamma') \in \Delta$, we add a new state $p'\gamma$, and a new transition rule $(p', \gamma', \gamma'' \delta)$ into $\delta'$.

- We add new transitions into $\delta'$ by the following saturation rules: For every $(p, \gamma, q) \in \delta'$:

1. If $(p, \gamma) (p', \gamma') \in \Delta$, add the new transition $(p\gamma', q) \in \delta'$.
2. If $(p, \gamma) (p', \gamma') \in \Delta$, add the new transition $(p\gamma', q) \in \delta'$.
3. If $(p, \gamma) (p', \gamma) \in \Delta$, then for every transition $(q, \gamma', q') \in \delta'$, add the new transition $(p\gamma', q') \in \delta'$.

We will annotate the transitions $\delta'$ of $\mathcal{A}'$ by an annotation function $\theta$, s.t. for every control point $p$, and every transition rule $t = (p, \gamma, q) \in \mathcal{A}'$, for every variable $x \in X$, $(x', p') \in \theta(t)(x)$ (resp. $(c, T) \in \theta(t)(x)$) expresses that there exists $w \in \Gamma^*$, $q \xrightarrow{w} \delta' c q_F$, such that in at least one of the paths leading from the initial configuration $(p_0, z)$ to $(p, \gamma w)$, the value of the variable $x$ at the configuration $(p, \gamma w)$ depends on the value of the variable $x'$ at the control point $p'$ (resp. depends on the constant value $c$).

For every $t$ in $\delta'$, let then $\theta(t) : X \rightarrow \mathcal{S}(\Gamma \times X)^*, (Z \times T)^*$ be a kind of dependence function. We compute these functions according to the following rules:
Initially, for every transition rule $t = (p, \gamma, q) \in \Delta'$, let $\theta(t)(y) = \emptyset$ for every $y \in X$.

If $(p, \gamma) \langle p', \gamma' \rangle \in \Delta$. Then, by the above saturation procedure, for every $t = (p, \gamma, q)$ in $\Delta'$, $t' = (p', \gamma', q)$ is also in $\Delta'$. Let $i$ be the program instruction corresponding to this rule ($i$ is an instruction from control point $p$ to $p': p \xrightarrow{i} p'$).

There are two cases, depending on whether $i$ is an assignment or not:

1. If $i$ is not an assignment, then $\theta(t') := \theta(t) \cup \theta(t')$.

2. If $i$ is an assignment of the variable $y \in X$, then $\theta(t')$ is computed as follows:

   - If $i$ is an assignment of $y$ to a constant value such that $y := c$, e.g., $\text{mov} \ y, c$ or $\text{lea} \ y, c$, etc. then $\theta(t')(y) := \theta(t')(y) \cup \{(c, \top)\}$.

   - If $i$ is an assignment to an expression $\exp$ such that $y := \exp$, e.g., $\text{mov} \ y, y'$ or $\text{add} \ y, y'$, etc. then $\theta(t')(y) := \theta(t')(y) \cup \{(y, p)\} \cup \bigcup_{y' \in \text{Var}(\exp)} \theta(t)(y')$, where $\text{Var}(\exp)$ is the set of variables used in the expression $\exp$.

If $(p, \gamma) \langle p', \gamma' \rangle \in \Delta$ is a rule corresponding to an instruction $i$ of the form $\text{push} \ y$ or $\text{sub} \ \exp, x$ (where $p \xrightarrow{i} p'$). Then, by the saturation procedure, for every $t = (p, \gamma, q) \in \Delta'$, $t' = (p', \gamma', p', q)$ and $t'' = (p', \gamma'', q)$ are in $\Delta'$. Then $\theta(t')$ and $\theta(t'')$ are computed as follows:

1. For every $y \in X$, $\theta(t')(y) := \theta(t')(y) \cup \theta(t)(y)$.

2. For every $y \in X$, $\theta(t'')(y) := \theta(t'')(y) \cup \theta(t)(y)$.

If $(p, \gamma) \langle e_f, \gamma' \rangle \in \Delta$ is a rule corresponding to an instruction $i$ of the form $\text{call} \ f(v_1 \ldots v_m)$ (where $p \xrightarrow{i} p'$). Then, by the saturation procedure, for every $t = (p, \gamma, q) \in \Delta'$, $t' = (e_f, \gamma', e_f, \gamma)$ and $t'' = (e_f, \gamma, q)$ are in $\Delta'$ where $\gamma' = (p', T)$ (rule $\alpha_k$). $f$ has $m$ arguments that should be taken from the stack.

Let then $d$ be the number of different prefixes of length $m$ of accepting paths in the MA $A'$ starting from the transition $t$. Let $\gamma_1^{j_1}, \ldots, \gamma_m^{j_m}$, for $j, 1 \leq j \leq d$, be such prefixes ($\gamma_1^{j} = \gamma$ for every $j, 1 \leq j \leq d$). (This means that for the path $j$ in $A'$, $\gamma_k^{j}$ is the $k^\text{th}$ symbol on the stack, i.e., the $k^\text{th}$ argument of $f$, for $k, 1 \leq k \leq m$). Then, $\gamma_k^{j}$ is either of the form $(p_k^j, y_k^j)$, where $y_k^j \in X$ is a variable and $p_k^j \in P$ is a control point of the program; or of the form $(c_k^j, \top)$, where $c_k^j$ is a constant. If $\gamma_k^{j}$ is of the form $(p_k^j, y_k^j)$, $1 \leq k \leq m$, $1 \leq j \leq d$, let $t_{s_k^j}$, $1 \leq s_k^j \leq h_k^j$ be all transitions in $A'$ of the form $t_{s_k^j} = (p_k^j, \gamma_{s_k^j}, q_{s_k^j})$, i.e., be all transitions outgoing from $p_k^j$. Then $\theta(t')$ and $\theta(t'')$ are computed as follows:

1. For $1 \leq k \leq m$:

   $$\theta(t')(v_k) := \theta(t')(v_k) \cup \bigcup_{1 \leq j \leq d} \left( \bigcup_{\gamma_k^{j} = (p_k^j, y_k^j)} \theta(t_{s_k^j})(y_k^j) \right)$$
\[ \bigcup_{\gamma_k = (c_k, T)} \left\{ (c_k, T) \right\} \]

\[ \beta_{4.1} \quad \text{For every } y \in X_{\text{global}} \setminus \{v_k\}_{1 \leq k \leq m}, \theta(t')(y) := \theta(t')(y) \cup \theta(t)(y). \]

\[ \beta_{4.2} \quad \text{For every } y \in X_{\text{local}}, \theta(t''')(y) := \theta(t''')(y) \cup \theta(t)(y). \]

\[ \beta_5 \quad \text{If } \langle x_f, \gamma \rangle \langle addr, c \rangle \in \Delta \text{ is a rule corresponding to the return instruction } \text{ret} \text{ of the function } f (\alpha_f). \text{ Then, by the saturation procedure, for every } t^0 = (x_f, \gamma, q) \text{ and } t^1 = (q, \gamma', q') \text{ in } \delta', t^2 = (addr, \gamma', q') \text{ is in } \delta'. \theta(t^2) \text{ is computed as follows:} \]

\[ \beta_{5.0} \quad \text{For every } y \in X_{\text{global}}, \theta(t^2)(y) := \theta(t^2)(y) \cup \theta(t^0)(y). \]

\[ \beta_{5.1} \quad \text{For every } y \in X_{\text{local}}, \theta(t^2)(y) := \theta(t^2)(y) \cup \theta(t^1)(y). \]

\[ \beta_6 \quad \text{If } \langle p, \gamma \rangle \langle p', \epsilon \rangle \in \Delta \text{ is a rule corresponding to an instruction } i \text{ of the form } \text{pop } y \text{ (where } p \rightarrow p'). \text{ Then, by the saturation procedure, for every } t = (p, \gamma, q) \text{ and } t' = (q, \gamma', q') \text{ in } \delta', t'' = (p', \gamma', q') \text{ is in } \delta'. \theta(t'') \text{ is computed as follows:} \]

\[ \beta_{6.0} \quad \text{For every } y' \in X \setminus \{y\}, \theta(t''')(y') := \theta(t''')(y') \cup \theta(t)(y'). \]

\[ \beta_{6.1} \quad \text{If } \gamma \text{ is of the form } (c, \top), \text{ where } c \text{ is a constant, then } \theta(t'')(y) := \theta(t'')(y) \cup \{c, \top\}. \text{ Otherwise, if } \gamma \text{ is of the form } (p', y') \text{ where } y' \in X \text{ is a variable and } p'' \in P \text{ is a control point of the program, then let } t_k, 1 \leq k \leq j \text{ be all transitions in } A' \text{ of the form } t_k = (p'', \gamma_k, q_k), \text{ i.e., } t_k \text{ are all the outgoing transitions from } p''. \text{ This means that } \gamma_k \text{ is a possible topmost stack symbol at } p'''. \text{ Then} \]

\[ \theta(t'')(y) := \theta(t'')(y) \cup \bigcup_{1 \leq k \leq j} \theta(t_k)(y') \]

\[ \cup \bigcup_{\gamma_k = (c_k, T)} \left\{ (c_k, T) \right\}. \]

\[ \beta_6 \quad \text{If } \langle p, \gamma \rangle \langle p', \epsilon \rangle \in \Delta \text{ is a rule corresponding to an instruction } i \text{ of the form } \text{add } exp, x. \text{ Then, by the saturation procedure, for every } t = (p, \gamma, q) \text{ and } t' = (q, \gamma', q') \text{ in } \delta', t'' = (p', \gamma', q') \text{ is in } \delta'. \theta(t'') \text{ is computed as follows: for every } y' \in X, \theta(t''')(y') := \theta(t''')(y') \cup \theta(t)(y'). \]

5.1 Intuition

Let us give the intuition behind the above rules. Item \( \beta_0 \) initialises the \( \theta \) of all the transitions with the empty set. Then, \( \theta \) can be iteratively computed by applying items \( \beta_1, \ldots, \beta_6 \). The process terminates when for every transition \( t \), \( \theta(t) \) cannot be modified anymore.

Item \( \beta_1 \) deals with the case where there exist a transition rule \( \langle p, \gamma \rangle \langle p', \gamma' \rangle \) in the PDS and \( t = (p, \gamma, q) \) in \( A' \). By the saturation procedure described above, \( t' = (p', \gamma', q) \)
is in $\mathcal{A}'$. There are different cases depending on the nature of the instruction $i$ of the program that corresponds to the PDS rule $\langle p, \gamma \rangle \langle p', \gamma' \rangle$:

- If $i$ is not an assignment, then the dependence of the variables at $p'$ is the same as their dependence at $p$. This is expressed by item $\beta_{1,0}$. We write $\theta(t') := \theta(t) \cup \theta'(t')$, to express that the new value of $\theta(t')$ is equal to the old value of $\theta(t')$ (dependence of variables at $p'$) union $\theta(t)$ (dependence of variables at $p$).

- If $i$ is an assignment of $y$ to a constant value such that $y := c$, then at $p'$, $y$ depends on the constant $c$. Thus, item $\beta_{1,1,1}$ adds $(c, T)$ to $\theta(t')(y)$.

- If $i$ is an assignment to an expression $\text{exp}$ such that $y := \text{exp}$, then at $p'$, $y$ depends on the values of $y'$ at $p$, for every possible $y'$ used in the expression $\text{exp}$. Thus, item $\beta_{1,2}$ adds $\bigcup_{y' \in \text{Var}(\text{exp})} \theta(t)(y')$ to $\theta(t')(y)$. Since $y$ is defined at $p$, item $\beta_{1,1,2}$ adds also $(y, p)$ to $\theta(t')(y)$.

Item $\beta_2$ expresses that a push instruction does not change the dependence of variables: if the instruction $i$ from $p$ to $p'$ is a push, then for every variable $y$, the dependence of $y$ at $p'$ is the same as its dependence at $p$.

Item $\beta_3$ handles the case where there is a transition rule $\langle p, \gamma \rangle \langle c_f, \gamma' \gamma \rangle$ corresponding to an instruction $i$ of the form $\text{call } f(v_1 \ldots v_m)$ (where $p \rightarrow p'$). In this call, $f$ has $m$ arguments that should be taken from the stack. The $\gamma_j$s in item $\beta_3$ are the different stack symbols such that for $j, 1 \leq j \leq d, \gamma_1 \cdots \gamma_d$ is one of the possible prefixes of size $m$ of the stack content at point $p$ (there are $d$ possible such prefixes). Since arguments to functions are passed through the stack, for every possible stack content (every possible path) $j$, the value of the parameter $v_k$, $1 \leq k \leq m$, is taken from $\gamma_j$. There are two cases that are expressed by item $\beta_{3,0}$:

1. If $\gamma_j^i$ is of the from $(p_k, y_k^j)$, where $y_k^j \in X$ is a variable and $p_k \in P$ is a control point of the program, then $v_k$ depends on the value of $y_k^j$ at point $p_k$ (remember, the stack symbol $(p_k, y_k^j)$ expresses that $y_k^j$ was pushed into the stack at control point $p_k$). Thus, we need to determine the dependence of variable $y_k^j$ at control point $p_k$. This dependence is determined by the $\theta$ of the transitions that are outgoing from $p_k$. Therefore, we add $\bigcup_{\gamma_j^i=(p_k, y_k^j)} \left( \bigcup_{1 \leq s_k \leq t_{s_k}^j} \theta(t_{s_k}^j)(y_k^j) \right)$ to $\theta(t')(v_k)$, where $t_{s_k}^j$ are all the outgoing transitions of $\delta'$ at point $p_k$. Note that in the paths leading from $p_0$ to $p_k$, and then to $p$, we do not know what is the precise topmost symbol at $p_k$, this is why we consider the union of $\theta \left( t_{s_k}^j \right) (y_k^j)$ over all possible outgoing transitions $t_{s_k}^j$ at $p_k$. This overapproximates the dependence relation.

2. If $\gamma_j^i$ is of the from $(c_k, \top)$, where $c_k$ is a constant, then $v_k$ depends on the constant value $(c_k, \top)$. Thus, we add $\bigcup_{\gamma_j^i=(c_k, \top)} \{ (c_k, \top) \}$ to $\theta(t')(v_k)$.

Item $\beta_{3,1}$ expresses that, in $p'$, the values of the global variables that are not the function arguments are the same as in $p$.

Item $\beta_{3,2}$ expresses that the values of the local variables are the same as in $p$ after the call: we record in $t''$ the dependence relation of the local variables of the caller, so
that we can restore them when the function \( f \) returns: when \( \langle x, \gamma \rangle \langle \text{addr}, e \rangle \in \Delta \) is a rule corresponding to the return instruction \( \text{ret} \) of the function \( f \), item \( \beta_{4.1} \) recovers the dependence relation of the local variables after the call [these will be taken from the above \( \theta(t') \) since transitions \( t \in \text{item } \beta_1 \) correspond to transitions \( t'' \) in \text{item } \beta_3: they correspond to return points of the function call]; whereas item \( \beta_{4.0} \) updates the dependence relation of the global variables after the call (they are the same as in \( x_f \), i.e., as for the transition \( t' \)).

Item \( \beta_5 \) expresses that if \( \langle p, \gamma \rangle \langle p', e \rangle \in \Delta \) is a rule corresponding to a \( \text{pop y} \) instruction, then the values of all the variables that are different from \( y \) in \( p' \) are the same as in \( p \) (item \( \beta_{5.0} \)), whereas the value of \( y \) at \( p' \) depends on the topmost stack symbol \( \gamma \) at \( p \) (item \( \beta_{5.1} \)):

1. If \( \gamma \) is of the form \((c, \top)\), where \( c \) is a constant, then \( y \) at \( p' \) depends on \((c, \top)\).
2. If \( \gamma \) is of the form \((p'', y')\) where \( y' \in X \) is a variable and \( p'' \in P \) is a control point of the program, the value of \( y \) at \( p' \) depends on the value of \( y' \) at \( p'' \). [remember, the stack symbol \((p'', y')\) expresses that \( y' \) was pushed into the stack at control point \( p'' \)]. Thus, we need to determine the dependence of variable \( y' \) at control point \( p'' \). This dependence is determined by the \( \theta \) of the transitions that are outgoing from \( p'' \). Therefore, item \( \beta_{5.1} \) adds \( \bigcup_{t_k=(p_0,y_k)} \theta(t_k)(y') \) to \( \theta(t')(y) \), for all the transitions \( t_k \) that are outgoing from \( p'' \). Note that in the paths leading from \( p_0 \) to \( p'' \), and then to \( p \), we do not know what is the precise topmost symbol at \( p'' \), this is why we consider the union of \( \theta(t_k)(y') \) over all possible outgoing transitions \( t_k \) at \( p'' \). This overapproximates the dependence relation.

Item \( \beta_6 \) deals with the case where \( \langle p, \gamma \rangle \langle p', e \rangle \) is a rule corresponding to an instruction of the form \( \text{add esp}, x \): such an instruction does not change the value of any variable.

5.2 The data dependence function \( \text{Dep} \)

Then, we can show that for every location \( p \) and every variable \( x \), \( \text{Dep}(p, x) \) is overapproximated by the union over all the transitions \( t_j \) that are outgoing transitions from \( p \) of \( \theta(t_j)(x) \).

**Theorem 1:** Let \( p \) be a control point of the program. Let \( d \) be the number of transitions that are outgoing from \( p \) in the MA \( A' \). Let \( t_j = (p, \gamma_j, q_j) \in \delta' \) for every \( 1 \leq j \leq d \) be such transitions, then for every \( x \in X \)

\[
\text{Dep}(p, x) \subseteq \bigcup_{1 \leq j \leq d} \theta(t_j)(x).
\]

Intuitively, each transition \( t_j = (p, \gamma_j, q_j) \) in \( A' \) represents some reachable configurations \( C_j \) at control point \( p \), with \( \gamma_j \) as topmost stack symbol. Since the data dependence function \( \theta(t_j) \) associated with this transition represents an overapproximation of the data dependence on the paths leading from the entry point of the program \( p_0 \) to these reachable configurations \( C_j \), i.e., for every variable \( x \), \( \theta(t_j)(x) \) is an overapproximation of \( \text{Dep}_{p_0}(p, x) \) for all paths \( p \) leading to \( C_j \). Since all the reachable configurations at control point \( p \) are represented by all the transitions \( t_j \), \( 1 \leq j \leq d \), that are outgoing from \( p \), we have that \( \text{Dep}(p, x) \subseteq \bigcup_{1 \leq j \leq d} \theta(t_j)(x) \). To
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formally prove this theorem, we first need to prove the following lemma:

Lemma 1: Let \( \rho = i_1, i_2, \ldots, i_k \) be a path in the program leading to the control point \( p_k \) from \( p_0 \) such that \( p_0 \xrightarrow{i_1} p_1 \xrightarrow{i_2} \cdots \xrightarrow{i_{k-1}} p_k \). Each instruction \( i_j \) in \( \rho \) \((1 \leq j \leq k)\) corresponds to a PDS rule of the form \( \langle p_{j-1}, \gamma_{j-1} \rangle \leftrightarrow \langle p_j, \omega_j \rangle \). Let \( t_j = (p_j, \gamma_j, q_j) \), \( 1 \leq j \leq k \), be a transition added by the saturation procedure to \( A' \) because of the rule \( \langle p_{j-1}, \gamma_{j-1} \rangle \leftrightarrow \langle p_j, \omega_j \rangle \). For every \( x \in X \), we have \( Dep_\rho(p_k, x) \subseteq \theta(t_k)(x) \).

Proof: Let \( \rho = i_1, i_2, \ldots, i_k \) be a path leading to \( p_k \) from \( p_0 \). Let \( \langle p_{j-1}, \gamma_{j-1} \rangle \leftrightarrow \langle p_j, \omega_j \rangle, 1 \leq j \leq k \), be a PDS rule corresponding to the instruction \( i_j \). Let \( t_j = (p_j, \gamma_j, q_j) \), \( 1 \leq j \leq k \), be a transition added to \( A' \) by the saturation procedure because of the rule \( \langle p_{j-1}, \gamma_{j-1} \rangle \leftrightarrow \langle p_j, \omega_j \rangle \). Let \( x \in X \) be a variable in the program. We will show that \( Dep_\rho(p_k, x) \subseteq \theta(t_k)(x) \) by induction on \( k \).

5.2.1 Base case

\( k = 1, \rho = i_1 \). Initially, \( \langle p_0, \sharp, q_F \rangle \) is the only transition in \( A' \). There are different cases depending on the nature of the instruction \( i_1 \).

1 \( i_1 \) is an assignment of \( x \) to a constant \( c \). By the definition of the data dependence relation in Section 4, we have

\[
Dep_\rho(p_1, x) = \{(c, \top)\}. \tag{1}
\]

Since the instruction \( i_1 \) is an assignment and initially \( \langle p_0, \sharp, q_F \rangle \) is the only transition in \( A' \), \( \omega_1 = \sharp \), i.e., the PDS rule corresponding to \( i_1 \) is \( \langle p_0, \sharp \rangle \leftrightarrow \langle p_1, \sharp \rangle \) by the rules in Subsection 3.3. By the saturation procedure in Section 5, since there is the transition \( t_0 = \langle p_0, \sharp, q_F \rangle \) in \( A' \), the transition \( t_1 = \langle p_1, \sharp, q_F \rangle \) is added to \( A' \). By item \( \beta_{1.1.1} \), we get

\[
\theta(t_1)(x) := \theta(t_1)(x) \cup \{(c, \top)\}. \tag{2}
\]

Thus, from Sections 1 and 2 we get \( Dep_\rho(p_1, x) \subseteq \theta(t_1)(x) \).

Moreover, by the definition in Section 4, we have for every \( y \in X \setminus \{x\} \)

\[
Dep_\rho(p_1, y) = Dep_\rho(p_0, y). \tag{3}
\]

By the definition in Section 4, since \( p_0 \) is the entry point of the program, we get \( Dep_\rho(p_0, y) = \emptyset \). Therefore, we get \( Dep_\rho(p_1, y) \subseteq \theta(t_1)(y) \).

2 \( i_1 \) is an assignment of \( x \) to an expression \( exp(y_1, \ldots, y_m) \). By the definition in Section 4, \( Dep_\rho(p_k, x) = \{(x, p_{k-1})\} \cup \pi \), where \( \pi = \{(y_j, p_\ell)\} \) \( 1 \leq j \leq m \) such that \( y_j \) is defined at location \( p_\ell, 1 \leq \ell \leq k - 1 \) and there is no assignment to \( y_j \) between \( p_\ell \) and \( p_{k-1} \) on the path \( p \). Since \( k = 1 \), there is not any \( p_\ell, 1 \leq j \leq m \) and \( 1 \leq \ell \leq k - 1 \), such that \( y_j \) is defined at \( p_\ell \). Hence, \( \pi = \emptyset \). Thus, we get

\[
Dep_\rho(p_1, x) = \{(x, p_0)\}. \tag{4}
\]

Since the instruction \( i_1 \) is an assignment and initially \( \langle p_0, \sharp, q_F \rangle \) is the only transition in \( A' \), \( \omega_1 = \sharp \), i.e., the PDS rule corresponding to \( i_1 \) is \( \langle p_0, \sharp \rangle \leftrightarrow \langle p_1, \sharp \rangle \)
by the rules in Section 3.3. By the saturation procedure in Subsection 5, since there is the transition \( t_0 = (p_0, \xi, q_F) \) in \( A' \), the transition \( t_1 = (p_1, \xi, q_F) \) is added to \( A' \). By item \( \beta_{1,1,2} \), we get

\[
\theta(t_1)(x) := \theta(t_1)(x) \cup \{(x, p_0)\} \cup \left( \bigcup_{y' \in \text{Var}(\text{exp})} \theta(t_0)(y') \right). \tag{4}
\]

Thus, from equations (3) and (4) we get \( \text{Dep}_v(p_1, x) \subseteq \theta(t_1)(x) \).

Moreover, by the definition in Section 4, for any \( y \in X \setminus \{x\} \),
\( \text{Dep}_v(p_1, y) = \text{Dep}_v(p_0, y) \). Since by the definition in Section 4 \( \text{Dep}_v(p_0, y) = \emptyset \),
\( \text{Dep}_v(p_1, y) = \emptyset \). Therefore, we get \( \text{Dep}_v(p_1, y) \subseteq \theta(t_1)(y) \).

3 \( i_1 \) is an instruction of the form \( \text{pop} \, x \). This case is not possible since initially the PDS stack is empty.

4 \( i_1 \) is a call statement to the function \( f(v_1 \ldots v_m) \). Let \( e_f \) and \( x_f \) be the entry point and the exit point of the function \( f \), respectively. Since on the path \( \rho \) there is only an instruction \( i_1 \) and since initially the PDS stack is empty (contains only the special symbol \( \sharp \)), \( f \) cannot retrieve the values of its parameter from the PDS stack. Thus, in this case, necessarily \( f \) has no parameter.

Since initially, \( (p_0, \xi, q_F) \) is the only transition in \( A' \) and \( i_1 \) is a call statement, necessarily \( \omega_1 = \gamma_{e_f, \sharp} \), i.e., the PDS rule corresponding to \( i_1 \) is
\( \langle p_0, \sharp \rangle \leftrightarrow \langle e_f, \gamma_{e_f, \sharp} \rangle \) by the rules in Subsection 3.3. By the saturation procedure, since the transition \( t_0 = (p_0, \xi, q_F) \) is in \( A' \), we add \( t_1 = (e_f, \gamma_{e_f, \sharp}, \xi, q_F) \) and \( t'_1 = (\gamma_{e_f, \sharp}, \xi, q_F) \) to \( A' \). By the definition in Section 4, for every \( y \in X \), we have \( \text{Dep}_v(p_1, y) = \text{Dep}_v(p_0, y) \). Since \( p_0 \) is the entry point, we get \( \text{Dep}_v(p_0, y) = \emptyset \) by the definition in Section 4. Hence, \( \text{Dep}_v(p_1, y) = \emptyset \). Therefore, we get
\( \text{Dep}_v(p_1, y) \subseteq \theta(t_1)(y) \) and \( \text{Dep}_v(p_1, y) \subseteq \theta(t'_1)(y) \).

5 \( i_1 \) is a return statement. This case is not possible since initially the PDS stack is empty.

6 \( i_1 \) is a push instruction. By the definition in Section 4, for every \( x \in X \),
\( \text{Dep}_v(p_1, x) = \text{Dep}_v(p_0, x) \). Since \( p_0 \) is the entry point, \( \text{Dep}_v(p_0, x) = \emptyset \). Hence, we have \( \text{Dep}_v(p_1, x) = \emptyset \). Since the instruction \( i_1 \) is of the form \( \text{push} \, x \) and initially \( (p_0, \xi, q_F) \) is the only transition in \( A' \), \( \omega_1 = \gamma_{\xi, \sharp} \), i.e., the PDS rule corresponding to \( i_1 \) is \( \langle p_0, \sharp \rangle \leftrightarrow \langle \xi, \gamma_{\xi, \sharp} \rangle \). By the saturation procedure in Section 5, since \( t_0 = (p_0, \xi, q_F) \) is in \( A' \), the transitions \( t_1 = (p_1, \gamma, q'_F) \) and \( t'_1 = (q'_F, \xi, q_F) \) are added to \( A' \). Since \( \text{Dep}_v(p_1, x) = \emptyset \), we get \( \text{Dep}_v(p_1, x) \subseteq \theta(t_1)(x) \) and \( \text{Dep}_v(p_1, x) \subseteq \theta(t'_1)(x) \) for every \( x \in X \).

7 \( i_1 \) is an instruction which does not change the value of any variable in \( X \). By the definition in Section 4, for every \( x \in X \),
\( \text{Dep}_v(p_1, x) = \text{Dep}_v(p_0, x) \). Since \( p_0 \) is the entry point, \( \text{Dep}_v(p_0, x) = \emptyset \). Hence, we have \( \text{Dep}_v(p_1, x) = \emptyset \). Since \( i_1 \) is an instruction which does not change the value of any variable in \( X \) and initially \( (p_0, \xi, q_F) \) is the only transition in \( A' \), \( \omega_1 = \xi \), i.e., the PDS rule corresponding to \( i_1 \) is \( \langle p_0, \xi \rangle \leftrightarrow \langle p_1, \xi \rangle \). By the saturation procedure in Section 5, for the transition \( t_0 = (p_0, \xi, q_F) \) in \( A' \), the transition \( t_1 = (p_1, \xi, q_F) \) is added to \( A' \). Since \( \text{Dep}_v(p_1, x) = \emptyset \), \( \text{Dep}_v(p_1, x) \subseteq \theta(t_1)(x) \) for every \( x \in X \).
5.2.2 Inductive step

$k > 1$. Let $\rho = i_1, \ldots, i_k$ be a path leading to $p_k$ from $p_0$. By the induction hypothesis, $Dep_\rho(p_{k-1}, x) \subseteq \theta(t_{k-1})(x)$. We will show that $Dep_\rho(p_k, x) \subseteq \theta(t_k)(x)$. There are different cases depending on the nature of the instruction $i_k$.

1. $i_k$ is an assignment of $x$ to a constant $c$. By the definition in Section 4, we get

$$Dep_\rho(p_k, x) = \{(c, \top)\}. \quad (5)$$

Since the instruction $i_k$ is an assignment, $\omega_k = \gamma_{k-1}$, i.e., the PDS rule corresponding to $i_k$ is $(p_{k-1}, \gamma_{k-1}) \mapsto (p_k, \gamma_{k-1})$. By the saturation procedure in Section 5, since there is the transition $t_{k-1} = (p_{k-1}, \gamma_{k-1}, q')$ in $\mathcal{A}'$, the transition $t_k = (p_k, \gamma_{k-1}, q')$ is added to $\mathcal{A}'$. By item $\beta_{1,1,1}$, we get

$$\theta(t_k)(x) := \theta(t_k)(x) \cup \{(c, \top)\}. \quad (6)$$

Thus, from equations (5) and (6) we get $Dep_\rho(p_k, x) \subseteq \theta(t_k)(x)$.

Moreover, by the definition in Section 4, for every $y \in X \setminus \{x\}$, we have

$$Dep_\rho(p_k, y) = Dep_\rho(p_{k-1}, y). \quad (7)$$

By item $\beta_{1,0}$, we get

$$\theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_{k-1})(y). \quad (8)$$

By the induction hypothesis, we have

$$Dep_\rho(p_{k-1}, y) \subseteq \theta(t_{k-1})(y). \quad (9)$$

Thus, from equations (7), (8) and (9) we get $Dep_\rho(p_k, y) \subseteq \theta(t_k)(y)$.

2. $i_k$ is an assignment of $x$ to an expression $exp(y_1, \ldots, y_m)$. Since $y_j$ is defined at $p_{\ell}$, $1 \leq j \leq m$ and $1 \leq \ell \leq k - 1$, $(y_j, p_{\ell}) \in Dep_\rho(p_{k-1}, y_j)$ for $1 \leq j \leq m$.

Then, we have

$$\bigcup_{1 \leq j \leq m} (y_j, p_k) \subseteq \bigcup_{1 \leq j \leq m} Dep_\rho(p_{k-1}, y_j). \quad (10)$$

By the definition in Section 4, we have

$$Dep_\rho(p_k, x) = \{(x, p_{k-1})\} \cup \bigcup_{1 \leq j \leq m} (y_j, p_{\ell}) \quad (11)$$

Since the instruction $i_k$ is an assignment, $\omega_k = \gamma_k$, i.e., the PDS rule corresponding to $i_k$ is of the form $(p_{k-1}, \gamma_{k-1}) \mapsto (p_k, \gamma_k)$. By the saturation procedure in Section 5, since the transition $t_{k-1} = (p_{k-1}, \gamma_{k-1}, q')$ is in $\mathcal{A}'$, the transition $t_k = (p_k, \gamma_{k-1}, q')$ is added to $\mathcal{A}'$. By item $\beta_{1,1,2}$, we get

$$\theta(t_k)(x) := \theta(t_k)(x) \cup \{(x, p_{k-1})\} \cup \left( \bigcup_{1 \leq j \leq m} \theta(t_{k-1})(y_j) \right). \quad (12)$$
By the induction hypothesis, we have

\[ \text{Dep}_p(p_{k-1}, y_j) \subseteq \theta(t_{k-1})(y_j) \text{ for } 1 \leq j \leq m. \]

Hence, we get

\[
\bigcup_{1 \leq j \leq m} \text{Dep}_p(p_{k-1}, y_j) \subseteq \bigcup_{1 \leq j \leq m} \theta(t_{k-1})(y_j). \quad (13)
\]

Therefore, from equations (11), (10), (12) and (13) we get

\[ \text{Dep}_p(p_k, x) \subseteq \theta(t_k)(x). \]

Moreover, by the definition in Section 4, for every \( y \in X \setminus \{ x \} \), we get

\[ \text{Dep}_p(p_k, y) = \text{Dep}_p(p_{k-1}, y). \quad (14) \]

By item \( \beta_{1,0} \), we get

\[ \theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_{k-1})(y). \quad (15) \]

By the induction hypothesis, we have

\[ \text{Dep}_p(p_{k-1}, y) \subseteq \theta(t_{k-1})(y). \quad (16) \]

Thus, from equations (14), (15) and (16) we get \( \text{Dep}_p(p_k, y) \subseteq \theta(t_k)(y) \).

3 If \( i_k \) is the instruction of the form \( \text{pop } x \). Since \( i_k \) is of the form \( \text{pop } x \), \( \omega_k = \epsilon \), i.e., the PDS rule corresponding to \( i_k \) is \( (p_{k-1}, \gamma_{k-1}) \Rightarrow (p_k, \epsilon) \). By the saturation procedure in Section 5, for every transitions \( t_{k-1} = (p_{k-1}, \gamma_{k-1}, q) \) and \( t'_{k-1} = (q, \gamma', q') \) in \( A' \), the transition \( t_k = (p_k, \gamma', q') \) is added to \( A' \). By the definition in Section 4, there are two cases depending on the topmost stack symbol \( \gamma' \):

a) If the topmost symbol \( \gamma' \) of the PDS stack corresponding to this execution at \( p_k \) is of the form \( (y, p_{\ell}) \), \( 1 \leq \ell \leq k - 1 \), we have

\[ \text{Dep}_p(p_k, x) = \text{Dep}_p(p_{\ell}, y). \quad (17) \]

Because \( i_k \) is the instruction of the form \( \text{pop } x \). Let \( t_j = (p_{\ell}, \gamma'_j, q'_j) \), \( 1 \leq j \leq m \), be all transitions in \( A' \) outgoing from \( p_{\ell} \). \( \gamma'_j = (y'_j, p_{\ell}) \) is a possible topmost stack symbol at \( p_{\ell} \). Then, by item \( \beta_{5,1} \), we have

\[ \theta(t_k)(x) := \theta(t_k)(x) \cup \bigcup_{1 \leq j \leq m} \left( \bigcup_{\gamma_j = (y_j, p_{\ell})} \theta(t_j)(y_j) \cup \bigcup_{\gamma_j = (c_j, \top)} \{(c_j, \top)\} \right). \]

Hence, we get

\[
\bigcup_{1 \leq j \leq m} \left( \bigcup_{\gamma_j = (y'_j, p_{\ell})} \theta(t_j)(y'_j) \right) \subseteq \theta(t_k)(x). \quad (18)
\]

And there exists a transition \( t_j \) at \( p_{\ell} \) such that \( \gamma'_j \) correspond to \( \gamma' \) and \( y'_j \) corresponds to \( y \) in equation (17).
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By the induction hypothesis, we have

\[ \text{Dep}_p(p_k, y) \subseteq \theta(t_j)(y'_j) \text{ where } y = y'_j, \]

(19)

Therefore, from equations (17), (18) and (19) we get \( \text{Dep}_p(p_k, x) \subseteq \theta(t_k)(x) \). If the topmost symbol of the PDS stack corresponding to this execution is \( i \), we have

\[ \text{Dep}_p(p_k, x) = \{(e, \top)\}. \]

(20)

By item \( \beta_{5,1} \), we have

\[ \theta(t_k)(x) := \theta(t_k)(x) \cup \{(e, \top)\}. \]

(21)

Thus, from equations (20) and (21) we get \( \text{Dep}_p(p_k, x) \subseteq \theta(t_k)(x) \). Moreover, by the definition in Section 4, for every \( y \in X \setminus \{x\} \), we have

\[ \text{Dep}_p(p_k, y) = \text{Dep}_p(p_{k-1}, y). \]

(22)

By item \( \beta_{5,0} \), we have

\[ \theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_{k-1})(y). \]

(23)

By the induction hypothesis, we have

\[ \text{Dep}_p(p_{k-1}, y) \subseteq \theta(t_{k-1})(y). \]

(24)

Thus, from equations (22), (23) and (24) we get \( \text{Dep}_p(p_k, y) \subseteq \theta(t_k)(y) \).

\( i_k \) is a call statement to the function \( f(v_1 \ldots v_m) \). Then, \( p_k \) is the return address of the function \( f \). Let \( e_f \) and \( x_f \) be the entry point and the exit point of the function \( f \), respectively. We will consider the data dependence function at \( e_f \) and \( x_f \) as follows.

Let us consider the variables at the entry point \( e_f \) of the function. Since \( i_k \) is of the form call \( f(v_1 \ldots v_m) \), where \( \omega_k = \gamma_{e_f} \gamma_{k-1} \), i.e., the PDS rule corresponding to \( i_k \) is \( (p_{k-1}, \gamma_{k-1}) \mapsto (e_f, \gamma_{e_f} \gamma_{k-1}) \). By the saturation procedure in Section 5, for the transition \( t_{k-1} = (p_{k-1}, \gamma_{k-1}, q) \) in \( A' \), the transitions \( t_{e_f} = (e_f, \gamma_{e_f}, q_{e_f}) \) and \( t'_{e_f} = (q_{e_f}, \gamma_{k-1}, q) \) are added to \( A' \). Let \( d \) be the number of different prefixes of length \( m \) of accepting paths in the MA \( A' \) starting from the transition \( t_{k-1} \). Let \( \gamma_1 \gamma_2 \cdots \gamma_m \), for \( j, 1 \leq j \leq d \), be such prefixes (\( \gamma_1 = \gamma_{k-1} \) for every \( j, 1 \leq j \leq d \)). Hence, the \( h \)th element on top of the stack belongs to \{\( \gamma_j | 1 \leq j \leq d \)\} for every \( h \), \( 1 \leq h \leq m \). Then, \( \gamma_h \) is either of the form \( (y'_h, p'_h) \), where \( y'_h \in X \) is a variable and \( p'_h \in P \) is a control point of the program; or of the form \( (c'_h, \top) \), where \( c'_h \) is a constant. If \( \gamma_h \) is of the form \( (p'_h, y'_h) \), \( 1 \leq h \leq m \), \( 1 \leq j \leq d \), let \( t_{y'_h} \),
1 ≤ s^j_h ≤ t^j_h be all transitions in \( \mathcal{A}' \) of the form \( t^j_{s_h} = (p^j_h, \gamma^j_{s_h}, q^j_{s_h}) \). By item \( \beta_{3.0} \), for every parameter \( v_h (1 \leq h \leq m) \), we get

\[
\theta(t_{e_f})(v_h) := \theta(t_{e_f})(v_h) \bigcup_{1 \leq j \leq d} \left( \bigcup_{\gamma^j_h = (y^j_h, p^j_h)} \left( \bigcup_{1 \leq s^j_h \leq t^j_h} \theta(t^j_{s_h})(y^j_h) \right) \right) \bigcup \{(c^j_h, \top)\}
\]

(25)

By the definition in Section 4, for every parameter \( v_h (1 \leq h \leq m) \) at the entry point of the function \( f \), there are two cases:

a. If the \( h^{\text{th}} \) element on top of the stack is of the form \((y_h, p_h)\), we have

\[
\text{Dep}_p(e_f, v_h) = \text{Dep}_p(p_h, y_h).
\]

(26)

We have \((y_h, p_h) \in \{\gamma^j_h | 1 \leq j \leq d\}\) since \(\{\gamma^j_h | 1 \leq j \leq d\}\) is a set of the \( h^{\text{th}} \) symbols in different prefixes of the stack with length \( m \). Hence, there exists a transition \( t^j_{s_h} \in \mathcal{A}' \) corresponding to stack symbol \((y_h, p_h) \in \{\gamma^j_h | 1 \leq j \leq d\}\).

By the induction hypothesis, we have

\[
\text{Dep}_p(p_h, y_h) \subseteq \theta(t^j_{s_h})(y^j_h).
\]

(27)

Thus, from equations (25), (27) and (26) we get \( \text{Dep}_p(e_f, v_h) \subseteq \theta(t_{e_f})(v_h) \).

b. If the \( h^{\text{th}} \) element on top the stack is of the form \((c_h, \top)\), we have

\[
\text{Dep}_p(e_f, v_h) = \{(c_h, \top)\}.
\]

(28)

We have \((c_h, \top) \in \{\gamma^j_h | 1 \leq j \leq d\}\) since \(\{\gamma^j_h | 1 \leq j \leq d\}\) is a set of the \( h^{\text{th}} \) symbol in different prefixes of the stack with length \( m \). Hence, there exists \( \gamma^j_h \) such that \( \gamma^j_h = (c_h, \top) \) such that

\[
\{(c_h, \top)\} \subseteq \bigcup_{\gamma^j_h = (c_h, \top)} \{(c^j_h, \top)\}.
\]

(29)

Thus, from equations (25), (28) and (29) we get \( \text{Dep}_p(e_f, v_h) \subseteq \theta(t_{e_f})(v_h) \).

Moreover, by the definition in Section 4, for every \( y' \in X_{\text{global}} \setminus \{v_h | 1 \leq h \leq m\} \), we have

\[
\text{Dep}_p(e_f, y') = \text{Dep}_p(p_{k-1}, y').
\]

(30)

By item \( \beta_{3.1} \), every \( y' \in X_{\text{global}} \setminus \{v_h | 1 \leq h \leq m\} \), we get

\[
\theta(t_{e_f})(y') := \theta(t_{e_f})(y') \cup \theta(t_{k-1})(y').
\]

(31)
By the induction hypothesis, we have
\[ \text{Dep}_p(p_{k-1}, y') \subseteq \theta(t_{k-1})(y'). \]  

Therefore, from equations (30), (31) and (32) we get
\[ \text{Dep}_p(e_f, y') \subseteq \theta(t_e)(y') \] for every \( y' \in X_{\text{global}} \setminus \{ v_h | 1 \leq h \leq m \}. \)

Besides, by the definition in Section 4, for every \( y' \in X_{\text{local}} \setminus \{ v_h | 1 \leq h \leq m \}, \) we have
\[ \text{Dep}_p(e_f, y') = \text{Dep}_p(p_{k-1}, y'). \]  

By item \( \beta_{3.2}, \) every \( y' \in X_{\text{local}} \setminus \{ v_h | 1 \leq h \leq m \}, \) we get
\[ \theta(t'_{e_f})(y') := \theta(t'_{e_f})(y') \cup \theta(t_{k-1})(y'). \]  

By the induction hypothesis, we have
\[ \text{Dep}_p(p_{k-1}, y') \subseteq \theta(t_{k-1})(y'). \]  

Therefore, from equations (33), (34) and (36) we get
\[ \text{Dep}_p(e_f, y') \subseteq \theta(t'_{e_f})(y') \] for every \( y' \in X_{\text{local}} \setminus \{ v_h | 1 \leq h \leq m \}. \)

As for the return statement, i.e., \( \text{ret} \), at \( x_f \) of the function \( f \), let us consider the variables at the exit point \( x_f \) of the function. At the exit point \( x_f \) of the function \( f(v_1 \ldots v_m) \), there exists a return statement corresponding to the PDS rule \( \langle x_f, \gamma_{x_f} \rangle \rightarrow \langle p_k, e \rangle \in \Delta \) where \( \gamma_{x_f} \) is of the form \( (p_k, \top) \).

By the saturation procedure in Section 5, since transitions \( t_{x_f} = (x_f, \gamma_{x_f}, q_{x_f}) \) and \( t'_{e_f} = (q_{e_f}, \gamma_{k-1}, q) \) are in \( A' \), the transition \( t_k = (p_k, \gamma_{k-1}, q) \) is added to \( A' \).

Note that \( t'_{e_f} = (q_{e_f}, \gamma_{k-1}, q) \) is added to \( A' \) since \( i_k \) is a call statement and the transition \( t_{k-1} = (p_{k-1}, \gamma_{k-1}, q) \) is in \( A' \) (see item 4).

By the definition in Section 4, for every global variable \( y \in X_{\text{global}}, \) we have
\[ \text{Dep}_p(p_k, y) = \text{Dep}_p(x_f, y). \]  

By the induction hypothesis, we have
\[ \text{Dep}_p(x_f, y) \subseteq \theta(t_{x_f})(y). \]  

By item \( \beta_{4.0}, \) for every global variable \( y \in X_{\text{global}}, \) we get
\[ \theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_{x_f})(y). \]  

Therefore, from equations (36), (37) and (38) we get \( \text{Dep}_p(p_k, y) \subseteq \theta(t_k)(y). \)
Moreover, by item $\beta_{3,2}$, for every $y \in X_{\text{local}}$ we get
\[ \theta(t_k')(y) := \theta(t_k')(y) \cup \theta(t_{k-1})(y). \]  
(39)

By item $\beta_{4,1}$, we get
\[ \theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_k')(y). \]  
(40)

Thus, from equations (39) and (40) we get
\[ \theta(t_{k-1})(y) \subseteq \theta(t_k)(y). \]  
(41)

By the definition in Section 4, for every $y \in X_{\text{local}}$, we have
\[ \text{Dep}_\rho(p_k, y) = \text{Dep}_\rho(p_{k-1}, y). \]  
(42)

By the induction hypothesis, we have
\[ \text{Dep}_\rho(p_{k-1}, y) \subseteq \theta(t_{k-1})(y). \]  
(43)

Therefore, from equations (41), (42) and (43) we get \[ \text{Dep}_\rho(p_k, y) \subseteq \theta(t_k)(y). \]

$i_k$ is a push instruction. By the definition in Section 4, we have
\[ \text{Dep}_\rho(p_k, y) = \text{Dep}_\rho(p_{k-1}, y). \]  
(44)

Since the instruction $i_k$ is of the form $\text{push } y$, $\omega_k = \gamma_k \gamma_{k-1}$, i.e., the PDS rule corresponding to $i_k$ is $(p_{k-1}, \gamma_{k-1}) \rightarrow (p_k, \gamma_k \gamma_{k-1})$. By the saturation rule in Section 5, for every transition $t_{k-1} = (p_{k-1}, \gamma_{k-1}, q) \in A'$, we add $t_k = (p_k, \gamma_k, q')$ and $t_k' = (q', \gamma_{k-1}, q)$ to $A'$. By item $\beta_{2,0}$, we have
\[ \theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_{k-1})(y). \]  
(45)

By item $\beta_{2,1}$, we have
\[ \theta(t_k')(y) := \theta(t_k')(y) \cup \theta(t_{k-1})(y). \]  
(46)

By the induction hypothesis, we have
\[ \text{Dep}_\rho(p_{k-1}, y) \subseteq \theta(t_{k-1})(y). \]  
(47)

Therefore, from equations (44), (45), (46) and (47) we get \[ \text{Dep}_\rho(p_k, y) \subseteq \theta(t_k)(y) \text{ and } \text{Dep}_\rho(p_k, y) \subseteq \theta(t_k')(y). \]
is an instruction which does not change the value of any variable in $X$. By the definition in Section 4, we have

$$\text{Dep}_p(p_k, y) = \text{Dep}_p(p_{k-1}, y).$$  \hfill (48)

Since $i_k$ is an instruction which does not change the value of any variable in $X$, $\omega_k = \gamma_{k-1}$, i.e., the PDS rule corresponding to $i_k$ is $\langle p_{k-1}, \gamma_{k-1} \rangle \rightarrow \langle p_k, \gamma_{k-1} \rangle$.

By the saturation procedure in Section 5, for every transition $t_{k-1} = (p_{k-1}, \gamma_{k-1}, q) \in A'$, the transition $t_k = (p_k, \gamma_{k-1}, q)$ is added to $A'$. By item $\beta_{1.0}$, we get

$$\theta(t_k)(y) := \theta(t_k)(y) \cup \theta(t_{k-1})(y).$$  \hfill (49)

By the induction hypothesis, we have

$$\text{Dep}_p(p_{k-1}, y) \subseteq \theta(t_{k-1})(y).$$  \hfill (50)

Thus, from equations (48), (49) and (50) we get $\text{Dep}_p(p_k, y) \subseteq \theta(t_k)(y)$.

We are now ready to prove Theorem 1:

Proof of Theorem 1: Let $x \in X$ be a variable. Let $\rho_j = i^1_j \cdots i^s_j$, $1 \leq j \leq s$, be all the paths leading to $p$ from the entry point $p_0$ of the program. For every instruction $i^h_j \in \rho_j$, $1 \leq h_j \leq k_j$, there exists a transition $t_j = (p, \gamma_j, q_j)$ that is added to $A'$. By the definition at the end of Section 4,

$$\text{Dep}(p, x) = \bigcup_{1 \leq j \leq s} \text{Dep}_{\rho_j}(p, x).$$

By Lemma 1, $\text{Dep}_{\rho_j}(p, x) \subseteq \theta(t_j)(x)$. Hence, we get $\bigcup_{1 \leq j \leq s} \text{Dep}_{\rho_j}(p, x) \subseteq \bigcup_{1 \leq j \leq s} \theta(t_j)(x)$.

Thus, $\text{Dep}(p, x) \subseteq \bigcup_{1 \leq j \leq s} \theta(t_j)(x)$.

6 The extended API call graph

We show in this section how to compute the extended API call graph of a given program using the data dependence function computed in Section 5.

6.1 Definition

Let $F$ be the set of all API functions that are called in the program. For every API function $f \in F$, let $\text{Para}(f)$ be the set of parameters of $f$ and $|\text{Para}(f)|$ be the number of parameters of $f$. For each API function, there can be special parameters on which the behaviour (the output) of the API function depends, e.g., calling the API function GetModuleFileName with 0 as first parameter returns the current file path of this execution, thus the value of the first parameter is crucial for the nature of the output of
the call to GetModuleFileName. We call such parameters meaningful parameters. Let $Param_M(f)$ be such meaningful parameters of $f$.

An extended API call graph is a directed graph $\mathcal{G} = (V, E)$ such that: $V = V_1 \cup V_2$, where $V_1 \subseteq \{(f, eval) \mid f \in F, Param_M(f) \neq \emptyset, \text{ and } eval: Param_M(f) \to 2^Z \}$ is the set of vertices consisting of pairs of the form $(f, eval)$ for an API function $f$ and an evaluation $eval$ that specifies the value of the meaningful parameters of $f$, and $V_2 \subseteq \{f \mid f \in F, Param_M(f) = \emptyset\}$ is the set of vertices labelled by API functions with no meaningful parameter.

Let $v \in V$. Let $v \in F$ be such that $v$ of the form $(f, eval)$ or $f$. Then, we define $\text{func}(v) = f$ and $\text{Para}(v) = \text{Para}(f)$. Moreover, if $v$ of the form $(f, eval)$, then $\text{mean}(v) = \text{eval}$, and if $v$ of the form $f$, then $\text{mean}(v) = \emptyset$.

$E \subseteq \{(v_1, 2^{\text{Para}(v_1)} \times \text{Para}(v_2)), v_2 \mid v_1 \text{ and } v_2 \in V\}$ is the set of edges. $(v_1, e, v_2) \in E$ means that the API function $\text{func}(v_1)$ with meaningful parameter values defined by $\text{mean}(v_1)$ is called before the API function $\text{func}(v_2)$ with meaningful parameter values defined by $\text{mean}(v_2)$. Moreover, $(i, j) \in e$ means that the $i$th parameter of $\text{func}(v_1)$ and the $j$th parameter of $\text{func}(v_2)$ are related.

In the rest of the paper, we can abuse terminology as follows: if $v = (f, eval)$ is a vertex, we can say that $f$ is a node of the graph labelled with $eval$. Moreover, if $(v_1, e, v_2)$ is an edge, where $e \in 2^{\text{Para}(v_1)} \times \text{Para}(v_2)$, we can say that $(\text{func}(v_1), \text{func}(v_2))$ is an edge labelled by $e$.

For example, let us consider the extended API call graph of Figure 1(c). Let $a_1$ represent the first argument of function GetModuleFileName. Here, $a_1$ is meaningful, whereas CopyFile does not have any meaningful parameter. Thus, $V = \{(\text{GetModuleFileName}, \text{eval}), \text{CopyFile} \mid \text{eval}(a_1) = \{0\}\}$. $\text{eval}(a_1) = \{0\}$ expresses that when GetModuleFileName is called, the first parameter has to be equal to 0. $E = \{((\text{GetModuleFileName}, \text{eval}), (2, 1), \text{CopyFile})\}$: the pair $(2, 1)$ expresses that the second parameter of GetModuleFileName serves as first parameter of CopyFile.

Graphical representation: Note that in our graphical representation in Figure 1(c), $I = \{0\}$ represents $\text{eval}(a_1) = \{0\}$, whereas $2 \sim \bar{1}$ stands for $(2, 1)$.

6.2 Computing the extended API call graph

Let $A = (Q, \Gamma, \delta, Q_0, Q_F)$ be a MA of the PDS $P = (P, \Gamma, \Delta)$, where $Q = P \cup \{q_F\}$, $Q_0 = \{p_0\}$ ($p_0$ is the entry point of the program), $Q_F = \{q_F\}$ and $\delta = \{(p_0, \delta, Q_0, Q_F)\}$. $A$ accepts the initial configuration of the PDS $(p_0, Z)$. Let $A' = (Q', \Gamma', \delta', Q_0', Q_F')$ be the MA that accepts $post^*(p_0, Z)$ as described in Section 5, and let $\theta$ be the annotation function as computed in Section 5.

Let $P_{API} \subseteq P$ be the set of control points where there are calls to API functions. For each $p \in P_{API}$, let $\eta(p)$ (resp. $\iota(p)$) be the name (resp. the number of parameters) of the API function called at point $p$. Let $A^\theta$ be the MA obtained from $A'$ by considering only API function calls and their corresponding parameters (i.e., we keep only control points in $P_{API}$ corresponding to API function calls, and we cut the stack of $A'$ in order to keep only the part of the stack that contains the parameters of these function calls). More precisely, let $A^\psi$ be the MA that accepts $\{\langle p, \omega \rangle \in P_{API} \times \Gamma^* \mid |\omega| = \iota(p) \text{ and } \exists \omega' \in \Gamma^* \text{ s.t. } \langle p, \omega \omega' \rangle \in L(A')\}$. $A^\theta$ can be easily computed from $A'$. Let $\psi$ be the operator that performs this operation: $\psi(A') = A^\theta$. Let $\langle p, \omega \rangle \in A^\theta$. Let $A^\omega_{API}$ be an MA that accepts the set of configurations $\{(p, \omega') \in L(A')\}$, i.e., $A^\omega_{API}$ accepts the set of reachable configurations that are in control point $p$ and that have $\omega$ as parameter.
values of the API \( \eta(p) \). For each configuration \( c = (p, \omega) \in A^\omega \), let \( f = \eta(p) \) be the API function called at \( p \). Let \( m \) be the number of parameters of \( f \). Then \( c \) is necessarily of the form \( c = (p, \gamma_1 \cdots \gamma_m) \). We define \( \text{mean}(c) \), the function that evaluates the values of the meaningful parameters of the API function \( \eta(p) \) at configuration \( c \) as follows:

- If \( f \) has no meaningful parameter (i.e., \( \text{Para}_M(f) = \emptyset \)), \( \text{mean}(c) = \emptyset \).
- Otherwise, let \( \text{Para}_M(f) = \{a_{i_1}, \ldots, a_{i_k}\} \) be the meaningful parameters of \( f \), \( 1 \leq i_j \leq m \), \( 1 \leq j \leq k \):
  1. If \( \gamma_{i_j} \) is of the form \( (c, \top) \), then \( \text{mean}(c)(a_{i_j}) = \{c\} \).
  2. If \( \gamma_{i_j} \) is of the form \( (x_{i_j}, p_{i_j}) \), where \( x_{i_j} \) is a variable in \( X \) and \( p_{i_j} \) is a control point (that is necessarily in \( A' \) since \( A' \) represents all the reachable configurations), then \( \text{mean}(c)(a_{i_j}) = \mathcal{O}(p_{i_j})(x_{i_j}) \). [Remember, \( (x_{i_j}, p_{i_j}) \) is in the stack because \( x_{i_j} \) is pushed at control point \( p_{i_j} \). Thus, we get from the oracle the value of \( x_{i_j} \) at control point \( p_{i_j} \).]

We compute the extended API call graph in two phases as follows. The first phase computes the nodes of the graph and their labels by using the oracle \( \mathcal{O} \) (remember that, as mentioned in Section 3, we use an oracle to get the possible values of a variable at each program’s location: \( \mathcal{O}(p)(x) \) gives all possible values of variable \( x \) at the program location \( p \). In our implementation, we use Jakstab (Kinder and Veith, 2008) and IDA Pro (Eagle, 2011) to get this oracle). The second phase computes the links between nodes in the graph by using the data dependence function \( \text{Dep} \). Intuitively, the first phase computes the set of nodes from the API functions that are called at each location in the program. For each configuration \( (p, \omega) \in \mathcal{L}(A^\omega) \), the API function called at \( p \), together with the value of its meaningful parameters at \( (p, \omega) \) are added to the graph. This API function name is given by the operator \( \eta(p) \). The values of the meaningful parameters of each API function are determined by the stack content. The edges are computed in the second phase: Given two nodes \( v_1 \) and \( v_2 \) corresponding to configurations \( (p, \omega) \in \mathcal{L}(A^\omega) \) and \( (p', \omega') \in \mathcal{L}(A^\omega) \), respectively, we add an edge from \( v_1 \) to \( v_2 \) if \( (p', \omega') \) can be reached from \( (p, \omega) \). The data dependence function \( \text{Dep} \) is used to add labels to the edges of the graph that describe the data dependence relation between the parameters of the different API functions.

More precisely, the extended API call graph \( G = (V, E) \) is computed as follows:

1. Initially, \( V = \emptyset \) and \( E = \emptyset \).
2. We compute the set of nodes \( V \) as follows: For each configuration \( c = (p, w) \) in \( \mathcal{L}(\psi(A')) \), let \( f = \eta(p) \) be the API function called at \( p \). We add to \( V \) the node \( (f, \text{mean}(c)) \), where if \( f \) has no meaningful parameter and \( \text{mean}(c) = \emptyset \), then \( (f, \text{mean}(c)) \) stands for the node \( f \).
3. We compute the set of edges \( E \) as follows: for every configuration \( c = (p, \omega) \in \mathcal{L}(\psi(A')) \), for every configuration \( c' = (p', \omega') \in \mathcal{L}(\psi(\text{post}^*(\mathcal{L}(A^\omega)))) \) [starting from control \( p \), with \( \omega \) as values for the parameters of \( \eta(p) \), we can reach control point \( p' \) with \( \omega' \) as values for the parameters of \( \eta(p') \)]. Let \( f = \eta(p) \) and \( f' = \eta(p') \) be the API functions called at \( p \) and \( p' \), respectively. Let \( m \) (resp. \( m' \)) be the number of parameters of \( f \) (resp.
Then, necessarily, $\omega$ is of the form $\gamma_1 \cdots \gamma_m$ and $\omega'$ is of the form $\gamma'_1 \cdots \gamma'_m$.

Let $e = \emptyset$. For every $1 \leq h \leq m$ and $1 \leq k \leq m'$:

- If $\gamma_h$ is of the form $(x_h, p_h)$, where $x_h$ is a variable and $p_h$ is a control point of the program, then:
  
  a. If $\gamma'_k$ is of the form $(x'_k, p'_k)$, where $x'_k$ is a variable and $p'_k$ is a control point of the program, then if $\text{Dep}(p, x_h) \cap \text{Dep}(p', x'_k) \neq \emptyset$, we add $(h, k)$ to $e$.
  
  b. If $\gamma'_k$ is of the form $(c_k, \top)$, for a constant $c_k$, then if $(c_k, \top) \in \text{Dep}(p, x_h)$, we add $(h, k)$ to $e$.

- If $\gamma_h$ is of the form $(c_h, \top)$ for a constant $c_h$, then:
  
  a. If $\gamma'_k$ is of the form $(x'_k, p'_k)$, where $x'_k$ is a variable and $p'_k$ is a control point of the program, then if $(c_h, \top) \in \text{Dep}(p', x'_k)$, we add $(h, k)$ to $e$.
  
  b. If $\gamma'_k$ is of the form $(c_k, \top)$, then if $c_k = c_h$, we add $(h, k)$ to $e$.

Then, we add $\left( (f, \text{mean}(c)), e, (f', \text{mean}(c')) \right)$ to $E$. Note that from the above construction, $(h, k)$ is added to $e$ means that the $h^{th}$ parameter of $f$ and the $k^{th}$ parameter of $f'$ are related (they depend on the same variable or on the same value). Thus, we add $(h, k)$ to the set labelling the edge corresponding to these configurations $c$ and $c'$ and relating $f$ to $f'$.

7 Extracting malicious behaviours

Given a set of extended API call graphs that correspond to malwares and a set of extended API call graphs corresponding to benign programs, we want to extract in a completely automatic way a malicious API graph that corresponds to the malicious behaviours of the malwares. This malicious extended API graph should represent the parts of the API call graphs of the malwares that correspond to the malicious behaviours. Thus, we need to retrieve from these graphs the set of subgraphs that are relevant for malicious behaviours, and discard the nonrelevant (benign) ones. As mentioned in the introduction, this can be seen as an IR problem. The IR community has proposed several techniques that have been shown to be efficient for text and image retrieval. Our goal is to adapt these techniques to extract malicious API graphs. We show in this section how this can be done. In what follows, we first recall the techniques that are used in the IR community, and then we show how they can be adapted to our problem.

7.1 Term weighting scheme

IR consists of retrieving documents with relevant information from a given set of documents (a collection). Web search, email search, etc. are IR examples. Effective retrieval ensures that items likely to be relevant are retrieved, whereas items likely to be irrelevant must be rejected. This problem was extensively studied the last 30 years. IR research has focused on the retrieval of text documents and images. The IR
community came up with several techniques that were proven to be efficient. All these
techniques are based on extracting from each document the set of terms that allow to
distinguish this document from the other documents in the collection. This is achieved
by associating a weight to each term in every document in the collection. The term
weight represents the relevance of a term in a document. The higher the term weight is,
the more relevant the term is in the document. A large number of weighting functions
have been investigated. An intuitive and well known scheme of term weighting that has
proven itself to be efficient is the TFIDF scheme, where TF stands for term frequency
and IDF stands for inverse document frequency. The TFIDF term weight is measured
from the occurrences of terms in a document and their appearances in other documents.
A term is relevant to a document if it occurs frequently in this document and rarely
appears in other documents. Intuitively, a common term which appears in a lot of
documents is not relevant (like ‘the’, ‘a’, ‘with’, ‘of’, etc. are terms that can be found
in every document but are irrelevant) and a term which occurs frequently in a document
and rarely in the other documents is more relevant to this document. According to this
scheme, the weight of a term \(i\) in document \(j\) is formally defined as follows.

\[
w(i,j) = \text{tf}(i,j) \times \text{idf}(i)
\]

where \(\text{tf}(i,j)\) is the number of occurrences of term \(i\) in document \(j\), called term
frequency. The \(\text{idf}\) factor ensures that terms concentrated in a few documents of a
collection are favoured. It varies inversely with the number of documents \(\text{df}(i)\) to which
a term \(i\) is assigned in a collection of \(N\) documents. A typical factor may be computed
as \(\log(\frac{N}{\text{df}(i)})\).

To improve the performances of this weighting scheme, several adjustments can be
made:

- The weights in the document can be normalised by the length of the document, so
  that long documents are not automatically favoured over short documents. Indeed,
term frequencies are usually bigger for longer documents. A normalisation factor
can then be introduced (Singhal et al., 1996). The length normalisation component
can be computed as follows:

\[
\frac{S(j)}{\text{AVG}(\mathcal{D})} \times b + (1 - b), 0 \leq b \leq 1
\]

where \(S(j)\) is the length of document \(j\) and \(\text{AVG}(\mathcal{D})\) is the average length of
documents in the collection \(\mathcal{D}\). In the above formula, by setting \(b\) to 1, document
length normalisation is fully performed, while setting \(b\) to 0 turns off the
normalisation effect.

- To ensure that high tf for a relevant term in a document does not place that
document ahead of other documents which have multiple relevant terms but with
lower tf values, the logarithmic \(\text{tf}\)-factor \((1 + \ln(1 + \ln(\text{tf})))\) by referring to
Singhal et al. (1999) and Singhal and Kaszkiel (2001) or the BM25 \(\text{tf}\)-factor
\((\text{tf}/(k + \text{tf})\) for some \(k > 0\) by referring to Robertson and Zaragoza (2009) and
Robertson et al. (1995) or the sigmoid \(\text{tf}\)-factor \((1/(1 + e^{-\text{tf}}))\) by referring to Yao
et al. (2006) can be introduced, since these functions increase slowly wrt \(\text{tf}\), not
like raw \(\text{tf}\).
Thus, to obtain better performances, the $tf$ factor can be replaced by $F(tf)$, for a function $F$ that can be defined as follows:

- $F_1(tf(i,j)) = tf(i,j)$ leads to the raw factor.
- $F_2(tf(i,j)) = \frac{(k_1+1) \times tf(i,j)}{tf(i,j)+k_1(N/df(i))} \times b+1-b$ implements the length normalised BM25 factor.
- The length normalised logarithmic factor can be implemented by function $F_3$ defined as follows:
  \[
  F_3(tf(i,j)) = \begin{cases} 
  1 + \ln(1 + \ln(tf(i,j))) & \text{if } tf(i,j) > 0 \\
  0 & \text{if } tf(i,j) = 0 
  \end{cases}
  \]
- The length normalised sigmoid factor can be implemented by function $F_4$ defined as follows:
  \[
  F_4(tf(i,j)) = \begin{cases} 
  k_1 + 1 + k_1 \times S(j) \times b+1-b & \text{if } tf(i,j) > 0 \\
  0 & \text{if } tf(i,j) = 0 
  \end{cases}
  \]

All these functions were applied in IR and have shown good performances. There is no real theoretical reason why these functions are used. They are used just because they work well. Depending on the application, one function can be better than the others.

### 7.2 Term weights in extended API call graphs

An extended API call graph is a set of nodes and edges. Thus, to extract the relevant subgraphs, it is sufficient to extract the relevant nodes and edges that compose it. Our goal is then to isolate the few relevant nodes and edges from the nonrelevant ones. To this aim, we follow the IR community and associate a TFIDF weight to each node and each edge in the extended API call graphs of the collection.

Let then $G$ be a set of extended API call graphs. Let $i$ be a term (either a node or an edge), and $j$ be an extended API call graph. Then,

\[ w_g(i,j) = F(tf(i,j)) \times idf(i) \]  \quad (52)

here $tf(i,j)$ is the number of occurrences of the term $i$ in the graph $j$, i.e., term frequency, and $idf(i) = \log(N/df(i))$, is the inverse document frequency, where $N$ is the total number of graphs and $df(i)$ is the number of graphs containing the term $i$. As discussed previously, the $idf$ factor ensures that a common term (an API function node or an edge) which appears in a lot of graphs is not relevant (for example the API functions strlen, strcpy, strcat, etc. appear frequently in all the API call graphs but are not concerned with malicious behaviours).

$F$ can be instantiated by the functions $F_1$, $F_2$, $F_3$ or $F_4$ defined in Subsection 7.1, where $D$ is substituted by $G$, $S(j)$ is the size of graph $j$ measured by the number of occurrences of terms in this graph $S(j)$ is the number of nodes (resp. edges) in the graph $j$ if we are computing the weight of a node (resp. edge). $AVG(G) = \frac{\sum_{j=1}^{\left|G\right|} S(j)}{\left|G\right|}$ is...
the average size of graphs in $G$. As previously, these $F$ functions apply the optimisations that are made in the IR community in order to normalise graph sizes and to ensure that high $tf$ for a relevant term in an extended API call graph does not place that graph ahead of other graphs which have multiple relevant terms but with lower $tf$ values.

As mentioned previously, these $F_i$ functions were considered in the IR community because they have shown good performances rather than any theoretical reason. Depending on the application, one function can be better than the others. Thus, we will apply all these 4 functions in our context and see which one gives the best results.

The relevance of a term $i$ in $G$ is measured by its relevance in each graph in this set: it is computed as the sum of the term weights of $i$ in each graph of $G$:

$$W(i, G) = \frac{1}{K} \sum_{j=1}^{\lvert G \rvert} w_g(i, j)$$

(53)

where $K = \max_{i,j} w_g(i, j)$ is a normalising coefficient. It is used to normalise the term weight values in the different graphs to make them comparable in the summation. $W(i, G)$ is the weight of term $i$ in the set $G$. A term with a higher weight is more relevant to graphs in set $G$.

7.3 Term weights wrt. malicious and benign graphs

Let $G_M$ and $G_B$ be respectively the sets of malicious and benign extended API call graphs. Let $i$ be a term (a node or an edge in these graphs). If $i$ is relevant for both $G_M$ and $G_B$, then it is not relevant for us, as it does not correspond to a malicious behaviour. Thus, we need to extract terms that are relevant in $G_M$ and not in $G_B$. For this, we compute the relevance of $i$ in both $G_M$ and $G_B$, and then we rank the relevance of $i$ in $G_M$ wrt. $G_B$. Thus, for every term $i$, we need to compute a new weight that computes the relevance of a term $i$ in set $G_M$ with respect to its relevance in set $G_B$. We apply two intuitive equations.

Firstly, we use the Rocchio equation (Manning and Raghavan, 2009), which computes the relevance of a term $i$ in a set of graphs $G_M$ against the other set $G_B$ as follows:

$$W(i, G_M, G_B) = \beta \frac{W(i, G_M)}{\lvert G_M \rvert} - \gamma \frac{W(i, G_B)}{\lvert G_B \rvert}$$

(54)

where $\lvert G_M \rvert$ and $\lvert G_B \rvert$ are the sizes of the sets $G_M$ and $G_B$, $\beta$ and $\gamma$ are parameters to control the effect of the two sets $G_M$ and $G_B$. Parameters $\beta$ and $\gamma$ are typically set to 0.75 and 0.15, respectively (Manning and Raghavan, 2009). Thus, we take these values in our experiments. This means that the weight of term $i$ in $G_M$ has a high impact for its relevance weight.

The equation above computes the relevance of a term $i$ as the distance between the weight of $i$ in the set $G_M$ and its weight in the set $G_B$. A higher distance means that $i$ is more relevant for $G_M$ than for $G_B$.

Secondly, we compute the relevance of a term $i$ as follows:

$$W(i, G_M, G_B) = \frac{W(i, G_M)}{\lvert G_M \rvert} \times \frac{\lambda + \lvert G_B \rvert}{\lambda + W(i, G_B)}$$

(55)
Intuitively, this is computed as the weight of $i$ in $G_M$ divided by the weight of $i$ in $G_B$. Thus, if $i$ has a high weight in $G_M$ and a low weight in $G_B$, it will have a high relevance weight. So, a higher weight indicates a bigger relevance of $i$ in $G_M$. The coefficient $\lambda$ is added to avoid having a problem when $W(i, G_B) = 0$. In the experiments, we set $\lambda = 0.5$. The above equation will be referred to as ‘the ratio equation’ in the rest of the paper.

As the two equations above (Rocchio and ratio) are natural and intuitive, and since there is no theoretical evidence that shows the advantage of taking one equation over the other, we compare the performances of these two equations in our experiments.

### 7.4 Computing the malicious extended API call graphs

A malicious extended API call graph is a tuple $G_M = (V_M, E_M, V_0, V_F)$, where $V_M$ is the set of nodes, $E_M$ is the set of edges, $V_0$ is the set of initial vertices, and $V_F$ is the set of final nodes. It is a combination of terms which have a high malicious relevance. Since terms of a graph are either nodes or edges, we compute the malicious extended API call graph as follows. We consider a parameter $n$ which is chosen by the user. $n$ corresponds to the number of nodes that are taken into account in the computation. We show how to compute the sets $V_M$ and $E_M$, the sets $V_0$ and $V_F$ are the sets of nodes that do not have entering (resp. exiting) edges. In what follows, by ‘weight of a term $i$’, we refer to $W(i, G_M, G_B)$. We consider all the nodes and the edges in all the extended API call graphs of the collection. Let $\{v_1, \ldots, v_n\}$ be the set of vertices that have the $n$ highest weights. Intuitively, this means that the vertices in $\{v_1, \ldots, v_n\}$ are the most relevant ones. Then, a natural way to compute the malicious extended API call graphs is to take the nodes in $\{v_1, \ldots, v_n\}$ and connect them using edges with the highest weight: Given a node $v$, if there are $k$ outgoing edges $e_1, \ldots, e_k$ from $v$ to nodes in $\{v_1, \ldots, v_n\}$, we add to the graph the edge $e_j$ that has the highest weight.

### 7.5 Malware detection using malicious graphs

Given a program represented by its extended API call graph $G = (V, E)$ and a set $M$ of malicious behaviours represented by an extended malicious API call graph $G_M = (V_M, E_M, V_0, V_F)$, in order to check whether the program contains one of the malicious behaviours in $M$, we need to check whether the two graphs $G$ and $G_M$ contain common paths. If this holds, we conclude that the program contains a malicious behaviour. To check whether the two graphs contain a common path, we compute a kind of product as follows: $G_P = (V_P, E_P, V_P^0, V_P^F)$ such that $V_P = \{(v_1, v_2) \in V \times V_M | \text{func}(v_1) = \text{func}(v_2) = f \}$, and if $\text{Para}_M(f) \neq \emptyset$, then for every $a \in \text{Para}_M(f)$, $\text{mean}(v_1)(a) \cap \text{mean}(v_2)(a) \neq \emptyset$ is the set of vertices $(v_1, v_2)$ such that $v_1$ and $v_2$ correspond to the same API function $f$, and for every meaningful parameter $a$ of $f$, $v_1$ and $v_2$ require at least one common value for $a$. $V_P^0 = \{(v_1, v_2) \in V_P | v_2 \in V_0\}$, $V_P^F = \{(v_1, v_2) \in V_P | v_2 \in V_F\}$. $E_P = \{(v_1, v_2, (v_1', v_2')) \in V_P \times V_P | \exists (v_1, e_1, v'_1) \in E, (v_2, e_2, v'_2) \in E_M, e_2 \subseteq e_1\}$ is the set of edges $((v_1, v_2), (v_1', v_2'))$ such that there exist edges $(v_1, e_1, v'_1)$ in $E$ and $(v_2, e_2, v'_2)$ in $E_M$ such that the relation between the parameters of $\text{func}(v_1)$ and $\text{func}(v'_1)$ imposed by the malicious behaviour in $e_2$ are satisfied by $e_1$. Then, the program contains a malicious behaviour in $M$ iff $G_P$ contains a path that leads from an initial node in $V_P^0$ to a final node in $V_P^F$. 

8 Experiments

To evaluate the performance of our approach, we consider a dataset of 2,249 benign programs and 4,035 malicious programs collected from Vx Heaven (vxheaven.org) and from VirusShare.com. The proportion of malware categories is shown in Figure 2. We randomly divide the dataset in two partitions: one partition consisting of 1,009 benign programs and 2,124 malicious programs will serve as a training set that will allow us to compute the extended malicious API call graph, and the other partition consisting of 1,240 benign programs and 1,911 malicious programs will serve as a test set in order to evaluate the relevance of the computed malicious graphs. The experiments in this section are implemented on the laptop HP ZBook G2 Mobile Workstation – Intel Core i7-4710MQ 2.50 GHz and 8 GB RAM.

Figure 2  Malware categories in our dataset (see online version for colours)

First, we need to determine what function (amongst $F_1$, $F_2$, $F_3$ and $F_4$), and what equation (amongst the Rocchio and ratio equations [equations (54) and (55)] have the best performance). For each pair (function/equation), we construct the extended malicious API call graph from the training set. Then, these specifications are evaluated on this training set to choose the configuration which gives the best performance on our dataset. The performance is measured by the following quantities. True positives (TP) is the number of malware’s extended API call graphs which contain at least one behaviour in the computed malicious extended API call graphs. False positive (FP) is the number of benign extended API call graphs which contain at least one behaviour in the computed malicious extended API call graphs. False positive rate (FPR or false alarm) is FP divided by the number of benign extended API call graphs. Recall (detection rate or TPR) is TP divided by the number of malware’s extended API call graphs. Precision is TP divided by the sum of TPs and FPs. The F-measure is a harmonic mean of precision and recall that is computed as $F\text{-measure} = \frac{2 \times Precision \times Recall}{(Precision + Recall)}$. These are standard evaluation measures in the IR community. High precision means that the technique computes more relevant items than irrelevant, while high recall means that most of the relevant retrieved items are relevant and all relevant items have been retrieved.
Figure 3 Results of different formulas on the training set, (a) Rocchio equation (b) ratio equation (see online version for colours)

Figure 3 shows the F-measure for every weighting formula $F_1, F_2, F_3$ and $F_4$ by increasing $n$ from 5 to 40. Figure 3(a) considers the Rocchio equation, whereas Figure 3(b) considers the ratio equation. We stop at $n = 40$ because we observe that the performance decreases for $n$ greater than 40: the F-measure decreases, while the number of FPs increases. The results show that the best performance (F-measure = 97.78%, precision = 100%, and recall = 95.66%) is obtained if we consider formula $F_4$, the ratio equation, and $n = 15$. Thus, we apply this configuration (ratio equation, formula $F_4$ and $n = 15$) to compute the extended malicious API call graph from the training set. Then, we apply this graph for malware detection on the test set (see Subsection 7.5). We obtain a detection rate of 95.66% with 0 false alarms. Computing the extended malicious API call graph from the training set takes 12.61 seconds, whereas malware detection on the test set takes 0.394 seconds (average time).

To compare the performance of our extended API call graph with that of standard API call graphs (in API call graphs, only API functions are considered, neither the values of parameters, nor the relation between function parameters are taken into account), we applied the techniques of Dam and Touili (2016) to our test set. We obtained 95.29% as detection rate, with 12.58% as false alarms, whereas with our approach, we get a detection rate of 95.66% with 0 false alarms. Thus, our extended API call graph representation and our approach allow an enormous decrease of the number of false alarms, and even improve a bit the detection rate. This shows the big advantage of using extended API call graphs over standard API call graphs.

9 Examples of malicious behaviours

Using our techniques, we were able to extract several extended API call graphs that represent meaningful malicious behaviours. For example, we were able to automatically extract the extended API call graph of Figure 1(c). We show in what follows other graphs that were automatically extracted using our techniques.

- Windows directory infection: The graph in Figure 4 describes the malicious behaviour that consists in replacing a system file by a malicious executable and then updating this change in the registry key listing.
Figure 4  The extended malicious API graph of the malicious behaviour of Windows directory infection (see online version for colours)

First, the function GetWindowsDirectory is called to get the location of Windows directory in the system. This location is stored in the first parameter (the output of the function). Then, the function CopyFile with 0 as third parameter and the Windows directory as second parameter is called to replace the system file in the Windows directory by a malicious executable. Finally, the function RegSetValueEx is called with 1 as fourth parameter and the Windows directory (the second parameter of the previous function) as its fifth parameter to update this change of the system folder in the registry key listing.

- Searching files and sending them via the network: In Figure 5, the graph describes the malicious behaviour that consists in searching files on the system and sending them via the network.

Figure 5  The extended malicious API graph of the malicious behaviour of searching files and sending them via the network (see online version for colours)

This malicious behaviour is implemented by first calling FindFirstFile with a specific filename as first parameter to look for this file on the system. Then, the function sendto with this filename as second parameter is called to transfer this file via the network.

- Capturing system processes: The graph in Figure 6 describes the malicious behaviour that consists in getting all system processes running on the system and then storing them in a file.

Figure 6  The extended malicious API graph of the malicious behaviour of capturing system processes (see online version for colours)

This malicious behaviour is implemented by first calling CreateToolhelp32Snapshot with 2 as first parameter to capture all system processes running on the system. Then, the function Process32First and Process32Next with the output (0) of the previous function (all the processes
captured by the previous function) as first parameter are called to traverse all captured processes. The information about processes are saved by calling function `WriteFile` with information of processes (the second parameter of the previous function) as second parameter.

- **Dropping and executing a file from the internet**: The graph in Figure 7 describes the malicious behaviour that consists in downloading a file to Windows directory from the internet and then executing this file.

  Figure 7  The extended malicious API graph of the malicious behaviour of dropping and executing a file from the internet (see online version for colours)

  ![Graph](image)

  This malicious behaviour is implemented by first calling `GetWindowsDirectory` to get the Windows directory stored in the first parameter. Then, the function `URLDownloadToFile` with Windows directory (the first parameter of the previous function) as third parameter is called to download a file to this directory. Finally, the function `ShellExecute` with 0 as sixth parameter and the downloaded file as third parameter is called to open this file in the background.

- **Stopping the local service and starting a new thread**: In Figure 8, the graph describes the malicious behaviour that consists in stopping the security service in the system and then creating a new thread to handle malicious code.

  Figure 8  The extended malicious API graph of the malicious behaviour of stopping the local service and starting a new thread (see online version for colours)

  ![Graph](image)

  This malicious behaviour is implemented by first calling `OpenSCManager` with 0 as first parameter to get the service manager of the system. Then, `ControlService` with the output (0) of the previous function (a handle of the secured service) as second parameter is called to stop the secured service in the system. Finally, `CreateThread` with 4 as fifth parameter is called to execute the malicious code.

- **Deleting files in the system folder**: The graph in Figure 9 describes the malicious behaviour that consists in deleting files in the Windows/system directory.

  The behaviour is implemented by first calling `GetWindowsDirectory` (resp. `GetSystemDirectory`) to get the Windows (resp. system) directory as first parameter. Then, calling `DeleteFile` takes the first parameter of the previous call [the path of Windows (resp. system) directory] as first parameter. With this parameter, this call deletes files in the Windows (resp. system) directory.
10 Conclusions

In this paper, we propose to use extended API call graphs to obtain a more precise representation of malicious behaviours. In order to compute such graphs, we need to compute the relation between program’s variables at the different locations of the program. To this aim, we propose a new translation from binary code to PDSs different from the standard one (Song and Touili, 2016), where we push a pair \((x, n)\) into the PDS stack if at the location \(n\), the variable \(x\) is pushed (whereas in the standard translation, only the value of \(x\) at location \(n\) is pushed in the PDS stack). Then, to compute the relation between the different variables and functions’ arguments of the program, we present potentially infinite configurations of programs (PDSs) using finite automata, and we adapt the PDS post* saturation procedure of Esparza et al. (2000) in order to compute an annotation function from which we can compute the variable dependence function at each location in the program. This allows to compute the relation between program variables and function’s arguments, and thus, to compute the extended API call graph of the program. Using this representation, we apply the IR techniques to compute the extended malicious API graph corresponding to malicious behaviours from a set of malwares and a set of benign programs. Compared to the API call graph representation, using the extended API call graphs improves the detection rate and the number of false alarms. Indeed, we obtain 95.66% as detection rate, with 0% false alarms for the extended API call graphs. Thus, the extended API call graph representation and our new approach in this paper allow an enormous decrease of the number of false alarms. This shows the big advantage of using extended API call graphs, compared to standard API call graphs.
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