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Nonlinear Observer for the turbulent wake of a square cylinder

Javeria Ahmed, Estelle Courtial, Pierre-Yves Passaggia, Matthieu Fruchard and Nicolas Mazellier

Abstract— Vortex shedding in the turbulent wake of a
square cylinder is modeled by a minimal generalized empirical
Galerkin model (GM). Pressure measurements on the sides and
on the back of the bluff body are used as a system output
to rebuild the system full state. Despite a large number of
unresolved states and the intermittent character of the vortex
shedding, the use of an observer makes possible the estimation
of the shift mode and the growth rate of the dynamic model
truncated at order two. A high gain observer is synthesized
and both simulation and experimental results show promising
applications for the feedback control of the vortex shedding in
order to decrease the drag coefficient, even in the case of a
turbulent wake flow at high Reynolds numbers.

I. INTRODUCTION

The analysis of wake flows and its impact on the en-

ergy consumption in the transportation sector becomes an

increasingly important issue. Vehicles are often considered

as bluff bodies where the flow is massively separated in

the near wake. Predicting the flow inside the wake is a

challenging issue and has a profound impact on our capa-

bility in controlling such flows. For instance in the case of

vehicles at cruising speeds, a decrease of 2% in the drag

coefficient can result in 1% energy consumption for road

vehicles. This ratio becomes even closer to unity for naval

and aerodynamic applications. However the estimation of the

drag force on a vehicle remains a challenge [1]. Thus far,

methods to determine the drag of a bluff body relies on dense

measurements of pressure to ensure minimum errors for the

calculation of the resulting forces exerted by the pressure and

skin friction. In the case of bluff-body flows, the latter often

plays an minor role and methods that can be used in real

time for the observation of the drag coefficient from sparse

pressure measurements and eventually the feedback control

of such flows are of major scientific and industrial interest

[2].

The main challenge in the mathematical/physical modeling

and the prediction of wake dynamics resides in the number

of states or modes necessary to describe the physics and

how these modes contribute to drag force. Some of these

modes seem to be necessary to accurately capture the broad

range of unstable frequencies in a turbulent flow [3], [4],

[5], [6]. These modes can be organized in a spectrum which

counts several types of strongly amplified, self-excited, or

intermittent modes which need to either be represented or

filtered to capture and model the wake dynamics. Unless the
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number of modes or states used to represent the dynamics

is kept small, a dynamical system cannot be used in real

time in a data-assimilation-type scheme where the sensors

output can be used to predict drag in real time. In addition,

the unstable character of the wake prevents the use of linear

models which grow unbounded in time and therefore do not

capture the finite amplitude dynamics [7], [8].

Recent methods have allowed for constructing nonlinear

reduced order models solely based on sparse time-resolved

measurements [9], [10]. In this framework, the wake flow

behind a cylinder is a well documented flow where the

primary instability is a Hopf-type bifurcation which, in

the laminar regime, is known to reach a finite amplitude

and saturate to a limit cycle. The saturation process was

highlighted in [11], [12], [3], [13] by the interaction between

the vortex shedding mode and the steady state, which induces

a shift of the flow, also known as shift mode [14], [15]. While

the vortex shedding mode is characterized by a growth rate

and a frequency mode, the shift mode only possesses a decay

rate which varies with the growth rate and both are strongly

coupled [14], [15]. In the case of a cylinder, the shift mode

is associated with a shortening recirculation region and is

directly related to the magnitude of the vortex shedding, the

latter being dependent on the Reynolds number. While this

process is now well understood in the case of the laminar

flow, this model scenario yet has to be tested for turbulent

flow conditions at high Reynolds number. In particular, we

are interested in the capacity of this empirical Galerkin model

to capture the wake dynamics and the instantaneous evolution

of the drag coefficient. In order to eventually implement a

control law, it is of major importance to design an observer

which can separate the turbulent dynamics from the vortex-

shedding mode and evaluate the pertinence of a simplistic

dynamical model in representing the drag on a bluff body.

The present paper deals with a high gain observer syn-

thesis in order to rebuild states that are not accessible to

the measurement. We first provide a short mathematical

description of the Galerkin model used for the observation.

The observability of this empirical Galerkin model is then

studied. However, for that kind of system, a natural feedback

control objective is to bring the system back to a symmet-

ric wake flow, corresponding precisely to the observability

singularity of the system. We consequently show that a high

gain observer synthesis using a dynamic extension and fake

outputs may extend the proposed diffeomorphism image to

the full state space. Simulations and experiments illustrate

the efficiency and limitations of the proposed observer.



II. MODELING

The evolution of fluid flow is governed by the well-known

Navier-Stokes (NS) equations, a set of an incompressibility

condition and a nonlinear partial differential equation. The

NS equations are characterized by strong nonlinearities, high

dimensionality and time-delays making fluid flow control a

challenging area, especially if real applications are targeted.

In the past fifteen years, reduced-order model (ROM) ap-

proaches have been extensively developed in the literature

to cope with the aforementioned difficulties. The objective

is to obtain a low-order ODE model from the NS equation.

The most popular ways of obtaining ROMs are the Proper

Orthogonal Decomposition (POD) [16], more recently the

Dynamic Mode Decomposition [17], [18] and the Optimal

Mode Decomposition [19]. Among ROMs, low-dimensional

Galerkin models showed promising results for feedback

control design [20].

In this study, a Galerkin model (GM) based on a Karhunen-

Loève expansion around the unstable steady NS solution us

is used. The flow u(x, t) is then described by the orthonormal

Galerkin approximation u[N]:

u(x, t)≈ u[N] = us +
N

∑
i=1

ai(t)ui(x), (1)

where the velocity modes ui(x) depend on the location x

and the ai(t) describe the time evolution of the Fourier

coefficients. The two first modes (N = 2) capture 96% of the

perturbation energy. The shift-mode, noted u∆, represents the

energy exchange between the mean flow and the oscillatory

perturbation. The Galerkin approximation of order three is

then written as follows:

u(x, t)≈ us +a1(t)u1(x)+a2(t)u2(x)+a∆(t)u∆(x). (2)

The time evolution of the Fourier coefficients is described

by [13]:

ȧ(t) = F(a).a =




µ −1 −a1

1 µ −a2

a1 a2 −1


 .




a1

a2

a∆


 (3)

with µ > 0 the growth rate parameter. In cylindrical coor-

dinates, setting the oscillation amplitude Amp =
√

a2
1 +a2

2,

equations (3) can be rewritten :

(
Ȧmp(t)
ȧ∆(t)

)
=

(
(µ −a∆)Amp

A2
mp −a∆

)
. (4)

In the sequel, we denote the state vector x = (Amp a∆ µ)T ∈
X ⊂ R

3 and consider the dynamic nonlinear system:

ẋ = f (x) =




x1(x3 − x2)
x2

1 − x2

0


 ,y = h(x) =Cx = x1, (5)

where y is the measured output and C = (1 0 0).

III. SYSTEM EQUILIBRIA AND OBSERVABILITY

Theorem 1 ∀µ ∈ R
∗
+, system (5) equilibria are given by:

• x∗ = (0 0 µ)T is an unstable equilibrium ;

• x∗∗ = (
√

µ µ µ)T is a locally stable equilibrium;

• x∗∗∗ = (−√
µ µ µ)T is a locally stable equilibrium.

Proof: A first order analysis is sufficient to state on the

stability of the equilibria. It is straightforward that f (x) = 0

if and only if x ∈ {x∗,x∗∗,x∗∗∗} and we have

∂ f

∂x
(x) =




x3 − x2 −x1 x1

2x1 −1 0

0 0 0


 . (6)

The eigenvalues of
∂ f

∂x
lie in the set

{0,
(x3 − x2 −1)±

√
(x3 − x2)2 +2(x3 − x2)+1−8x2

1

2
}.

(7)

The null eigenvalue is linked to the marginal stability of x3,

inherited from the last line of
∂ f

∂x
and simply expresses that

x3 is a constant.

• The eigenvalues of
∂ f

∂x
(x∗) lie in {0,−1,µ} so x∗ is a

saddle point for µ > 0 and is an unstable equilibrium.

• The eigenvalues of
∂ f

∂x
(x∗∗) lie in {0, −1±√

1−8µ
2

} so x∗∗

is a stable equilibrium whose basin of attraction is {x ∈
R
∗
+×R

2}.

• The eigenvalues of
∂ f
∂x
(x∗∗∗) lie in {0, −1±√

1−8µ
2

} so

x∗∗∗ is a stable equilibrium whose basin of attraction is

{x ∈ R
∗
−×R

2}.

These local results can be checked using V = (x −
xe)

T ∂ f

∂x
(xe)(x − xe) as a Lyapunov candidate function for

xe ∈ {x∗,x∗∗,x∗∗∗}.

Theorem 2 System (5) is observable on S = {x ∈ R
3 :

|x1|> ε} for any ε > 0.

Proof: Let the observation set O denote the smallest

vector space that contains h and closed under the Lie

derivative L f , i.e. such that ∀σ ∈ O , Lτ(σ) ∈ O . dO =
Span{dτ ,τ ∈ O} is the observability co-distribution where

d denote the differential. A system is weakly observable if

dimdO(x) = dimX .

Using the output y in (5), we compute the successive Lie

derivatives

L 0
f h(x) = h(x) = x1

L 1
f h(x) = x1(x3 − x2)

L 2
f h(x) = x1[(x3 − x2)

2 − x2
1 + x2]

L 3
f h(x) = x1[(x3 − x2)

3 +(x3 − x2)(3x2 −5x2
1)+ x2

1 − x2]
(8)

Differentiation at higher orders will still lead to expressions



of L i
f h(x) where x1 is a factor. We get

dL 0
f h(x)T =




1

0

0


 , dL 1

f h(x)T =




x3 − x2

−x1

x1




dL 2
f h(x)T =



(x3 − x2)

2 −3x2
1 + x2

x1(1−2(x3 − x2))
2x1(x3 − x2)


 .

(9)

It is obvious that dimdO(x) = 3 on any connected subset

of S = {x ∈R
3 : |x1|> ε}, for any ε > 0. However there is

a singularity of the system observability for xs = (0 x2 x3)
T

since dimdO(xs) = 1.

Physically, this singularity is related to the fact that one

can not access to any information about state x2 or x3 when x1

is null. This event rarely occurs on an uncontrolled system;

yet, since the control objective will aim at stabilizing the

system around x∗, the study and the avoidance of the observ-

ability singularity become decisive for the flow estimation.

IV. NONSINGULAR OBSERVER SYNTHESIS

The core idea of this observer relies on the works [21]-

[22]. Trying to exploit nonlinear observability normal forms

may require a change of coordinates, generically an im-

mersion from natural coordinates x to target coordinates z.

The main idea is to remove this observability singularity

using both an extension and a coordinate space dimension

augmentation. The former is the extension of this mapping

for its inverse to be surjective, using fictitious outputs that

make it possible to get (fake) information about the full state

even at the system singularity. The latter is the augmentation

of the (natural) coordinates using a dynamic extension to get

a diffeomorphism between the natural state space and the

target space.

The standard high gain observer [23], [24], written in the

natural coordinates x, is first presented to better understand

the way the singularity can be avoided.

Theorem 3 (Standard High Gain Observer) Let z = φ(x)
with

zi = L
i−1
f h(x), i ≤ 3. (10)

A high gain observer for system (5) on either S − = {x ∈
R

3 : x1 <−ε} or S + = {x ∈ R
3 : x1 > ε}, for any ε > 0, is

given by

˙̂x =
∂φ

∂x
(x̂)−1

(
Aφ(x̂)+ sat(F)+∆K(y−Cx̂)

)
. (11)

A is the matrix whose only non null entries are a unitary

superdiagonal, sat(F) is a saturation function of F whose

non null entry is

F3(x̂) = x̂1[(x̂3 − x̂2)
3 +(x̂3 − x̂2)(3x̂2 −5x̂2

1)+ x̂2
1 − x̂2]. (12)

∆ is a diagonal matrix formed in ascending powers of a gain

θ > θ0 > 1 whose choice is related to the Lipschitz constant

of F. K is chosen to have the matrix (A−KC) Hurwitz.

Proof: Using z = φ(x) with (10), it is straightforward

that system (5) leads to

ż = Az+F (13)

with A and F given in (11)-(12). A high gain observer

synthesis for system (13) is given by

˙̂z = Aẑ+ sat(F)+∆KC(y− ẑ1). (14)

A first traditional approach is to get x̂ using the inversion

of φ : x̂ = φ−1(ẑ). However, this inversion can be tricky for

a nonlinear mapping φ . Another approach is to synthesize

the observer in the natural coordinates x provided that φ is

a diffeomorphism

˙̂x =
∂φ

∂x
(x̂)−1 ˙̂z. (15)

In our study, it is obvious that φ is a diffeomorphism only

on S − or on S + due to the observability singularity.

Remark 1 This standard high gain observer is not defined

at the observability singularity since φ is by construction

singular for x̂1 = 0.

∂φ

∂x
(x) =




1 0 0

x3 − x2 −x1 x1

q2 x1(1−2q1) 2x1q1


 (16)

with

q1 = x3 − x2, and q2 = q2
1 −3x2

1 + x2. (17)

The observability singularity at x1 = 0 stated in Theorem

2 means that there is no access to any information about

states x2 and x3 when x1 = 0. So a way to provide such

information when x1 is close to the singularity is to add fake

outputs, allowing for an access to the last two states in such

a case. However, completing the z state by the fake output

makes the cardinality of this extended state space greater

than the cardinality of the x state space. It follows that the

mapping φ is no more surjective. We thus propose to extend

φ into a diffeomorphism Φ using a dynamic extension and

a jacobian matrix completion.

Theorem 4 (Observer with Singularity Avoidance) Let

ρ : x 7→ max(0,ε2 − x2
1)

2 (18)

for some ε > 0. Consider the fake output

y f (x) =

(
ρ(x)x2

ρ(x)x3

)
, (19)

and under the assumptions and notations of Theorem 3, we

define two new state vectors x̄ and z̄ such as

x̄ =

(
x

τ

)
and z̄ = Φ(x̄) =

(
z

y f

)
+Ψ(x)τ (20)

where τ ∈ T are the exogenous variables added to the

original state vector, T is a bounded subset of R2 and

Ψ : x 7→




0 0

ρ(x) 0

0 −ρ(x)
x1 x1

0 x1



. (21)



Then a high gain observer for system (5) on any bounded

subset X ∈ R
3 avoiding the singularity is given by

˙̄̂x =
∂Φ

∂ x̄
( ˆ̄x)−1ϕ( ˆ̄x,y) (22)

where

ϕ : ( ˆ̄x,y) 7→




AΦ( ˆ̄x)+ sat(F)+∆K(y−C ˆ̄x)
−k4Φ4( ˆ̄x)
−k5Φ5( ˆ̄x)


 (23)

with Φi denoting the i-th component of Φ given in (20) ,

k4,k5 > 0 and A, K, ∆ given by Theorem (3).

Proof: To circumvent the observability singularity, we

modify the system outside S = {x∈R
3 : |x1|> ε} by adding

the fake output y f given by (19). It is worth noticing that this

fake output is null on S so the system is not affected when

living on S . We now define a new mapping φ f : x 7→ z̄ =
(z,y f ), whose jacobian matrix is

∂φ f

∂x
(x) =

(
1 01,2

J1(x) J2(x)

)
(24)

with 0n,m denoting the null matrix having n×m entries and

matrices

J1(x) =




x3 − x2

q2
∂ρ
∂x1

x2

∂ρ
∂x1

x3


,J2(x) =




−x1 x1

x1 −2x1q1 2x1q1

ρ 0

0 ρ


 . (25)

The jacobian matrix of φ f is thus full rank provided that J2

is also full rank. The determinant of the first two lines of J2

is (−x2
1) whilst the determinant of its last two lines is ρ2.

By definition (18), ρ and x1 can not be simultaneously null

and it follows that J2(x) is full rank on R
3. The fake outputs

thus enable to get around the observability singularity.

Since the mapping φ f is an immersion from R
3 in R

5,

a way to get a one-to-one mapping is to extend it into

a diffeomorphism Φ. To do so, we propose a dynamic

extension by augmenting the original state x with τ = [τ1τ2]T

as given by (20)-(21). The resulting jacobian matrix of Φ is

∂Φ

∂ x̄
(x̄) =

(
1 01,4

J̄1(x̄) J̄2(x̄)

)
(26)

where the matrices J̄1(x̄) and J̄2(x̄), completed by the Ψ
columns (see (21)), and J̄1(x̄) are given by

J̄1(x̄) = J1(x̄)+




∂ρ
∂ x̄1

τ1

− ∂ρ
∂ x̄1

τ2

τ1 + τ2

τ2


 ,

J̄2(x̄) =




−x̄1 x̄1 ρ 0

x̄1 −2x̄1q1 2x̄1q1 0 −ρ
ρ 0 x̄1 x̄1

0 ρ 0 x̄1


 .

(27)

It is straightforward that det J̄2(x̄) =−(ρ2 + x̄2
1)

2 < 0, so ∂Φ
∂ x̄

is invertible on any bounded subset of R3, and the observer

(22) is thus well defined on any bounded subset of R5.

To ensure that we have

lim
t→∞

‖x(t)− x̂(t)‖+‖τ̂(t)‖= 0 (28)

along the solutions (x, x̂, τ̂)(t) of (5) and (22)-(23), one can

notice that the inverse mapping Φ−1 : z̄ 7→ x̄ is given by

Φ−1(z̄) =




z̄1

−z̄2
1α2−z̄1ρβ (z̄2

1+ρ2)+γ(z̄2
1+ρ2)2

(z̄2
1+ρ2)3

−z̄2
1α2−z̄1ρβ (z̄2

1+ρ2)+(γ+α)(z̄2
1+ρ2)2

(z̄2
1+ρ2)3

β

z̄2
1+ρ2

z̄1ρα(α−(z̄2
1+ρ2))

(z̄2
1+ρ2)3 + δ

z̄2
1+ρ2




(29)

with
α(z̄) = z̄1z̄2 +ρ(z̄5 − z̄4)
β (z̄) = ρ z̄2 − z̄1(z̄5 − z̄4)
γ(z̄) = z̄1z̄3 + z̄4

1 +ρ z̄4

δ (z̄) = z̄1z̄5 −ρ(z̄3
1 + z̄3).

(30)

So Φ−1 ∈ C 1(R5) and it follows that it is a L-Lipschitz

mapping on any bounded subset of R5. Besides, from (20)-

(21), we have Φ(x,0) = φ f (x), so it is straightforward that

for z̄ = Φ(x,0):

‖Φ−1(z̄)−Φ−1( ˆ̄z)‖ ≤ L‖z̄− ˆ̄z‖∥∥∥∥
(

x

02,1

)
−
(

x̂

τ̂

)∥∥∥∥ ≤ L‖φ f (x)−Φ(x̂, τ̂)‖. (31)

Since we have proven in Theorem 3 that the first three lines

of (23) is a converging observer of (13), it follows from (31)

that (28) holds. The dynamics of the last two states z̄ in (23)

are arbitrarily set by any strictly positive gains k4 and k5.

V. SIMULATIONS AND EXPERIMENTS

A. Simulation results

Simulations are performed with the high gain observer

(HGO) proposed in Theorem 4. The x1 dynamics and the

output y are corrupted by the addition of zero mean Gaussian

white noises of standard deviations 0.4 and 0.1, respectively.

This additional noise on the dynamics is used to model the

influence of other modes on the x1 behaviour. During the

time interval 10-15 seconds, a state feedback is applied to

stabilize the state x1 to zero, thus forcing the system to be

singular. The different parameters (initial values and observer

gain KHGO = (KT k4 k5)
T ) are given in Table I.

x(0)
[
0.5 1.5 2

]T

x̂(0)
[
0.7 0.5 0.5

]T

τ(0)
[
0 0

]T

KHGO

[
2 4 2 0.15 0.009

]T

θ 1.02

TABLE I

INITIAL CONDITIONS AND OBSERVER PARAMETERS

The value of the high gain θ is chosen quite small in

order to avoid sensitivity issues (in particular with respect
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Fig. 1. High gain observer : the system states x1,x2,x3 are depicted in
black, cyan and purple, the estimations x̂1, x̂2, x̂3 are depicted in blue, green
and red lines, respectively.

to the output noise), to lessen the peaking effect and make

the system performance effective (Fig 1) despite noise on

the state dynamics. When the state feedback stabilizes x1 to

zero for t ∈ [10,15] s, the singularity is avoided using the

fake outputs to preserve the mapping Φ invertibility. The

choice of a quite small ε = 0.001 for (18) allows to modify

the system only for a short period, yet at the price of the

convergence of the estimated growth rate to zero instead of

the nominal value x3 = 2.

pi

U∞

H

x̄
ȳ

z̄

Fig. 2. Sketch of the open wind tunnel and the square cylinder experiment.
The thick red lines show the pressure taps while the pressure transducer is
located inside the bluff body. The double arrow in blue shows the variation
of the shift mode while the vortex shedding is shown with dotted line.

B. Experimental Setup

Experiments were led in the 40× 40 cm2 test section of

an open wind tunnel. Speeds U∞ ranging from 5 to 10 m/s

were used to generate the flow around a square cylinder

of length H = 0.1m. The cylinder was equipped with 9

pressure taps located on the sides and on the back of the

object, shown in Fig. 2. Here confinement is not an issue

but it should be noted that the blockage ratio is 1/4 in the

test section which has an influence on the characteristics

of the vortex shedding compared to the unconfined flow.

The Reynolds number Re = U∞H/ν , where ν = 1.8 10−5

m2/s is the kinematic viscosity of the air, was in the range

of [2.7;5.5]× 104. A second non-dimensional number of

importance is the frequency of the vortex shedding f =
StU∞/H, where the Strouhal number St = 0.14 in the case

of the square cylinder. The side pressure sensors were used

to measure the amplitude of vortex shedding while seven

pressure sensors positioned on the back of the cylinder were

used to measure the pressure component of the drag force

onto the bluff body. The variables are nondimensionalized

as follows:

x̄ = x̄∗/H, u = u∗/U∞, and p = 2p∗/(ρU2
∞), (32)

where the starred quantities are the dimensional quantities.

Pressures were considered as the pressure coefficient Cp =
2(p− p∞)/(ρU2

∞) measured at each position on the cylinder.

The side faces contribute only to the lift coefficient CL

whereas the drag coefficient CD corresponds to the projection

of the pressure coefficient onto the front and back surfaces.

Total drag is defined as the sum of pressure and friction

drags: CD =Cp+C f . Numerical simulations and experimen-

tal measurements report mean values of CD ≈ 2.2 [25], [26]

from Reynolds Averaged Navier-Stokes (RANS) simulations

and CD ≈ 2.19 [27] from Direct Numerical Simulations

(DNS) and mean CL = 0 for very similar Reynolds numbers.

In the present experiment, these mean values are found to

be [CD,exp,CL,exp]≈ [1.97,0.05] which is in good agreement,

the former being necessarily different because of the contri-

bution of the viscous drag which may account for the 10%

difference between total and pressure drag (i.e. C f ≈ 0.22). In

addition, [25] and [26] found using RANS simulations that

the drag coefficient of the steady state is CD,steady ≈ 1.71 for

a similar Reynolds number, which is directly related to the

shift mode x2, that is ∆CD,exp(t) =CD,exp(t)−CD,steady ∼ x2.

Fluctuations can also be used to compare DNS results [27]

with the present experiments. In particular, the fluctuations

of the lift coefficient provide another mean to compare

the amplitude of the oscillations from the pressure taps

located on the sides of the square cylinder where [27] report

rms(CL(t))≈ 1.71. This coefficient can only be inferred from

two pressure taps (see Fig. 2) and provide an estimation

rms(CL,exp(t))≈ 0.54 which is well below the value found in

the literature. This difference may be attributed to the sparse

measurements on these faces of the square cylinder.

In the case of a bluff body, drag is more conveniently

controlled by modifying the size of the recirculation region,

which in turn, is slaved to the amplitude of the vortex

shedding, at least in the laminar case. It is however less clear

that the dominant vortex shedding mode alone is enough to

predict the modification of the shift mode in the turbulent

case and the prediction of the pressure at the base from a

minimum number of sensors remains an open question. Our

aim is to relate the amplitude of the shift mode through the

amplitude of the vortex shedding which can be evaluated

using sensors located on both sides of the bluff body. As

shown in [11], [12], the velocity on opposite sides of the

bluff body is shifted by a phase of π/2. However, using

pressure measurements (p1, p2), the signal obtained from

similar locations are shifted with a phase of π [28]. To

overcome this problem, we define p̄1 = (p1 − p2)/2 and p̄2

the temporal derivative of the former, p̄2 = ∂t(p1 − p2).
The amplitude of the vortex shedding can be written as:

Amp(t) =
√

p̄2
1(t)+ p̄2

2(t), (33)
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Fig. 3. (a) Temporal evolution of the mean pressure p̄ = (p1 − p2) (blue)
where p1 and p2 are the pressures measured on the sides of the square
cylinder respectively, parallel to the flow and the temporal derivative (red).

(b) Estimated lift coefficient C̃L,exp(t) (black) compared with fluctuations

of the pressure on the back ∆C̃D,exp(t) magnified by a factor 200. The
(˜) denotes that the mean was subtracted. (c) Temporal evolution of the
lift coefficient CL,exp and the shift of the drag coefficient ∆CD,exp(t) with
respect to the steady state.

illustrated in Fig. 3(a). Fig. 3(c) shows that the mean pressure

at the base and thus the drag coefficient deviation from

the steady state ∆CD,exp(t) is essentially insensitive to the

intermittency of the vortex shedding amplitude. The small

oscillation of ∆CD,exp(t) are magnified in 3(b) together with

a low-pass filter computed over 20 periods of vortex shedding

where the slow dynamics appear to be well correlated with

the variations of the amplitude Amp. As proposed by [29] a

brief time-scale analysis shows that the shear-time scale ts ∼
H/StU∞ ∼O(10−1) akin to vortex shedding is much shorter

than the nonlinear time scale tnl ∼ H/Stu′ ∼ O(100) where

u′ is the amplitude of the turbulent fluctuations, typically of

the order O(U∞/10). This nonlinear time scale is visible for
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Fig. 4. Experimental estimated states. The black solid line represents
the measured output y = x1 on the system, the purple dotted line is the
theoretical shift mode and growth ratio at the equilibrium, computed as
〈y〉2. Estimated states x̂1, x̂2 and x̂3 are depicted by blue, green and red
solid lines respectively.

instance in Fig. 3 and Fig. 4 and modulates the amplitude

of the vortex shedding in time, resulting in the intermittent

amplitude Amp(t).

C. Experimental results

We apply the high gain observer proposed in Theorem 4

to the experimental data. Since we have no access to the shift

mode nor to the growth rate, we provide theoretical values

based on the equilibrium x∗∗∗: 〈y〉2 = 0.1225. The observer

is initialized with x̂(0) =
(
1 1 1

)T
and τ(0) = 02,1. Gains

are chosen as K =
(
0.31 0.07 0.05

)T
and the high gain as

θ = 1.1 to filter the signal high frequencies. After a 6s long

transient phase, the observer converges both to the measured

amplitude and to the theoretical values of the shift mode

and growth rate (Fig. 4). The filtering effect of the observer

drastically reduces the noise impact on the estimated states.

Statistical analysis is given in Table II. Despite a very simple

model, it seems that the proposed approach is able to catch

the dynamics of the mode. However, since many modes are

implied for this large Reynolds number, it will be of great

interest to compare the theoretical and estimated values to

their true values, and to estimate the contribution of the other

modes dynamics.

Variable Mean value Standard deviation

y = x1 0.03479 0.1486
x̂1 0.3430 0.0377
x̂2 0.1191 0.0255
x̂3 0.1138 0.0498

TABLE II

STATISTICAL VALUES FOR EXPERIMENTS

VI. CONCLUSIONS AND FUTURE WORKS

This study provides the necessary grounds to verify

whether nonlinear observers based on empirical Galerkin

model can capture the dynamics of the vortex shedding

and shift mode at high Reynolds number. The experimental

results using the proposed high gain observer are very



encouraging for handling the observability singularity, an

issue of great interest for active control since the control

objective is to stabilize the amplitude to zero.

On-going works are twofold. We are first interested in

observation of such a system for a higher number of modes,

where the high gain standard approaches can suffer from an

increased sensitivity to noise as the state dimension increases,

the same goes for the power of the high gain. A promising

tool to extend the present approach is the recently high gain

observer with limited gain powers [30]. Another perspective

is the synthesis of output feedbacks using the estimated state

to bring the system to a symmetric wake flow which is a

promising way to minimize the energy consumption of bluff

bodies.
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