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Abstract

Energy consumption estimation and management of the maritime Unmanned Surface
Vehicles (USV) is an important issue to deal with energy minimization techniques such as
path planning, tasks scheduling etc. In this paper, we introduce the energy consumption
parameter in USV simulation through three contributions: 1) An analytic USV’s energy
consumption model is developed based on the three-degrees-of-freedom dynamic model of
surface vessels. 2) A reverse engineering approach is proposed allowing the identification of
the previously used dynamic model coefficients based on a set of scenarios executed within
the simulation environment discussed in [1]. 3) The simulator engine is enriched with the
consumption modelling tools such that the power absorbed by the USV is instantaneously
calculated and returned; so, the required energy of any predefined scenario is available as a
new simulation result.

Key words–Energy consumption, Power modelling, Autonomous Robot, Unmanned
Surface Vehicles, Robot Operating System, Simulation Environment.

1 Introduction

Autonomous surface drones or Unmanned Surface Vehicles (USVs) are a promising solution
for different marine applications such as port navigation, rescue, environment control, military
missions, ocean maps generation etc. The main advantage of the USVs is their ability to
evolve in environments where humans are not able to intervene safely in addition to their cost
and continuous activity. Actually, USVs operate generally in difficult environment conditions
needing precision, reliability and autonomy. To provide solutions to these critical requirements,
scientific community is more and more focusing their research in the USVs field and their
applications [2].

One of the most challenging issues faced when dealing with USVs is the autonomy problem.
Like any autonomous robot, the USVs capabilities to execute their missions are limited by the
capacity of their batteries. However, this issue is more critical in case of USV since they can
operate in environment where frequent battery discharges may impact considerably the good
achievement of the executed mission especially that their autonomy depends on two complex
and variable environment parameters: wind and water current. Thus, this energy constraint
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makes the consumption optimization one of the most important challenges for mobile robots’
research community. The energy limitation is therefore becoming a significant constraint to
either solve path planning problems, to schedule tasks or to design an energy-based optimal
controller. The energy consumption estimation of the USVs can be achieved by measuring
instantaneously the real power absorbed by the vehicle using on-board sensors (mainly current
or power sensors). However, this may require additional hardware which may affect the drones’
behaviour due to the additional weights, as well as this approach is usually infeasible and would
be very costly in case of too many scenarios or huge ones and not possible of course during
the USV design phase. Another approach consists to use of simulation environment to test and
validate USVs autonomy and their consumption at early phase of mission planning which allow
saving cost and time. The drawback of the existing solutions is the use of simple and non-
realistic energy models which are not representative of real-life scenarios. Hence, our proposed
solution begins by developing a more realistic power model of the USVs based on their dynamics
and to integrate it into one of the robust USV simulators that exist. There are many simulation
environments for USVs such as the one presented in [1] which is an open source, recent and
very robust simulator that simulates different USV types under realistic disturbances. However,
none of the available simulators considers the energy consumption parameter in their engines.

In this paper, we introduce the energy consumption parameter in USVs simulation. Our
methodology is general but implemented on the open-source simulation environment [1]. This
last one is a recent Robot Operating System (ROS) and Gazebo-based software package that
simulates virtual USVs in realistic environment and disturbances. Actually, we introduce the en-
ergy consumption parameter into the simulator through the following steps: First, an analytical
USVs energy consumption model is developed based on the three-degrees-of-freedom (3-DOF)
dynamic model given in [3] by ignoring the wave effect. Then, we explain how to identify the
constant coefficients of the used dynamic model based on a set of scenarios executed within the
simulation environment using a reverse engineering approach [4]. We apply this methodology
particularly for Lutra-Prop boat, a representative differential drive USV available in the used
simulation environment. Thereafter, the energy model obtained from the two previous steps is
integrated into the simulator engine. Finally, we run different simulation scenarios and analyse
the obtained estimated energy consumption results in a short time and without any hardware
requirement.

The rest of the paper sections is organized as follows: section 2 contains the related work; sec-
tion 3 involves the USV dynamics with and without disturbances; power consumption modelling
is given in section 4; section 5 illustrates the model parameters identification for the Lutra-prop
differential drive USV using the reverse-engineering approach; section 6 which demonstrates the
integration of the obtained power model into its corresponding virtual package within the USV
simulator, section 7 includes the simulation results of seven different realistic scenarios. Finally
The paper is ended with a general conclusion and references.

2 Related Works

Many recent works have been published aiming to model, estimate and minimize the energy
consumption of different mobile robots [5, 6, 7, 8, 9, 10, 11]. Most of researchers are consid-
ering the energy efficiency to be the key on autonomous robots’ performances since they are
constrained by their batteries’ capacity limitation. From this literature, we notice that most
of related work were about designing power models for ground robots to estimate their energy
consumption. Among the contributions presented in this paper is the development of the energy
consumption model of a different unmanned vehicle type which is the surface drone (or marine
drone). The consumed power of a USV is that absorbed by: the on-board computer, sensors,
control systems, thruster’s losses, and mainly thrusters’ useful power generating the mechanical
energy.
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Usually, The power absorbed by the on-board computer and electrical losses and components
(sensors, control system, etc.) is a small quantity compared to the thruster useful power con-
sumption [12] and can be approximated by a constant value or more accurate model. Thus,
the main power consumption is due to thrusters (80-90%) transferred to the mechanical power
which should be modelled according to the USV speed and environment as shown in Fig.1
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Static Power  
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Pitonakova. L et al [21] provide comparison study between the most used robot simulators involving Gazebo, V-REP 

and ARGoS. Consequently, many open source software platforms are available in order to simulate robotic behaviours 

in realistic environment such as ROS (Robot Operating System) and Gazebo. Gazebo software was developed in 2002 

at the University of Southern California [22]. The idea was about creating a high-fidelity simulation environment that 

provides the ability to simulate robots in outdoor and indoor environments under different conditions, so Gazebo is a 

3D robot simulator while ROS serves as the robot’s interface.  

ROS [23] is a meta-operating system that provides communication between users; computers’ OS; and other external 

equipment such as cameras, sensors as well as robots using executable codes representing ROS nodes. ROS nodes 

communicate with each other by sending and receiving messages organized into specific categories named topics [24]. 

By convention, when ROS node sends messages to a topic, means the node is publishing to that topic. Alternatively, 

when the node receives messages from a topic, means the node is subscribing to that topic. Furthermore, ROS relates 

to many existing robot simulation frameworks such as Gazebo, a brief overview of some application software which 

uses ROS is given in [23]. As mentioned before, Gazebo [22] is a 3D robot simulator that simulates realistically 

unmanned robots whereas ROS serves as the robots’ interface. There are many robot prototypes and models that have 

been realized on Gazebo simulator, either for ground robots, aerial drones, surface drones or underwater drones. The 

prototyping is done using Unified Robot Description Format (URDF) files that describes the physical shapes of the 

robot, and by implementing Gazebo’s plugins that apply forces and torques on the robot’ body based on their actuators’ 

control and environment disturbances. These prototypes can be provided with different sensors based on Gazebo, such 

as velocity and position sensors such that Gazebo node publishes the position of the robot, as well as the linear and 

angular velocities information messages to odometry topic to be subscribed by other ROS nodes. 

Fortunately, ROS and Gazebo- based robot simulators are free and open source platforms, which help researchers to 

simulate their applications especially those for unmanned robots. Among the most robust and high-fidelity Gazebo-

based simulators that exist we find the Unmanned Ground Vehicle simulator [24], Unmanned Underwater Vehicles 

UUV simulator [25], Unmanned Aerial Vehicle UAV simulator [26] and Unmanned Surface Vehicle USV simulator 

[1]. The latter is a recent ROS and Gazebo-based package [27] which is robust software that simulates realistically the 

effect of waves, buoyancy, water current, wind current, underwater behaviours etc. It is provided with four different 

USV types (differential boat, air boat, sail boat and ruder boat) that can be used under different environment conditions 

and disturbances, as well as velocity control and navigation by using Gazebo plugins to apply different forces and 

torques on the boat shape such as hydrodynamic force, hydrostatic force, wind force, wave force, control and 

propulsion force. Based on these simulated forces, the boat can behave in the simulator like the physical ones which 

motivates us to think about verification the power absorbed by the USV on the simulator by integrating the developed 

model of the Lutra-boat USV. In addition, this contribution is to enrich the simulator with power management tools. 

In addition to the given related works, the novelty in this contribution is given below: 

(1) The energy consumption model of the differential drive USVs is established as a function of the environment (wind, 

speed, water current) based on the simplified 3-DOF dynamic model and fluid dynamics. 

(2) Using the reverse-engineering approach to identity the model parameters of a virtual autonomous differential drive 

boat named: Lutra-prop boat using its virtual version available on the USV simulator [1]. 

(3) Integration of the obtained USV consumption model into the simulation environment so that the simulator is 

enriched with power management and estimation tools to estimate and verify the consumed energy for different 

scenarios on the simulator without any hardware requirement which is a significant contribution that can be used for 

instance for energy-based path planning problems.   

 

 

  

 

 

 

 

 

 

 

 

 
Figure 1: Energy transmission of the USV  Figure 1: Energy transmission of the USV.

The development of the consumption model of a surface drone as function of its environment
can be achieved with its dynamic model expressing the relationship between the velocity and
a set of forces applied on the boat’s body as given later in this paper; thus, many works
have been taken into consideration to obtain the power model of the USVs and to identify its
parameters: Muske K. R. et al [13] have given a solution to identify the parameters of a 3-DOF
non-linear dynamic surface vehicle model and validated their approach by carrying out on an
experimental model. Li. C et al [14] have presented also a 3-DOF dynamic model of a rudderless
double thruster USV and they identified the parameters of a 1.5m long, 50Kg USV through
system identification approach, the accuracy of their modelling and identification approaches
was verified by an experimental testing. Niu. H et al [15] have studied the energy efficient path
planning algorithms for USV and they studied in [16] the energy-based efficient path planning
for USV in spatially and temporally variant environment; however, they considered a simple
power model as the cost function based on 2-DOF USV dynamics to calculate the consumption
weight of a given path. Mu. D et al [17] have presented a model and identification approach of
the propulsion vector of a USV based on its 3-DOF dynamics and response model, and compared
the simulated turning and zigzag tests with a physical 7.02m×2.6m USV. Jin. J et al [18] have
designed a non-linear controller for the heading and the velocity of a USV based on 3-DOF model
and identified its parameters. Sonnenburg C. R et al [19] have also described in their paper
USV modelling, identification and control. Wirtensohn. S et al [20] have presented a model of a
twin hull-based unmanned surface craft and identified the model parameters via a weighted least
square approach. From the given literature review, we notice that energy estimation; modelling;
and identification approaches require complicated tasks and eventually much hardware set-up,
as well as the obtained data are not very precise due to the presence of disturbances especially
in case of huge scenarios. This can be solved by establishing a suitable and more realistic power
model of USVs consumption based on their dynamic behaviours and then by the integration of
the obtained model after identifying its parameters into a robust simulator engine that simulates
the USV performances in realistic way under realistic disturbances.

Realistic simulation and prototyping of autonomous vehicles generally and surface drones
especially play a significant role to reduce the hardware set-up and the amount of time spent
in developing a given mobile robot application such as the estimation of energy consumption.
Moreover, simulation and estimation tools allow designers and researchers to focus on the inter-
esting parts of their applications to achieve better results. However, before simulating a given
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robotic tasks or scenarios, it is necessary to choose a suitable simulation environment since dif-
ferent simulators offer different performances. In addition to the above research works: Kramer.
J et al [21] have presented a survey that addresses autonomous mobile Robot Development En-
vironment (RDE) by comparing a set of open-source freely available RDEs from different points
of view. Zlajpah. L [22] has given an overview of simulation in robotics by showing how sim-
ulation makes things easier and has presented some advantages and drawbacks of simulation
in robotics. Pitonakova. L et al [23] provide comparison study between the most used robot
simulators involving Gazebo, V-REP and ARGoS. Consequently, many open source software
platforms are available in order to simulate robotic behaviours in realistic environment such as
Gazebo and ROS which stands for Robot Operating System and Gazebo. Gazebo software was
developed in 2002 at the University of Southern California [24]. The idea was about creating
a high-fidelity simulation environment that provides the ability to simulate robots in outdoor
and indoor environments under different conditions, so Gazebo is a 3D robot simulator while
ROS serves as the robot’s interface.

ROS [25] is a meta-operating system that provides communication between users; computers’
OS; and other external equipment such as cameras, sensors as well as robots using executable
codes representing ROS nodes. ROS nodes communicate with each other by sending and receiv-
ing messages organized into specific categories named topics [26]. By convention, when ROS
node sends messages to a topic, it means the node is publishing to that topic. Alternatively,
when the node receives messages from a topic, means the node is subscribing to that topic.
Furthermore, ROS relates to many existing robot simulation frameworks such as Gazebo, a
brief overview of some application software which uses ROS is given in [25]. There are many
available robot prototypes and models that have been realized based on Gazebo simulator, ei-
ther for ground robots, aerial drones, surface drones or underwater drones. The prototyping is
done using Unified Robot Description Format (URDF) files that describe the physical shapes of
the robot. The virtual robot can behave realistically by implementing Gazebo’s plug-ins that
is used to apply forces and torques on the robot’ body based on their actuators’ control and
environment disturbances. These prototypes can be enriched as well as with different sensors
based on Gazebo such as odometry sensors that publishes the position and the velocity vectors
to a particular topic. such that Gazebo node publishes the position of the robot and its velocity
vector as well as the linear and angular velocities information messages to odometry topic to
be subscribed or used by other ROS nodes and processes.

Fortunately, ROS and Gazebo-based robot simulators are free and open source platforms,
which help researchers to simulate their applications especially those for unmanned robots.
Among the most robust and high-fidelity Gazebo-based simulators that exist we find the Un-
manned Ground Vehicle simulator [27], Unmanned Underwater Vehicles UUV simulator [28],
Unmanned Aerial Vehicle UAV simulator [29] and finally the Unmanned Surface Vehicle USV
simulator [1]. The latter is our case of study simulator since it is a recent and robust ROS and
Gazebo-based package [30]. The software simulates realistically the effect of waves, buoyancy,
water current, wind current, underwater behaviours etc. It is provided with four different USV
types (differential boat, air boat, sail boat and ruder boat) that can be controlled under differ-
ent environment conditions and disturbances in different modes using Gazebo plug-ins to apply
different forces and torques on the boat shape such as the hydrodynamic force, the hydro-static
force, the wind force, the wave force, and the propulsion forces. Based on the simulated forces,
the virtual boats can behave in the virtual space like the physical one; however, the energy
parameter is not introduced within the simulator package which motivates us to enrich it with
power management and estimation tools by integrating a developed power model into its pack-
age. this contribution is very useful to estimate the required energy of any predefined scenario.

In other words, the novelties of our contribution are given below:

1. The energy consumption model of the differential drive USVs is established as a function
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of the environment (wind, speed, water current) based on a simplified 3-DOF dynamic
model and fluid dynamics.

2. Using the reverse-engineering approach to identify the model parameters of an autonomous
differential drive boat named: Lutra-prop USV from its virtual version available on the
USV simulator [1].

3. Integration of the obtained USV consumption model into the simulator engine so that the
simulator is enriched with power management and estimation tools used to estimate and
verify the required power and energy for any predefined scenario on the simulator without
any hardware requirement which is a significant contribution that can be used to solve
many autonomy problems such as path planning, tasks scheduling etc.

3 The 3-DOF USV dynamics

In real scenarios, a marine drone can move longitudinally, laterally, and vertically, it can also
move rotationally around each axis producing roll, pitch and yaw movements. This type of
motion system is known as: six-degrees-of-freedom (6-DOF) system. In order to simplify our
analysis, we neglect the marine wave effect; thus, the vertical motion, roll rotation and pitch
rotation are ignored because the energy consumed in these dimensions is much lower. Therefore,
the system is reduced to a 3-DOF motion system by considering only the surge u (longitudinal
motion), sway v (sideways motion) and yaw rate r (rotation around the vertical axis). The
motion velocity vector (u, v, r) can be represented in two reference frames: {e} and {b} as shown
in Fig.2; where {e} is the earth-fixed reference frame and {b} is the body-fixed reference frame.
In this section, we define first the 3-DOF USV dynamic model with and without disturbances
(mainly: wind and water current) used to develop the power consumption model. Then we
present in the next section the power modelling approach based on the given USV dynamic
model.

3. The 3-DOF USV dynamics 

In real scenarios, the marine drones can move longitudinally, laterally, and vertically, it can also move rotationally 

around each axis producing roll, pitch and yaw movements. This type of motion system is known as: six-degrees-of-
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The motion velocity vector (u, v, r) can represented in two reference frames: {e} and {b} as shown in Fig.2; where {e} 

is the earth-fixed reference frame and {b} is the body-fixed reference frame. In this section, we define first the 3-DOF 
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Figure 2: Differential Drive USV dynamics representation in {e} and {b} frames. 

3.1 Three-DOF USV dynamics without disturbances 

In order to exploit the physical properties of the seakeeping and manoeuvring models, the equations of motions are 

represented in a vector form to reduce the number of coefficients and to simplify calculations. Thus, the complete 3-

DOF dynamic model of the USVs considered in this paper uses the representation in {b} frame given in Eq. (1) [2] 
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Figure 2: Differential Drive USV dynamics representation in {e} and {b} frames.

3.1 Three-DOF USV dynamics without disturbances

In order to exploit the physical properties of the sea-keeping and manoeuvring models, the
equations of motions are represented in a vector form to reduce the number of coefficients and
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to simplify calculations. Thus, the complete 3-DOF dynamic model of the USVs considered in
this paper uses the representation in {b} frame given in Eq. (1)[3]

M.V̇ + C(V ).V +D(V ).V = τthrust + τdisturbance (1)

M =

 m−Xu̇ 0 −m.yg

0 m− Yv̇ mxg − Yṙ

−myg mxg −Nv̇ Iz −Nṙ



C(V ) =

 0 0 −m(xgr + v) + Yv̇v + Yṙ+Nv̇
2 r

0 0 (m−Xu̇)u
m(xgr + v)− Yv̇v − Yṙ+Nv̇

2 r −(m−Xu̇)u 0



D(V ) = D+Dn(V ) = −

 Xu 0 0
0 Yv Yr

0 Nv Nr

−
 Xu|u||u| 0 0

0 Yv|v||v|+ Yv|r||r| Yr|v||v|+ Yr|r||r|
0 Nv|v||v|+Nv|r||r| Nr|v||v|+Nr|r||r|


where; V = [u, v, r]T is the velocity vector with respect to {b} frame given in Fig.2. The
components (u, v, r) are the coordinates of the velocity vector V representing the surge velocity,
sway velocity and yaw angular velocity respectively. M represents the inertia matrix including
the added mass parameters. The vector components (xg, yg) represent the coordinates of the
gravity centre point of the USV in {b} frame. C is the Coriolis and centripetal matrix. D is
hydrodynamic drag matrix which contains the linear drag term D and the non-linear drag term
Dn(v). τthrust, τdisturbance are the thruster and disturbance (wind, wave) forces respectively
applied on the USV body expressed in {b} frame. Xu̇, Yv̇, Yṙ, Nv̇, Nṙ, Iż,Xu, Yv, Yr, Nv, Nr

are the corresponding hydrodynamic coefficients respectively.
In this paper, we supposed that the USV is operated as a differential drive boat having two

propellers (thrusters) placed on the rear portion of the boat (see Fig. 2) to differentially control
the boat’s speed and direction. Thus, the resultant thruster force vector for the differential
drive USV is given as follows: [17, 18]

τthrust =

 τu

0
τr

 =

 FT h1 + FT h2
0

(FT h1 − FT h2).d2

 (2)

where; τu is the longitudinal thrust, τr is the yaw moment. FT h1 and FT h2 are the left and right
thrusters’ forces (thrust) respectively along x−axis in {b} frame, d is the distance between the
centrelines of each thruster as given in Fig.2. To develop the proposed dynamical model, we
consider the following hypotheses [14, 17]:

1. The maximum speed of the USV does not exceed 1.5m/s, hence, the effect of non-linear
drag term of the hydrodynamic drag matrix can be neglected i.e. Dn(v) = O.

2. The off-diagonal terms are much smaller than the diagonal terms of the matrices M and
D, so the off-diagonal terms of both matrices can be ignored.

3. The coincident center of the added mass and gravity Nv can be replaced by Yr. A com-
bination of approximate fore-aft symmetry and light draft suggests that the sway force
arising from yaw rotation and the yaw moment induced by the acceleration in the sway
direction are much smaller than the inertial and added mass terms. Therefore, we assume
in the Coriolis and centripetal matrix C(v) that Nv = Yr = 0.
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As a result, the simplified 3-DOF dynamic model of the USV is simplified as given in Eq.(3).

M.V̇ + C(V ).V +D(V ).V = τthrust + τdisturbance (3)

M =

 m−Xu̇ 0 0
0 m− Yv̇ 0
0 0 Iz −Nṙ

 =

 m11 0 0
0 m22 0
0 0 m33



C(v) =

 0 0 −(m− Yv̇)v
0 0 (m−Xu̇)u

(m− Yv̇)v −(m−Xu̇)u 0

 =

 0 0 −m22v
0 0 m11u

m22v −m11u 0



D(v) = −

 Xu 0 0
0 Yv 0
0 0 Nr

 =

 d11 0 0
0 d22 0
0 0 d33


Since the given model is expressed in {b} reference frame; hence, some appropriate kinematic
transformations between the two references {e} and {b} should be derived. Let’s consider that
η and η̇ are position vector and velocity vector respectively in {e} reference frame. The velocity
vector represented in {e} frame is given by Eq.(4)[14, 17].

η̇ = [ẋ, ẏ, ϕ̇]T = J(η).v (4)

Where the vector η is the position vector in {e} frame given by Eq.(5). x and y are the USV’s
position coordinates in x − axis and y − axis respectively in {e} frame and ϕ represents its
yaw angle (or angle of attack of the USV). The term J(η) is the transformation matrix [17, 19]
given by Eq.(6). Thus, the velocity vector in {e} frame is given by Eq.(7).

η = [x, y, ϕ]T (5)

J(η) =

 cosϕ sinϕ 0
sinϕ − cosϕ 0

0 0 1

 (6)

η̇ =

 ẋ
ẏ
ϕ̇

 =

 u cosϕ+ v sinϕ
u sinϕ− v cosϕ

r

 (7)

The identification and verification of the 3-DOF dynamic model of the case of study surface
drone is done using an expanded form given in Eq(8,9,10,11) extracted from Eq.(3) and Eq.(7).
The details of the model parameters identification approach is given later in section 5.

ẋ = u cosϕ+ v sinϕ
ẏ = u sinϕ− v cosϕ
ϕ̇ = r

(8)

(m−Xu̇)u̇− (m− Yv̇)vr +Xuu = FT h = FT h1 + FT h2 (9)

(m− Yv̇)v̇ + (m−Xu̇)ur + Yvv = 0 (10)

(Iz −Nṙ)ṙ + (Xu̇ − Yv̇)uv +Nrr = FN
d

2 = (FT h1 − FT h2)d2 (11)
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3.2 USV Dynamics with water current disturbances

Let’s assume that the USV is moving on an environment having a considerable water current
disturbance. The water current can be either helpful or obstructive to USV motion and there-
fore, it has a significant impact on the USV behaviour and consumption. The analytic modelling
of the water current disturbances is done by differentiating the actual USV velocity vector and
the water current velocity vector to get the USV’s relative speed as given by Eq.(12) [3].

η̇r = η̇ − Vc (12)

Where η̇r is the relative velocity vector of the USV represented in {e} frame, Vc is the water
current vector represented in {e} frame as well such that:Vc = [Vcx, Vcy, 0]T .

η̇r =

 u cosϕ+ v sinϕ− Vcx

u sinϕ− v cosϕ− Vcy

r

 (13)

In order to find the relative velocity vector in {b} reference frame, we use Eq.(4) and the inverse
of the transformation matrix as follows:

η̇r = J(η).vr

J−1(η).η̇r = J−1(η).J(η).Vr

Vr = J−1(η).η̇r

(14)

where: Vr is the USV’s relative velocity in {b} frame such that: Vr = [ur, vr, rr]T and J−1(η) is
the inverse transformation matrix given in Eq.(15).

J−1(η) =

 cosϕ sinϕ 0
sinϕ − cosϕ 0

0 0 1


−1

=

 cosϕ sinϕ 0
sinϕ − cosϕ 0

0 0 1

 (15)

Thus, the relative velocity vector represented in {b} frame is given in Eq.(16).

Vr =

 ur

vr

r

 =

 cosϕ sinϕ 0
sinϕ − cosϕ 0

0 0 1

 .
 u cosϕ+ v sinϕ− Vcx

u sinϕ− v cosϕ− Vcy

r


=

 u− Vcx cosϕ− Vcy sinϕ
v − Vcx sinϕ+ Vcy cosϕ

r


(16)

Based on Eq.(3), the thrusters’ force vector can be expressed now as function of the relative
velocity as given in Eq(17). The wind force modelling is established in the next subsection.

τthrust = M.V̇r + C(Vr).Vr +D(Vr).Vr − τwind (17)

3.3 USV Dynamics with wind disturbances

Like water current, wind disturbances can be either helpful or obstructive according to the
direction of the motion and that of the wind. To study the wind effect on the USV energy
consumption, we need to model both lateral and frontal wind forces applied on the lateral and
frontal areas of the non-submerged part of the boat respectively. Let Vw = [Vwx, Vwy]T be the
non-rotational wind velocity vector expressed in {e} frame, andVw = [Vw, γw]T represents its
vector in {b} frame as shown in Fig.3.

8
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   
      

  (15)  

Thus, the relative velocity vector represented in {𝑏} frame is given in Eq. (16). 

cos sin 0 cos sin cos sin

sin cos 0 . sin cos sin cos

0 0 1

r cx cx cy

r r cy cx cy

u u v V u V V

V v u v V v V V

r r r

     

     

+ − − −       
       

= = − − − = − +
       
              

 (16) 

Based on Eq. (3), the thrusters’ force vector and power can be expressed now as function of the relative velocity as 

follows:  

. ( ). ( ).thrust r r r r r windM V C V V D V V = + + −   (17) 

3.3 USV Dynamics with wind disturbances  

Like water current disturbances, wind disturbances can be either helpful or obstructive according to the direction 

of the motion and that of the wind. To study the wind effect on the USV energy consumption, we need to model both 

lateral and frontal wind forces applied on the lateral and frontal areas of the non-immerged part of the boat respectively.  

Let 𝑉𝑤 = [𝑉𝑤𝑥 , 𝑉𝑤𝑦]𝑇 be the irrotational wind velocity components expressed in {𝑒} frame, and 𝑉𝑤 = [𝑉𝑤 , 𝛾𝑤]𝑇 

represents its components in {𝑏} frame as shown in Fig.3. 

 

 

 

 

 

 

 

 

 

 

Figure 3: Wind speed vector representation in {𝑒} and {𝑏} frames  

In 3-DOF system, the wind disturbance creates wind force 𝜏𝑤𝑖𝑛𝑑 = [𝑋𝑤𝑖𝑛𝑑 , 𝑌𝑤𝑖𝑛𝑑 , 𝑁𝑤𝑖𝑛𝑑]𝑇 on the centre of the boat 

such that given in [2]: 

 

. ( ).A

. ( ).A
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wind X w Fw

wind wind y w Lw

X q C

Y q C



 
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   

= =
   
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  (18) 

Where; 𝛾𝑤 is the wind angle of attack of wind with respect to the USV in {b} frame given by:  

w  = −  

𝑞 is he dynamic pressure of the apparent wind which is given by: 

21

2
aq V=  

𝛽𝑤 is the wind direction given in {𝑒} reference frame. 

𝐴𝐹𝑤 and 𝐴𝐿𝑤 are the frontal and lateral projected areas respectively,    

wV

w



x

y w

{e} 

𝛾𝑤 

𝑉𝑤 

Figure 3: Wind speed vector representation in {e} and {b} frames.

In the 3-DOF system, the wind disturbance creates wind force τwind = [Xwind, Ywind, Nwind]T
on the centre of the boat as given below [3]

τwind =

 Xwind

Ywind

0

 =

 q.CX(γw).AF w

q.Cy(γw).ALw

0

 (18)

Where; γw is the angle of attack of wind with respect to the USV in {b} frame such that:
γw = ϕ− βw. q is the dynamic pressure of the apparent wind given by:

q = 1
2ρaV

2
w

βw is the wind direction given in {e} reference frame. AF w and ALw are the frontal and lateral
projected areas respectively. ρa is the air density which approximately equals to 1.184Kg/m3

when T = [10◦C, 25◦C]. For ships that are symmetrical with respect to xz plane, the wind
coefficients Cx(γw) and Cy(γw) for horizontal plane motions can be approximated as given in
[3] such that: Cx(γw) = cx cos(γw) , Cy(γw) = cysin(γw). Where: cx and cy are some constant
values that depend on the physical shape of the vessel. Thus, the wind force applied on USV
center in {b} is expressed as follows:

τwind =

 Xwind

Ywind

Nwind

 =

 1
2ρa.AF w.cx.V

2
w cos(γw)

1
2ρa.ALw.cy.V

2
w . sin(γw)

0


=

 1
2ρa.AF w.cx.V

2
w . cos(ϕ− βw)

1
2ρa.ALw.cy.V

2
w . sin(ϕ− βw)
0


(19)

4 USV power consumption model

As previously mentioned, the consumed power of a USV is divided into two parts: the static
power due to static consumption (on-board computer and electrical losses) and the dynamic
power involving the thrust power. Thus, the total consumption of a given scenario is obtained
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by integrating the instantaneous power in the scenario’s duration interval. In other word, the
total energy consumption of the USV can be modelled by Eq.(20).

EUSV =
∫
PUSV .dt (20)

Where, PUSV is the total power absorbed by the USV given by Eq.(21).

PUSV = Pthrusters + Pstatic=PT hrust + PLosses + Pstatic (21)

Such that, Pstatic is the static power absorbed by electrical devices, Pthrusters is the total power
absorbed by the thrusters (DC motors) involving; Pthrust which is the useful power converted to
mechanical power; Plosses is the power due to the electrical losses of the thrusters. The thrust
power Pthrust can to be modelled as function of the environment of the boat (wind, current,
speed etc.) using the USV dynamics by making the scalar product of the relative velocity vector
of the USV and the thruster force given in Eq.(17). The thrust power is obtained and presented
in Eq.(22).

Pthrust = τthrust.Vr = M.V̇r.Vr + C(Vr).Vr.Vr +D(Vr).Vr.Vr − τwind.Vr (22)

Thus,

Pthrust =

 m11 0 0
0 m22 0
0 0 m33

 .
 u̇r

v̇r

ṙr


 ur

vr

rr


+

 0 0 −m22vr

0 0 m11ur

m22vr −m11ur 0

 .
 ur

vr

rr

 .
 ur

vr

rr


+

 d11 0 0
0 d22 0
0 0 d33

 .
 ur

vr

rr

 .
 ur

vr

rr

− τwind.

 ur

vr

rr



(23)

By putting Eq.(19) in Eq.(23), the global power model of the USVs is obtained as function of
its environment (speed, water current and wind disturbances) as given in Eq.(24).

PUSV =

 m11 0 0
0 m22 0
0 0 m33

 .
 u̇r

v̇r

ṙr


 ur

vr

rr


+

 0 0 −m22vr

0 0 m11ur

m22vr −m11ur 0

 .
 ur

vr

rr

 .
 ur

vr

rr


+

 d11 0 0
0 d22 0
0 0 d33

 .
 ur

vr

rr

 .
 ur

vr

rr


−

 1
2ρa.AF w.cx.V

2
w . cos(ϕ− βw)

1
2ρa.ALw.cy.V

2
w . sin(ϕ− βw)
0

 .
 ur

vr

rr

 + PLosses + Pstatic

(24)

With:

Vr =

 ur

vr

r

 =

 u− Vcx cosϕ− Vcy sinϕ
v − Vcx sinϕ+ Vcy cosϕ

r


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Consequently, the energy consumption model is obtained by Eq.(25).

EUSV =
∫
PUSV .dt =

∑
PUSV .∆t (25)

The terms m11,m22 and m33 represent the added mass parameters, and the terms d11,d22 and
d33 represent the dynamic coefficients. Both added masses and dynamic coefficients are the
power model parameters to be identified. The developed model is general and can be applied to
any differential drive USV as long as the considered assumptions are true. In the next section
we illustrate the approaches used to identify the power model parameters of the case of study
differential drive boat USV named Lutra-prop given in Fig.4.

Figure 4: Real Lutra-prop USV

5 Model Parameters Identification approach applied to Lutra-
prop Boat

This section details the approach used to identify the added mass parameters m11,m22,m33 and
the dynamic coefficient d11,d22,d33 of a case of study drone to obtain its power model given in
Eq.(24). The added mass parameters are identified based on their estimated expressions given
in [13] and [14]. Whereas a reserve engineering approach [4] is used to identify the dynamic
coefficients from a recent USV simulator [1] that includes a virtual version of the case study
USV. In our work, the considered drone is the differential drive Lutra-prop boat (see Fig. 4)
having the characteristics given in Table 1.

Table 1: Real Lutra-prop USV parameters.

Parameters Numerical values
Length (L) 1.06m
Width (W ) 0.48m
Height (H) 0.15m

Hull volume (VH) 0.02m3

Weight (m) 9.7Kg
Maximum thruster force (FT h) 23N(FT h1 = FT h2 = 11.5)
Maximum surge velocity (u) 1.35m/s

Moment of inertia (Iz) 1.094Kg.m2

Submerged depth (D) 0.02m
Distance between the thrusters (d) 0.16m
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5.1 Added mass parameters identification

The mass parameters mii include added mass contribution that represent hydraulic pressure
forces and torque due to force harmonic motion of the vessel which are proportional to accelera-
tion [13]. Using Table 1 and the estimate of the added mass terms, the added mass parameters
of the Lutra-prop differential drive boat could be obtained as follows [13, 14]:

m11 = m−Xu̇ ' m+ 0.05 = 9.75Kg (26)

m22 = m− Yv̇ = m+ 0.5(ρπD2L) = 10.364Kg (27)

m33 = IZ −Nṙ = m(L2 +W 2) + 0.5(0.1md2 + ρπD2L3)
12 ' 1.158Kg (28)

where ρ is the water density (≈ 1025Kg/m3 for salt water at moderate temperature)

5.2 Dynamic coefficients identification

The USV simulator [1] is used to identify the hydrodynamic coefficient parameters dii of the
virtual Lutra-prop differential drive USV (see Fig. 5) using the reverse-engineering approach.
In this section we explain three considered scenarios used to identify each parameter: Scenario
(a) (linear motion) which allows us to identify the parameter d11 in the steady state phase using
Eq.(9). Scenario (b) (circular motion) which provides the identification of d22 using Eq.(10) in
the steady state mode. And finally Scenario (c) (rotation around the center point) which enables
the identification of d33 in the steady state mode as well using Eq.(11). Since the USV simulator
is a ROS-based software, a ROS node named /plot is implemented to subscribe to /state topic to
repeatedly receive the odometry information of the boat as odometry message type involving the
position of the boat in {e} frame and its velocity vector in {b} frame. The odometry information
is published by Gazebo ROS node via position and velocity sensors provided within the Gazebo
simulator. The ROS node /plot plots different graphs needed to identify each parameter from
each scenario as described in this section.

5.2.1 Scenario (a) - Linear motion

The USV is configured to move longitudinally with maximum thrust FT h1 = FT h2 = 11.5N) by
neglecting all disturbance. The USV moves through a linear trajectory given in Fig.6-a. The
surge velocity for this scenario was recorded and plotted by the RPS node process /plot and
given in Fig.6-b. In the steady state of scenario (a), the sway velocity and yaw rate are null, as
well as the surge acceleration. i.e. u̇ = r = v = 0, and the boat moves at the maximum speed
i.e. u = umax = 1.35m/s. Thus, by using Eq.(9) the first dynamic coefficient d11 is obtained as
given in Eq.(29).

d11 = Xu = FT h

umax
' 16.296Ns/m (29)

5.2.2 Scenario (b) -Rotation around about the vertical axis

In this scenario, the USV thrusters were configured to thrust in opposite directions i.e. FT h1 =
−FT h2 = 11.5N making the USV rotating around the vertical axis as illustrated in Fig.7-a. The
yaw rate was recorded and plotted by the process of the ROS node /plot and given in Fig.7-b.
In the steady state of this scenario, the surge and sway velocities are null values as well as the
yaw rate acceleration i.e. ṙ = u = v = 0, which implies that the d33 coefficient can be obtained
from Eq.(11) as follows:

d33 = Nr = FN .d

2rmax
' 4.63Nms/rad (30)
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(a) (b)

(c)

Figure 5: Lutra-prop boat on the under Water simulator window (a,b) and on Gazebo window
(c)

5.2.3 Scenario (c) -Circular motion

The USV is configured in this scenario to be controlled only by one thruster at maximum thrust
value i.e. FT h1 = 11.5N , FT h2 = 0N . The boat follows a circular trajectory shown in Fig.8-a.
The instantaneous values of surge sway and yaw rate u, v, r are recorded through this scenario
and plotted by the same ROS node process and presented in Fig.8-b to Fig.8-d. In the steady
state mode, the sway acceleration is a null value i.e. v̇ = 0. Thus, by using Eq.(10), we obtain
the d22 parameter as given in Eq.(31).

d22 = Yv = −m11ur

v
= −6.78× 0.92× (−0.25)

0.22 ' 10.193Kg.rad/s (31)

5.3 Power model expression of the case of study USV

After identifying the parameters of the Lutra-prop USV model, the complete 3-DOF dynamic
model parameters are summarized in Table 2. The obtained results have been validated by
verifying Eq.(9), Eq.(10), and Eq.(11) onto the simulator which show the correctness of obtained
parameters and the effectiveness of the identification approach.

The USV simulator is provided with Gazebo model plug-in that applies wind force on the
centre point of the USV as function of wind velocity and some parameters given in Eq.(19). In
addition to the dynamic model parameters of the Lutra-prop boat given in Table 2, the wind
force parameters used by the plug-in are extracted and given in Table 3.
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(a) Trajectory line (b) Surge velocity u(t)

Figure 6: Trajectory and the linear speed representation for scenario a

 

y r

1thF
2thF

(a) Thrust force representation (b) Yaw rate r(t)

Figure 7: Thrust forces and the angular speed representations for scenario b

Finally, the Lutra-prop differential boat USV energy consumption model is established as
function of the environment and given in Eq.(32). As a remark, Coriolis centripetal matrix has
been omitted by calculation hence, it has no effect in the energy consumption of the surface
drones.

PUSV =

 6.78 0 0
0 1.06 0
0 0 6.03

 .
 u̇r

v̇r

ṙr


 ur

vr

rr


+

 16.30 0 0
0 7.09 0
0 0 4.63

 .
 ur

vr

rr

 .
 ur

vr

rr


−

 0.032V 2
w . cos(ϕ− βw)

0.105V 2
w . sin(ϕ− βw)

0

 .
 ur

vr

rr

 + Pstatic

(32)

With:  ur

vr

r

 =

 u− Vcx cosϕ− Vcy sinϕ
v − Vcx sinϕ+ Vcy cosϕ

r

 (33)

Where: [ur, vr, r]T is the USV’s relative velocity vector, [u, v, r]T is the actual USV velocity
vector, [Vcx, Vcy]T is the water current speed vector given in {e} frame, [Vw, βw]T is the polar

14



(a) The circular trajectory taken by the USV (b) Sway velocity v(t)

(c) Surge velocity u(t) (d) Yaw rate r(t)

Figure 8: Trajectory and velocity representation for scenario c

vector of the wind speed in {e} frame as well. φ is the angle of attack of the USV. As well as
Pstatic is the static power absorbed by the electrical components the USV.

The energy consumption model of the differential drive Lutra-boat is well established and
presented in this section. However, in order to verify and test the model, we propose to integrate
it into the simulator engine by implementing additional processes that calculate instantaneously
the power absorbed by the USV when it is operating. Therefore, the simulator is enriched with
power management and estimation tools that can be used for further energy-based applications
such as path-planing and mission management. In the next section we give the details on the
power model integration approach.

6 Energy Consumption Mode Integration into USV Simulation
Environment

This section illustrates the approach used to integrate the power model into the simulation
environment. The simulator is a ROS and Gazebo based software that models different vir-
tual boats with realistic behaviours and environment disturbances. So, after establishing the
theoretical model of a surface drone and identifying its parameters using the reverse engi-
neering approach, the obtained model has to be verified. And since the simulator is an open
source software, we propose to enrich it with power monitoring tools to calculate and plot the
absorbed dynamic power instantaneously for a variety of scenarios. Since the simulator is a
ROS-based package, it uses ROS nodes for navigation and control that communicate with each
other through different message types such as odometry messages involving the boat’s posi-
tion and its velocity vectors to be published or subscribed to different topics. As given in the
flowchart of Fig.9, The energy model integration of the USV is done by creating a process as a
ROS node say: /power calculator that subscribes to /diffboat/state topic to receive odometry
information involving the actual USV’s velocity components and position coordinates accord-
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Table 2: Lutra-prop boat dynamic model parameters

Parameter Numerical value
d11 = −Xu 16.296Ns/m

Xu̇ −0.050Kg
d22 = −Yv 10.193Kgrad/s

Yv̇ −0.664Kg
d33 = −Nr 4.630Nms/rad

Nṙ −0.064Kg.m2

m11 9.750Kg
m22 10.364Kg
m33 1.158Kg.m2

Table 3: Wind force parameters

Parameter Numerical value
ρa 1.184Kg/m3

AF w 0.08m2

ALw 0.18m2

cx 0.68
cy 1.11

ing to the capabilities of Gazebo and its available sensors. The received information is used
to calculate the USV’s relative speed vector components and accelerations. In addition to the
odometry information, the node repeatedly subscribes to the /gazebo/current topic to read the
water current status. The ROS node uses these data and by fixing the wind speed to calculate
instantaneously the absorbed dynamic power by the USV during any given scenario based on
Eq.(32). The interconnected processes of the simulator are represented in the directed graph
of Fig.10. The given graph is named the RQT-graph [26] which is obtained using the rqt graph
command in the Linux terminal window. The vertices of the graph represent the active ROS
nodes while its edges represent the published/subscribed topics. From the given graph, we see
that the differential boat includes nine active ROS node involving the power nodes subscribing
to the water current and boat’s state topics to repeatedly receive the required information.
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Figure 9: Flowchart of the power calculation process

Figure 10: The RQT-graph showing the interconnected ROS processes
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7 Simulation and Results

In order to show the effectiveness of the energy modelling, identification and integration into
the simulation environment approaches, different scenarios are conducted with and without
the presence of wind and water current disturbances. In this section we go through seven
different and independent scenarios, and we record the surge velocity u(t) and the calculated
dynamic power absorbed by the USV instantaneously for each scenario by neglecting the static
power. These scenarios have been chosen in such a way to be as realistic as possible to real
situation that can be happen. For each scenario, the implemented ROS processes calculate and
return instantaneously the absorbed power based on the power model given in Eq.(32) and the
published odometry data as previously explained. We present at the end of this section the
effect of the speed of the USV on its power consumption.

7.1 Scenario 1

In this scenario, the boat is configured to move from a starting point (240; 95) to a target point
(270; 965) represented in {e} reference frame at a maximum speed (u = 1.34m/s) without any
disturbances (see Fig.11-a). The surge velocity u(t) and the calculated power are recorded and
plotted as given in Fig.11-b and Fig.11-c. The total consumption returned by the implemented
power processes at the end of the scenario using Eq.(25,32) is 607.87J .
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Figure 12: Representation of scenario 1 
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Figure 13: (a) surge velocity and (b) power variation for scenario 1 
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Figure 11: Representation of scenario 1

7.2 Scenario 2

The second scenario is similar to the first one except that the water current is configured now to
run in the same direction of the drone’s motion at 0.40m/s (see Fig.12-a). The recorded surge
velocity and power consumption variations are given in Fig.12-b and Fig.12-c. From this figure
we see that the second scenario is faster than the first which took only 16.5 seconds to finish
and consumed about 461.81J . The drone’s willingness to stay at the target point resisting the
water current flux results in additional power consumption after the end of the scenario.
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Figure 12: Representation of scenario 2

7.3 Scenario 3

As given in Fig.13-a, the third scenario is configured such that the water flows in the direction
of 45◦ at a speed of 0.40m/s. The surge velocity of the boat and its power consumption are
plotted and represented in Fig.13-b and Fig.13-c. We notice that this scenario consumes much
power than the previous scenario due to the water current flow direction constraint. The total
energy consumed at the end if this scenario is 573.78J .

7.4 Scenario 4

This scenario is similar to the third one except that the drone comes back from the target
point to its original point (see Fig.14-a). The surge velocity component and power variation
are represented in Fig.14-c. We notice that this scenario is longer than the previous one and
consumes much power (825.49J). We notice also in Fig.14-b that the drone’s velocity can not
reach the maximum speed since it is moving against the water flow.

7.5 Scenario 5

The boat is configured in this scenario to move from the starting point to the target point at a
maximum speed of 1m/s (see Fig.15-a). The surge velocity and power consumption variations
are plotted and represented in Fig.15-b and Fig.15-c. The total energy required to complete the
scenario is returned by the power process which equals to 460.47J . The overshoots shown in the
two graphs are obtained due to default controller used within the USV simulator which demon-
strate that the optimal controller design plays a significant impact on the power consumption;
thus, our power simulator is a very useful tool to design and tune the controller.
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Figure 15: (a) surge velocity and (b) power variation for scenario 2 
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Figure 16: Representation of scenario 3 

 
                         (a)              (b) 

Figure 17: (a) surge velocity and (b) power variation for scenario 3 
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Figure 18: Representation of scenario 4 
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Figure 17: (a) surge velocity and (b) power variation for scenario 3 
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Figure 14: Representation of scenario 4

7.6 Scenario 6

In this scenario, the vehicle is configured to move from the starting point to the target point at
a maximum speed of 1m/s but with the presence of water current disturbance (0.30m/s, 45◦)
and wind disturbance (0.20m/s, 30◦) as represented in Fig.16-a. The relative velocity given
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Figure 19: (a) surge velocity and (b) power variation for scenario 4 
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Figure 20: Representation of scenario 5 

 
                         (a)               (b) 

Figure 21: (a) Surge velocity and (b) Power variation for scenario 5 
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Figure 22: Representation of scenario 6 

Start 

(240,95) 
Goal 

(270,95) 𝒖𝒎𝒂𝒙 = 𝟏 𝒎/𝒔 

Start 

(240,95) 
Goal 

(270,95) 𝒖𝒎𝒂𝒙 = 𝟏 𝒎/𝒔 

𝒘𝒂𝒕𝒆𝒓 𝒄𝒖𝒓𝒓𝒆𝒏𝒕 = 𝟎, 𝟑𝟎𝒎/𝒔, 𝟒𝟓° 

𝒘𝒊𝒏𝒅 𝒔𝒑𝒆𝒆𝒅 = 𝟎, 𝟐𝟎 𝒎/𝒔 , 𝟑𝟎° 

(a) Scenario 5

(b) Relative surge velocity u(t) (c) Power consumption p(t)

Figure 15: Representation of scenario 5

in Fig.16-b is smaller than the USV’s speed because the disturbances are not obstructing the
boat’s motion. The total consumption of this scenarios given by the implemented power process
is about 305.73J .
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Figure 19: (a) surge velocity and (b) power variation for scenario 4 
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Figure 20: Representation of scenario 5 
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Figure 21: (a) Surge velocity and (b) Power variation for scenario 5 
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Figure 22: Representation of scenario 6 
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Figure 16: Representation of scenario 6
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7.7 Scenario 7

This scenario is similar to scenario 6 except that the drone should come back from the target
point to the original point under the same disturbances (see Fig.17-a). From Fig.17-b and
Fig.17-c, we notice that this scenario consumes much power than the previous one since the
disturbances are obstructing the drone’s motion; thus, the total energy required to complete
this scenario is evaluated by the power process which equals to 898.44J .

 
(a) (b) 

Figure 23: (a) Surge velocity and (b) Power variation for scenario 6 
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Figure 24: Representation of scenario 7 
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Figure 25: (a) Surge velocity and (b) Power variation for scenario 7 

  

The obtained durations and consumption values for each of the above scenarios are summarized in Table 5. By 

comparing the first four scenarios, we deduce that the drone took different durations with different consumption. 

Table 5: Results summary  

Scenario 
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Total time 

(s) 

Total energy 

(joules) 

1 21.0 607.87 

2 16.5 441.81  

3 18.5 573.78 

4 29.0 825.49 

5 30.5 460.47  

6 32.5 305.73 

7 33.5 898.44 
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Figure 17: Representation of scenario 5

The obtained duration and consumption values for each of the above described scenarios are
summarized in Table 4. By comparing the first four scenarios, we deduce that the drone took
different duration with different consumption due the disturbances variations. Furthermore,
by comparing scenario 1 and scenario 5, we observe that the velocity variation of the surface
drones has a significant effect of its consumption. This effect is well introduced in the next sub
section.

Table 4: Results summary

Scenario number Total time (s) Total energy (joules)
1 21.0 607.87
2 16.5 441.81
3 18.5 573.78
4 29.0 825.49
5 30.5 460.47
6 32.5 305.73
7 33.5 898.44
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7.8 The effect of the USV velocity on the energy consumption

This section shows the effect of the USV speed on its power consummation. The virtual USV
was configured to complete different scenarios such that in each scenario, the USV is supposed
to move from one point to another at a given linear speed by skipping wind and water current
disturbances. After that, the steady state power consumption for each scenario is calculated
by the implemented power processes and recorded in the graph of Fig.18 which illustrates the
absorbed power versus the surge velocity variation given by the simulator. The given graph
indicates that the power consumption varies exponentially with respect to the USV’s speed
in the case study speed interval. As already hypothesized in section 3.1, the non-linear drag
coefficients should not be ignored if the surface drone speed exceeds a given value (mainly
> 1.5m/s) and obviously this will lead to a more exponential power and energy variation.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0

5

10

15

20

25

30

35

0 0,2 0,4 0,6 0,8 1 1,2 1,4 1,6

S
te

ad
y
 s

ta
te

 p
o

w
er

 (
w

)

Surge velocity u (m/s)

end of 

scenario? 

Start 

Creation of the ROS subscriber node: 

“/power_calculator” 

Starting a given scenario 

Getting the odometry information 

by subscribing to /diffboat/state 

topic using a ROS callback function   

Publishing the instantaneous power 

to /power topic to be subscribed by 

other ROS nodes such as /plotter   

Calculation of the instantaneous power 

Computing the relative velocities 

and accelerations  

end 

yes no 
Total energy calculation  

Wait a moment  

Figure 18: The effect of the linear velocity on the power consumption

Conclusion

The energy consumption model of the Unmanned Surface Vehicles was established first and
presented as a function of their environments (speed, wind, water current etc.) based on the
3-DOF dynamic model of surface vessels. A reverse-engineering approach was applied on a re-
cent and robust USV simulation environment to identify the dynamic model parameters of the
Lutra-prop USV, hence, its complete energy consumption model is deduced. The wind dynamic
parameters were obtained from the Gazebo’s fluid dynamics plug-in integrated within the sim-
ulator package. Finally, the energy consumption model was well integrated into the simulation
environment and verified through different scenarios and thus, the simulator is enriched with
power management and estimation tools. The provided results show the variation of the USV
consumption as environment conditions change and allow us also to evaluate the relationship
between the USV’s speed and its consumption. The presented work shows the importance of
simulator-based power management and estimation which plays a significant role and help to
solve many energy-based problems such as optimal path planning investigations; optimal tasks
scheduling; autonomy problems; as well as designing an optimal energy-based control systems.
The presented work motivates as to think about identifying much realistic consumption model
by considering the wave effect and the non-linear drag impact to be represented in further pa-
pers. Our approach can be exploited with different unmanned vehicles type such as aerial drones
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or under water drones by integrating the power model into their corresponding simulators given
in [27, 28, 29].
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