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I Introduction
For many years, artificial neural networks have attracted the attention of researchers, they are

used in various fields: image processing, signal processing, handwriting recognition, facial recognition.
Neural networks are widely used in sound recognition which has become a hot topic of great interest.
In this article, we will present in the first part the birth of artificial neural networks passing from
the biological aspect to the mathematical aspect and we will mention the different types of neural
networks and learning rules that exist. In the second part we will elaborate the audio processing,
by presenting the different techniques of audio representation and the main methods used in audio
classification. Finally, we will conclude by citing the current work which is in progress which is related
to audio classification using Spiking Neural Networks.

II Spiking neural network
Different types of neural network exist we can cite: MLP (Multi-Layer Perception) which consists

of an input layer, an output layer and at least one intermediate layer called the hidden layer where
each neuron of a layer is connected with all the neurons of the next layer (except the neurons of the
output layer). CNN (Convolutional Neural Network), mainly used in image processing, consists also
of a succession of layers: an input layer, an output layer and hidden layers made up of numerous
convolutional layers, Pooling layers, ReLU (Rectified Linear Unit) correction layers and layers fully
connected. Unlike Multilayer Perceptron and Convolutional Neural Network process data of fixed
size and go through a fixed number of layers and computational steps and give outputs of fixed sizes,
the Recurrent Neural Network (RNN) [1] manipulates variable-sized entries. A traditional recurrent
neural network consists of an input layer, an output layer, and a recurring layer. We have also SNN
(Spiking Neural Network) which is the type of neural network that mimics the brain the most because
it applies the actual functioning of the neuron. In a biological neuron, a pulse is generated when the
sum of the changes in the potential of the presynaptic membrane exceeds the threshold.

III Audio Classification
An audio signal is a signal that contains information in the audible frequency range [2]. Audio

classification is divided into two parts the front end and the back end [3]. The front end is the
part that treats the input to extract features from the audio and the back end is responsible for the
classification and the prediction of the output. The audio signal contains information which identifies
the sound. Audio representation is responsible for the extraction of these information or features
which represents the audio signal. Many feature extraction techniques are used we can find: MFCC
(Mel-Frequency Cepstral Coefficient) [4] which is the most used feature extraction technique for audio
processing tasks. MFCC consists of a succession of operations. ZCR [5] of an audio frame is the rate
at which the signal’s sign changes during the frame. In other words, it’s the number of times the
signal’s value changes from positive to negative and back, divided by the frame’s length. LPC is
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used to compress audio. It is the most widely used method in speech recognition. The basic idea of
linear prediction is the use of a linear combination of the past time-domain samples to predict the
current time- domain sample [6]. We have also The Mel spectrogram [7] which is the representation
of the audio in the form of time and frequency. For the audio classification we have GMM (Gaussian
Mixture Models) [8] a probabilistic model. The basis for using GMM in audio classification is that the
distribution of feature vectors extracted from a class can be modeled by a mixture of Gaussian density.
SVM (Support Vector Machines) [9] transform data into a high-dimensional space, this converts the
classification problem into a simpler one which can use linear discriminant functions. HMM (Hidden
Markov Models) are widely used classification models in speech recognition [10]. HMM is a finite set
of states, each of which has a probability distribution associated with it. A collection of probabilities
known as transition probabilities governs transitions between states. According to the corresponding
probability distribution, an outcome or observation can be generated in a specific state. Only the
outcome is known and the underlying state sequence is obscured [4]. Several works have used the
Convolutional Neural network in the context of sound classification. CNN is commonly used in image
classification and it has improved the performance of the classification in this domain. Dealing with
audio input, lead to transform a sound classification problem into an image classification problem.
The idea is to use CNN for the classification by transforming the audio into spectrograms and to use
these later as an input of a Convolutional Neural Network.

IV Work in progress
The natural world is analog and yet most of the sensors, with which we observe and monitor the

real-world data, use discrete quantities. To avoid as much as possible approximation and heavy latency
due to digital conversion, our challenge is to copy biological systems and neurological processes. The
first step was to design a bioinspired analog cochlea at Lille that we are interfacing with embedded AI
algorithms (implemented on low power neuroprocessors) to mimics the cochlea and the audio cortex.
We opt for the use of Spiking Neuron Network in the sound detection for its advantages. SNN are

well adapted to processing spatio-temporal event-based data from neuromorphic sensors, which are
power efficient. SNN are highly computationally and energy-efficient model it can be exploited in
a neuromorphic hardware device. Trying to add something new in this domain, we are working on
sound detection using spiking neural networks, the audio data will be converted into impulses using
the artificial cochlea designed at Lille then this later will be used as inputs into a spiking neural
network for sound detection. the following figure summarize our work.

Figure 1: Proposed scheme of sound detection

Our domain of application is sound detection agricultural field related to WATERMED project.
The objective of WATERMED 4.0 is to develop and to apply an integrated decision support system
based on the Internet of Things, for managing the whole water cycle in agriculture, monitoring water
resources (conventional and non-conventional) and water demands including the measure of economic,
energy, social and governance factors that influence the water use efficiency in Mediterranean agricul-
tural production areas. The objective of this application is to detect troops of wild boars in order to
intercept them or divert them from agricultural fields in time as application results, if there are any
wild boars that are detected, an alert is raised and from the strength of the sound, the wild boars can
be located.
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Training SNNs requires many labeled data that are expensive to obtain in real-world applications,
as traditional artificial neural networks (ANNs). In order to address this issue, transfer learning has
been proposed and widely used in traditional ANNs, and only very recently to SNNs. We have de-
veloped CNN audio neural networks on Nengo which can run SNNs too on different hardware devices
(Spinnaker, Loihi, ...). This experimentation is in progress, the first results are encouraging.

V Conclusion
Everyone knows the paradox to build both small and intelligent sensor since the most active research

in AI is based on deep convolutional neural networks which are very time-consuming (up to several
weeks with GPU servers) and yield enormous energy consumption, despite most recent innovations
in parallel digital architectures. However, the brain and biological systems in general, can perform
high-performance calculations with much higher efficiency than our most powerful computers, and
they do it very quickly and with very low energy consumption.

In parallel, recent works have been published which revolve around audio classification, this subject
which has become an interesting subject which pushes researchers to improve classification techniques
for much better performance.

In this short paper, we attempted to give an overview of neural networks and the most used
classification techniques and give an idea of our work in progress related to audio classification using
spiking neural networks. We try to imitate mammal hearing through neuromorphic implementations
to design ultra-low-power acoustic and autonomous sensors that could detect very specific events of
interest (for instance wild boars) and produce alerts with some associated spatial info. This work is
in part supported by the WATERMED 4.0.
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