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The abilityQ: 8 of developing complex internal representations of the
environment is considered a crucial antecedent to the emergence
of humans’ higher cognitive functions. Yet it is an open question
whether there is any fundamental difference in how humans and
other good visual learner species naturally encode aspects of novel
visual scenes. Using the same modified visual statistical learning
paradigm and multielement stimuli, we investigated how human
adults and honey bees (Apis mellifera) encode spontaneously,
without dedicated training, various statistical properties of novel
visual scenes. We found that, similarly to humans, honey bees
automatically develop a complex internal representation of their
visual environment that evolves with accumulation of new evi-
dence even without a targeted reinforcement. In particular, with
more experience, they shift from being sensitive to statistics of
only elemental features of the scenes to relying on co-
occurrence frequencies of elements while losing their sensitivity
to elemental frequencies, but they never encode automatically the
predictivity of elements. In contrast, humans involuntarily develop
an internal representation that includes single-element and co-
occurrence statistics, as well as information about the predictivity
between elements. Importantly, capturing human visual learning
results requires a probabilistic chunk-learning model, whereas a
simple fragment-based memory-trace model that counts occur-
rence summary statistics is sufficient to replicate honey bees’
learning behavior. Thus, humans’ sophisticated encoding of sen-
sory stimuli that provides intrinsic sensitivity to predictive infor-
mation might be one of the fundamental prerequisites of
developing higher cognitive abilities.

Apis mellifera | human visual cognition | insect cognition | unsupervised
learning | internal representation

Humans exhibit the most sophisticated cognitive behavior in
the known animal kingdom (1–3). Our superior cognitive

competence relies crucially on the ability to develop complex
internal representations of the relations, structure, and physical
rules defining the environment including our personal experi-
ence, and this ability requires a continuous unsupervised statis-
tical learning (4). For example, in the auditory domain, 8-mo-old
infants already demonstrate automatic extraction of co-occurring
speech sounds from continuous auditory streams, thereby help-
ing segmentation and eventually the development of language
comprehension (5). In the visual domain, a number of studies in
adults, 8-mo-old babies, and even newborns reported similar
faculties potentially helping in extracting meaningful objects by
identifying constant feature co-occurrence within complex visual
scenes (6–9). In addition, humans become sensitive automati-
cally not only to co-occurrences of features but also to pre-
dictivity of one feature on another, as well as embeddedness of
smaller complex features in a larger one (10). Computational
models demonstrated that human results can be captured best by
assuming the existence of a sophisticated probabilistic learning
mechanism in the brain (11), which indeed would be powerful

enough to support the development of higher cognitive
processes (12).
Humans’ high-level cognition is intimately related to our

dominant sensory modality, vision, but there are other members
of the animal kingdom with a lower level of brain complexity that
nevertheless possess a well-developed visual system and dem-
onstrate sophisticated behaviors, relying on object recognition
and internal representations, such as landmark-based navigation.
A notable example is the honey bee (Apis mellifera), one of the
best-studied invertebrate models both for learning mechanisms
and visual processing (13–17) that, despite the size of their
nervous system, exhibits impressive abilities to recognize com-
plex visual patterns (18–24). The honey bee’s recognition system
is based on spatial configurations (18, 19, 23, 25, 26) that allow
both fine discrimination among similar visual objects, such as
human faces (21, 22), and efficient object recognition despite
perceptual modifications, such as rotations (27). In addition,
bees demonstrate high-level performance in categorization tasks
based not only on perceptual regularities (15, 28, 29) but also on
abstract relations, showing capacity to manipulate relational
concept learning, such as “above/below” (30–34) or numerosity
(35–42).
Given these impressive abilities of the bees to detect relations

and recognize complex visual objects, there are three naturally
arising questions: 1) Do honey bees extract information

Significance

Do animals encode statistical information about visual patterns
the same way as humans do? If so, humans’ superior visual
cognitive skills must depend on some other factors; if not, the
nature of the differences can provide hints about what makes
human learning so versatile. We provide a systematic com-
parison of automatic visual learning in humans and honey
bees, showing that while bees do extract statistical informa-
tion about co-occurrence contingencies of visual scenes, in
contrast to humans, they do not automatically encode condi-
tional information. Thus, acquiring implicit knowledge about
the statistical properties of the visual environment may be a
general mechanism in animals, but the richer probabilistic
representation developed automatically by humans might re-
quire specific probabilistic computational faculties.
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automatically without dedicated reinforcement about the statis-
tical structure of the visual environment as humans do? 2) If so,
do they extract the same kind of statistical information? 3)
During the extraction process, do bees also rely on mechanisms
that best capture probabilistic learning? Clear answers to these
questions would provide information about the emergence of
complex internal representations that are the basis of higher
cognitive capacities. Investigating similarities and differences
between how humans and honey bee encode intrinsically the
underlying structure of complex visual scenes would provide in-
sights regarding both the minimum requirement for sophisti-
cated internal visual representations, and toward some of the
critical characteristics of humans unsupervised learning mecha-
nisms that might strongly contribute to our supreme
cognitive skills.
To investigate these questions, we carried out a systematic

comparison of honey bee and human behavior with a modified
version of the classic visual statistical learning studies performed
previously with adults and 8-mo-old infants (7, 8). While studies
of the original human statistical learning paradigm employed an
unsupervised framework, such that participants experienced
sensory information without task specification or feedback, for-
mal testing of honey bees requires a type of appetitive condi-
tioning to permit experimental access (14, 43, 44). Therefore, we
developed a supervised visual statistical learning paradigm, in
which the supervised task has no bearing on the implicit learning
of the significant higher-order statistical features of the input.
Using this paradigmQ: 9 , we tested whether earlier human unsu-
pervised learning results found with statistical structures of dif-
ferent complexity (7, 8) are evidenced both in humans and honey
bees. Specifically, we asked to what extent humans and bees
extracted individual shape frequencies, as well as joint proba-
bilities (probability of two shapes to appear in a given spatial
arrangement in a set of scenes; i.e., co-occurrence frequencies of
shape pairs), and conditional probabilities of shapes (probability
that shape B appears in a given relative position to shape A,
whenever A is presented within a scene; i.e., predictability be-
tween shapes of a shape pair) without being specifically trained

to do it. We also explored the possible computational model of
learning that could capture the honey bee behavior, and com-
pared how this model measured up against the probabilistic
model attributed to statistical learning in humans.

Results
Human Baseline Experiments: Previous Unsupervised Statistical
Learning Results Persist in a Supervised Learning Paradigm. In a
set of experiments, we tested whether the supervised learning
set-up we employed with honey bees would interfere with hu-
mans’ performance reported in earlier unsupervised statistical
learning tasks (7, 8). In particular, we assessed the effect of an
explicit but unrelated task on the emergence of internal repre-
sentations capturing statistical contingencies within the pre-
sented visual scenes. The stimuli in this experiment were
composed of black shapes appearing in a grid in various spatial
arrangements as customarily used in visual statistical learning
experiments. At the beginning of the experiment, the abstract
shapes were arbitrarily separated into two sets—labeled “Target”
and “Distractor”—and, in each trial, these sets were used to
generate a Target and a Distractor scene on the two sides of the
screen in a counterbalanced manner (Fig. 1A). The participants
of the experiment were randomly separated into two conditions,
“passive” and “active.” During the familiarization phase, par-
ticipants in the passive condition were told to simply pay atten-
tion to the upcoming scenes on the two sides of the screen
because they would be asked questions after exposure. This is the
exact instruction participants received in an earlier statistical
learning study (7). In contrast, participants of the active condi-
tion were told prior to the familiarization that one of the two
scenes in each trial would be Target, while the other would be
Distractor, and they had to choose the Target scene. Participants
in the active condition received no further specification about
what Target or Distractor was, but they were provided a feed-
back about the correctness of their choice after each trial. In the
two conditions, unbeknownst to the participants and unrelated to
their main task (i.e., scene discrimination) in the active condi-
tion, shape co-occurrences and their spatial interrelations within

A C

B

Fig. 1. Results of the human visual statistical learning experiments under passive and active conditions. (A) Illustration of a typical display presented in a trial
of the familiarization phase during the human statistical learning experiments. In the active condition, one of the two scenes (a grid with its shape ar-
rangement) was the Target, the other was the Distractor, and the participant learned to choose the Target across multiple trials with feedback. During the
passive condition, the participant just inspects the two scenes for 6 s without a task. (B) Human discrimination performance in the active condition during
familiarization. Average performance was computed in 10-trial bins, except for the last bin, which contained 12 trials. (C) Comparing human learning of
conditional-, joint-, and single-element statistics in the passive and the active conditions after the familiarization session. The y axis shows average fraction of
correct responses across subjects. Learning effects remained highly significant in the active condition, albeit with a significant reduction in learning the joint
statistics (joint test). Chance performance in the control condition (equal single) indicates that the observed learning effects are specific and not due to
general improvement due to increased overall familiarity. In B and C, dashed horizontal line shows chance performance, error bars represent SEM. (mean ±
SEM). *P < 0.05.
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each scene of a given trial were controlled by various statistical
rules identical to those used in earlier unsupervised studies (7,
8). In particular, certain shape pairs could co-occur in a fixed
spatial relationship with a higher chance (i.e., with higher joint
probability) or one shape could perfectly predict the occurrence
of another shape next to it (i.e., higher conditional probability)
or simply just appear more often (higher appearance frequency)
(see Materials and Methods for details).
Participants demonstrated a significant learning in choosing

the Target scene correctly during familiarization in the active
condition (P < 0.001) with a steady, almost linear improvement
in the first part of the session, which saturated at a high, but not
perfect level of performance in the last third of the trials
(Fig. 1B). During the test phase following the familiarization,
participants were tested for their sensitivity to the statistical
contingencies in a two-alternative forced choice paradigm. In
each trial of the test, they had to choose between two shapes or
shape pairs the more familiar one. The shapes or pairs of a given
trial always came from the same pool (Target or Distractor), but
they differed with respect to their appearance frequencies, joint
probabilities, or conditional probabilities. We confirmed that
using this altered paradigm, regardless of whether they per-
formed the supervised task in the active condition or just ob-
served scenes in the passive condition, participants exhibited the
same preferences during the tests as reported in an earlier visual
statistical learning study (7). In particular, participants chose
significantly more often the stimulus with higher frequency
(singles test)/probability (joint test)/predictability (conditional
test) as more familiar during the tests (Fig. 1C; see SI Appendix,
Table S1 for statistics). Thus, the participants became automat-
ically sensitive to frequency differences of individual shapes, the
frequency of co-occurrences of shape combos in a given spatial
relation (joint probability of shape pairs), and the strength of
predictability between shapes (the conditional probability of
shape pairs) in both conditions. We also confirmed that partic-
ipants correctly performed at chance in the control test, when
they assessed the relative frequency of shapes appearing equally
often during familiarization (Fig. 1C, equal singles, and SI Ap-
pendix, Table S1). Thus, an easy, irrelevant task that could be
solved merely by learning the class memberships of a few shapes
in the two inventory sets did not hinder the inherent unsuper-
vised processes that made participants acquire implicit knowl-
edge of the underlying structure of the visual scenes, including
both Targets and Distractors (SI Appendix).

Exp. 1: Honey Bees Become Sensitive to Shape Co-Occurrence
Statistics in a Similar Fashion to Humans When Exposed to
Moderately Complex Visual Scenes. To relate human and honey
bee statistical learning abilities, we tested bees (n = 10) with the
design of Exp. 1 of the original adult (7) and infant studies (8) on
spatial statistical learning, which we modified according to the
active human baseline experiment presented above. During
training, the bees performed 190 trials of a simple discrimination
task with feedback between multishape Target and Distractor
scenes presented on a rotating training platform (Fig. 2A). We
used multiple three-element scenes varying between trials where
the Target scenes consisted of a “base pair” of shape elements
always appearing in a fixed spatial arrangement, while the third
“noise” element could take one of four possible positions relative
to the base pair within a 2 × 2 invisible grid (Fig. 2B). The
Distractor scenes also employed three shape elements, but in a
randomly arranged configuration. Specifically, for each bee, four
scenes were randomly selected from the pool of the possible
scenes with all combinations of shapes while taking special care
that that no two scenes would present any of the two partici-
pating shapes in the same spatial relationship or in the same
position. In each trial, the bee saw at a distance the Target and
Distractor stimuli appearing simultaneously and in a random

relative position on the training device. They had to select and
land on the Target scene rather than on the Distractor scene in
order to receive a reward (sucrose) instead of a punishment
[quinine (43)] feedback (Materials and Methods). This task could
potentially be solved simply by discriminating between a few
shapes used in the Target vs. Distractor scenes without infor-
mation about the relative configuration of the shapes.
In the test session following the familiarization phase, we

tested without reinforcement which statistical properties of the
Target scenes were coded in the bees’ internal representation.
This experiment had four objectives and correspondingly, four
types of tests (Fig. 2B). First, to establish a baseline learning rate
of these visual stimuli in bees, we compared choice preference
for intact, rewarded shape triplets (Target scene) seen during
practice over equally often experienced but unrewarded triplets
(Distractor scene). This memory test provided a calibration in
terms of the maximum level of expected performance in the
subsequent tests. Second, we tested the bee’s preference for an
intact Target scene considering the same scene but with the noise
element replaced with a shape used for the Distractor scenes.
This context test establishes whether the results of the memory
test are simply due to memory traces of trials with rewarded
Targets against visually very different Distractors during the
practice, or the bees can actually transfer that knowledge to a
novel situation, where the two proposed alternative stimuli share
the same salient part, the base pair of a target scene. In the
remaining two tests, we investigated bees’ ability to base their
preference on the fine statistical structure of the base pair part of
the target practice scenes rather than on the reward status of a
whole Target scene over Distractor scenes. In the third spatial
test, we examined whether bees encoded the spatial relationship
between the two elements of the consistent base pair, or if the
appearance of the two shapes in any configuration would suffice
to induce preference. Finally, in the fourth frequency test, we
measured whether bees could make a distinction between high
spatially co-occurring fragment of the rewarded Target stimuli
(the base pairs) compared to a low spatially co-occurring frag-
ment (one shape from the base pair together with the noise
shape), which they experienced less frequently by a factor of four
during training as a part of the Target scene. This is a direct
equivalent of the adult and infant tests showing frequency-based
chunk coding in humans (7, 8). The order of the four tests rep-
resents an increasing difficulty of the underlying task. Each bee
performed the memory test first followed by the other three tests
in random order. There was no effect of test ordering on
the results.
The training results show that honey bees efficiently learned

the simple discrimination task between rewarded (Target) and
punished (Distractor) scenes (Fig. 2C). Discrimination perfor-
mance showed a steady and significant increase from a low
performance to about 80% correct responses by completing the
190 training trials (generalized linear mixed-model [GLMM]:
n = 10 bees, z = 6.99, P < 0.001) (Fig. 2C). The results reveal a
similarity to the human baseline experiment in a task that could
be solved simply by learning no more than a single shape in the
Target stimuli, and thus did not require developing any implicit
knowledge about the underlying structure of the scenes. Never-
theless, the four tests conducted after the training provided an
unequivocal and strong support for the view that bees developed
an implicit and sophisticated representation of the statistical
structure of the multielement abstract training scenes, as they
showed a significantly stronger preference for the more likely
combination of shapes in all four tests (Fig. 2D).
Specifically, in the memory test, bees preferred the original

Target scene compared to the Distractor scene significantly
above chance expectation (generalized linear model [GLM]: n =
10, 78.0 ± 1.7%; z = 7.42, P < 0.001) (Fig. 2D), matching their
performance at the end of the training session. The bees also
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demonstrated in the context test that they memorized all three
shapes composing the scenes as they preferred a true Target
scene over a Distractor scene composed of the base pair and a
Distracter scene element replacing the noise element (n = 10;
71.5 ± 2.0%; z = 5.87; P < 0.001) (Fig. 2D). In the spatial test,
bees demonstrated a high sensitivity for spatial relations and
constancy within variable scenes (n = 10; 68.5 ± 1.7%; z = 0.15,
P < 0.001) (Fig. 2D). Importantly, bees showed this behavior in a
situation, which was independent of the trained reward value,
since they had to choose between scenes with the same two
shapes of the base pair relying solely on the correct rather than
incorrect spatial arrangement. Finally, in the frequency test,
honey bees showed a clear preference for base pairs over the
base-shape/noise-shape combo that also appeared many times
during the learning phase, but four times less often than the base
pair (n = 10; 68.5 ± 1.7% of correct choices; z = 0.15, P < 0.001).
This finding is compatible with the adult and infant results
showing sensitivity to co-occurrence frequencies of shape pairs in
humans (7, 8). It is also the same result we obtained in the joint
test of the human baseline experiment in this study in a very
similar experimental set-up. Since neither of the features nec-
essary to perform above chance in the last two tests were re-
quired to learn the original discrimination task, honey bees
exhibited the same learning behavior as humans. They auto-
matically extracted and used the statistical information of co-
occurrences and shape frequencies in the visual input beyond

what was minimally sufficient for solving the task in which they
were engaged.

Exp. 2: Unlike Humans, Honey Bees Do Not Become Sensitive to
Conditional Statistics between Co-Occurring Shapes When Exposed
to Moderately Complex Visual Scenes. After establishing a basic
similarity between human and honey bee visual statistical
learning in Exp. 1, we explored in Exp. 2 whether this similarity
holds at the next level of complexity. Human adults and infants
are very good at automatically extracting and using the predict-
ability of one visual feature by another one (i.e., conditional
probability relations among features) even in cases when the co-
occurrence statistics (joint probability of those features) are
uniform and can provide no help in the task (7, 8). It is much less
clear which nonhuman species possess similar capacities. Various
animals, such as zebra finches (44), domestic chicks (45), rats
(46), and cotton top tamarins (47) demonstrated sensitivity to
statistical distribution of events in sequential learning studies.
However, due to inadequate controls when making comparisons
between different studies, it is an open question whether those
animals learned transitional probabilities based on relative pre-
dictability (strength of condition probabilities) or just temporal
co-occurrence frequencies (joint probability of two subsequent
events) (48).
To investigate whether the animal model of the honey bee

become automatically sensitive to relative predictability of spa-
tial patterns (i.e., to true conditional probabilities), we tested a

A

C D

B

Fig. 2. The set-up, design, and results of Exp. 1 with honey bees. (A) The schematic picture of the experimental apparatus. In each trial, two scenes (a Target
and a Distractor example) were chosen and two copies of these scenes were attached onto 4 randomly chosen positions of the available 13 options on a
rotating wheel, which was subsequently turned by a random angle. Under each picture, there was a tray with either a positive or a negative reinforcement.
(B, Left) The Target and Distractor visual stimuli of Exp. 1 chosen for one bee. (Right) Representative examples of the target (Left) and distracter stimuli (Right)
in the four test types conducted in Exp. 1. Numbers under stimuli report relative frequencies of occurrence. Red and blue solid and green dashed outlines are
only for informed viewing and were not presented in the original stimuli. (C) Mean improvement of performance during familiarization across trials in Exp. 1.
(D) Average performance in the four tests of Exp. 1. Dashed line signals chance performance, error bars show SEM; *P < 0.05.
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separate group of bees (n = 15) with the modified supervised
version of Exps. 2 and 3 of the infant study on spatial statistical
learning (8), which was equivalent to the conditional test of the
human baseline experiments in the present study. The training
and test design was the same as in Exp. 1, but the statistical
structure of the training stimuli and the tests were different
(Materials and Methods). The Target and Distractor training
scenes were composed of three elements from a pool of nine
rather than six different shapes as in Exp. 1 (Fig. 3A). Similar to
Exp. 1, four Distractor scenes contained three distracter shapes
in a random spatial arrangement. In this experiment, the statis-
tical structure of the Target scenes had to provide shape pairs
that were equal in terms of co-occurrence probabilities, but
strongly different in terms of predictability (i.e., shape condi-
tional probabilities). To achieve this, we applied the principle
used in Exps. 2 and 3 of the previous infant study (8) and in the
human baseline experiment of the present study. We used two
sets of shape triplets in the Target pool for generating two types
of Target scenes for the familiarization period: High-frequency
Target scenes and low-frequency Target scenes that appeared
four times less often than the high-frequency ones. The two types
of scenes were composed of two different base pairs, where the
elements were in a stable spatial relation and a noise element
that could take different positions (Fig. 3A). In addition, there
were only two distinctive high-frequency target scenes and four
low-frequency target scenes. The result of this construction is

that a base pair from the low-frequency scenes appeared exactly
the same number of times as the “frequency-balanced pair” that
was composed of one base-pair shape and the corresponding
noise shape from the high-frequency scenes. At the same time,
while the shapes in the low-frequency base–base pair always
appeared together in the same configuration, this was not true
for the “frequency-balanced” base-shape/noise-shape combo,
since the noise element could take another relative position.
Thus, the joint probability (co-occurrence) of the two pairs was
equated, but in terms of the conditional probabilities (predict-
ability), the low-frequency base pair had a twofold advantage
over the combo pair.
Similarly to Exp. 1, following the training (200 trials), during in

which bees performed a reinforced discrimination task between
Target and Distractor scenes, the bees were subjected to four
different tests performed in a random order. In Exp. 2, however,
all four tests evaluated familiarity with fractions of the rewarded
target scenes (Fig. 3A). The first two tests corresponded to the
spatial test of Exp. 1, and they measured whether the bees had
learned the fixed spatial relation of the two shapes within both
the high-frequency base pair and the low-frequency base pair.
These were the frequent base-pair test and the rare base-pair
tests (tests 1 and 2). Test 3, called the single-element fre-
quency test, evaluated if the bees became sensitive to the dif-
ferences in appearance frequency of individual shapes during
familiarization. In this test, one individual shape of the high-

A

B C

Fig. 3. The design and results of Exps. 2 and 3a–c with honey bees. (A, Left) The Target and Distractor visual stimuli. (Right) Representative examples of the
Target (Left) and Distracter stimuli (Right) in the four test types in Exp. 2. Numbers under stimuli report relative frequencies of occurrence. Red and blue solid
and green dashed outlines were not presented in the original stimuli. (B) Mean improvement of performance during familiarization across Exps. 2 and 3a–c.
(C) Average performance in the four tests (x axis) across Exps. 2 and 3a–c (see legend). Dashed line signals chance performance, error bars show SEM;
*P < 0.05.
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frequency base pair versus one from the low-frequency base pair
were presented, and bees were expected to choose the high-
frequency shape. Test 4 was the conditional probability test, in
which the bees had to choose between the rare base pair (from
the low-frequency scenes) and a “frequency-balanced nonbase
pair” composed of one element of a frequent base pair and the
noise element of the frequent scene in the relation seen in one of
the two high-frequency scenes (Fig. 3A). This is the crucial test of
sensitivity to conditional probabilities, a direct equivalent of the
adult and infant tests showing predictability-based chunk coding
in humans (7, 8) and of the human baseline experiment of the
present study.
Despite the increase in task complexity due to the larger

number of shapes used, bees showed a significant learning in the
Target/Distractor discrimination task during the familiarization
phase (GLMM: n = 15; z = 6.44, P < 0.001), and achieved above
70% performance after 200 training trials (Fig. 3B, dark gray).
Moreover, the bees also showed a significantly stronger prefer-
ence to the correct spatial arrangements for both the frequent
(GLM: n = 15; 61.0 ± 2.6%; z = 3.78, P < 0.001) and for the rare
base pairs (n = 15; 58.0 ± 2.8%; z = 2.76, P = 0.006) in tests 1 and
2 (Fig. 3C, dark gray). The bee’s performance with the frequent
and rare base pairs was not significantly different (z = 1.41, P =
0.16). This indicates that even with more base pairs and uneven
presentation numbers, bees have no problem remembering
specific configural information and utilizing them in novel de-
cisions. In the third, single-element frequency test, the bees
showed significantly higher preference to the frequent shape
(n = 15; 56.7 ± 2.7%; z = 2.07, P = 0.04) (Fig. 3C, dark gray).
However, in the fourth conditional probability test, honey bees
showed no preference for the more predictable base pairs over
the frequency-balanced nonbase pairs (n = 15; 46.7 ± 2.5%; z =
1.15, P = 0.25) in contrast to the human baseline results (Fig. 3C,
dark gray). In sum, while honey bees showed clear evidence of
acquiring the statistical structure of the visual stimuli in terms of
the underlying individual frequency and pair structure of the
scenes, they did not show evidence of a capacity to use the
predictability of shapes as quantified by conditional probabilities
between elements of a co-occurring shape pair.

Exps. 3a–c: The Length of Exposure and Shape Distinctiveness
Strongly Modulate the Visual Statistics Honey Bees Incorporate in
Their Internal Representation. The inability to handle conditional
probabilities in Exp. 2 might be either a true feature of honey
bees’ visual learning or it can be a confound due to increased
task complexity. Two reasons why a learning outcome might be
observed are either that a participant had not received enough
opportunity to get familiar with the stimuli, or that the stimuli
were too hard to differentiate. To investigate these two possible
confounds, we conducted three additional experiments, each
with an independent set of bees. In Exp. 3a–c, we manipulated
exposure time and stimulus similarity. First, we reran Exp. 2
twice without any modifications, except for changing the number
of familiarization trials from 200 to 100 (Exp. 3a) and to 300
(Exp. 3b) to see whether more or less exposure changes the bees’
learning pattern of the statistical structure of the scenes. Second,
we repeated Exp. 2 with 200 trials, but replaced the composite
distractor scenes consisting of three shapes with a single dis-
tinctive achromatic pattern (Exp. 3c). This last modification
strongly increased the discriminability of the Target and Dis-
tractor scenes while leaving intact the underlying structure of the
Target scenes under investigation.
Fig. 3 B and C shows the results of these experiments together

with those of Exp. 2 for comparison. The familiarization results
indicate two notable effects. First, changing the exposure time
from 100 to 200 and to 300 trials revealed similar learning curves
in the early part of familiarization (first 100 trials; comparing
Exp. 3a and Exp. 2: z = 1.33, P = 0.19; comparing Exp. 3b and

Exp. 2: z = 0.40, P = 0.97). At the same time, more exposure led
to higher performance, but only to a certain degree, as the av-
erage performance plateaued at around 80% correct response
rate after 200 trials and did not improve further. Nevertheless, at
the end of both 200 trials and 300 trials, bees performed signif-
icantly better on the Target/Distractor scene discrimination than
after 100 familiarization trials (last 25 trials; comparing Exp. 3a
and Exp. 2: z = 3.59, P < 0.001; comparing Exp. 3b and Exp. 2:
z = 5.40, P < 0.001).
A second notable effect is that simplifying the discrimination

task by providing more distinguishable Target and Distractor
stimuli had a significant improving effect on the bees’ perfor-
mance both immediately at the beginning of the familiarization
after just 25 trials (first 25 trials; comparing Exp. 3a and Exp. 3c:
z = 2.79, P = 0.005; comparing Exp. 2 and Exp. 3c: z = 2.97, P =
0.003; comparing Exp. 3b and Exp. 3c: z = 3.34, P < 0.001), and
at the end of the 200-trial session (last 25 trials; comparing Exp.
2 and Exp. 3c: z = 2.30, P = 0.02; comparing Exp. 3b and Exp. 3c:
z = 3.47, P < 0.001). Nevertheless, even in this condition after a
faster early improvement in performance, a clear saturation is
evident at a high (90%) but not perfect level (Fig. 3B). In sum,
both complexity and length of exposure significantly affected
bees’ performance in the discrimination task in an
expected manner.
The key question of how these respective length and similarity

manipulations influence the learning of the underlying structure
of the visual scenes can be answered by interpreting the test
results (Fig. 3C). Performances in the 100-, 200-, and 300-trial
versions of the experiment indicate a remarkable transformation
in the honey bees’ internal representation as the number of
training trials increases. With 100 trials, neither the frequent nor
rare base pairs in their right spatial configuration were reliably
preferred over the wrong configuration by the honey bees (test 1:
48.0 ± 4.6%, z = 0.65, P = 0.52; test 2: 52.5 ± 3.9%, z = 0.77, P =
0.44) (Fig. 3C). However, the bees significantly preferred the
frequent single elements over the rare ones (test 3: 58.3 ± 4.1%,
z = 2.57, P = 0.01) (Fig. 3C). As training extended to 200 trials,
the base pairs were gradually learned so that test 1 and 2 reached
a significant level (test 1: 61.0 ± 2.6%, z = 3.78, P < 0.001; test 2:
58.0 ± 2.8%, z = 2.76, P = 0.006) (Fig. 3C), and for frequent base
pairs, also elevated significantly above the performance recorded
after 100 trials (test 1: z = 3.03, P = 0.002) (Fig. 3C). In contrast,
while the single-element frequency results (test 3) remained
significant, the performance outcome did deteriorate slightly
(test 3: 56.7 ± 2.7%, z = 2.07, P = 0.04).
By reaching 300 training trials, both tests 1 and 2 reached a

saturated level of significant performance (test 1: 61.7 ± 2.5%,
z = 3.58, P < 0.001; test 2: 60.4 ± 3.4%, z = 3.20, P = 0.001), in
case of test 1, significantly above the performance found after
100 trials (z = 3.02, P = 0.003). In contrast with this increase in
performance with pairs (tests 1 and 2), the performance with
individual shapes measured by the single-element frequency test
(test 3) showed a strong negative change with more learning.
Specifically, performance in test 3 after 300 training trials fell
back to a nonsignificant level (test 3: 44.2 ± 3.8%, z = 1.80, P =
0.07). This performance was significantly below the level found
with either 100 or 200 training trials (test 3: comparing Exp. 3a
and Exp. 3b: z = 3.09, P = 0.002; comparing Exp. 2 and Exp. 3b:
z = 2.57, P = 0.01). These results indicate a shift from simple
element-frequency based internal representation to a represen-
tation based more on larger consistent chunks or underlying
configurations of the scenes.
Regarding the effect of task difficulty, we also found that

across the four test measures, the 300-trial experiment with
standard Distractor stimuli (Exp. 3b) produced results that were
indistinguishable statistically across the four tests from those
found in the 200-trial experiment with simplified Distractor
stimuli (Exp. 3c) (test 1: 60.8 ± 3.4%, z = 0.19, P = 0.85; test 2:
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60.0 ± 3.0%, z = 0.37, P = 0.71; test 3: 47.5 ± 3.4%, z = 0.82, P =
0.41) (Fig. 3 B and C). This suggests that, while more exposure is
required for good performance with a more challenging version
of the discrimination task, the developing underlying represen-
tation seems to follow a remarkably similar transformation.
Importantly, under no condition did honey bees show evidence

of sensitivity to conditional relationships (test 4) (Fig. 3C), sug-
gesting that they were not able to extract this kind of information
automatically (Exp. 3a: 52.9 ± 3.7%, z = 1.16, P = 0.25; Exp. 2:
46.7 ± 2.5%, z = 1.15, P = 0.25; Exp. 3b: 49.2 ± 2.7%, z = 0.26,
P = 0.80; Exp. 3c: 45.4 ± 3.4%, z = 1.42, P = 0.16).

Computational Analyses: Honey Bees’ Learning Behavior Can Be
Captured by a Counting-Based Rather than by a Probabilistic
Learning Model. Since our behavioral results only indicate the
existence of differences in the statistical properties memorized
between bees and humans, we used modeling to clarify what
significance, if any, can be attributed to the finding that honey
bees apparently do not encode automatically predictivity rela-
tions of their sensory input. As capturing human statistical
learning requires a probabilistic chunk-learning model (PC) (11),
our rationale was to test if the same model can explain the bee
behavioral results, and alternatively, if a simpler model known to
be insufficient to capture human learning would be adequate for
replicating the learning behavior of the bees. The results of these
tests would inform us as to whether bees and humans use dif-
ferent computational approaches during automatic unsupervised
learning from sensory input of complex visual scenes.
In an earlier study, a combined behavioral-modeling analysis

was performed to investigate what type of computation might
capture human visual statistical learning (11). Five different
computational models were selected ranging from storing simple
memory traces, to collecting various summary statistics of the
input, to compute probabilistic internal representation of those
inputs in pairwise associative or Bayesian chunk-learning (BCL)
manner. These models were tested with the visual input of a set
of increasingly complex human visual learning studies. Similarity
of the learning results between models and humans were used to
conclude on what type of learning humans might use. The result
of the study was univocal: As the complexity of the learning tasks
increased, models gradually failed to follow the pattern of hu-
man learning, and eventually only the PC learning model repli-
cated all of the human results (11).
We followed Orbán et al.’s (11) strategy with the data

obtained with the honey bees in the present study and focused on
two models (Materials and Methods). The first is the improved

version of the model that successfully captures human behavior:
A PC learner model, which searches for the most parsimonious
inventory (set of most likely chunks generating the scenes in a
modular manner) to represent, store, and interpret the stream of
appearing scenes. Conceptually, this algorithm develops a gen-
erative internal model of the outside world, which can then be
used for solving any subsequent task, such as a familiarity judg-
ment or a preference choice (11). The second model is a com-
bination of the two counting-based summary statistics models
that were also tested in Orbán et al. (11) study, and have been
shown not to follow human behavior when learning more com-
plex scene information. These two counting models enumerate
how many times particular shapes and combinations of two
shapes, respectively, occurred within the scenes during famil-
iarization, and determine familiarity or choice preference during
the test based on the magnitude of the obtained statistics. Fol-
lowing earlier reports finding that as learning duration increases,
honey bees shift from elemental associations to compound as-
sociations (26, 49), we combined these two models into a single
counting-based summary statistics model (CB), in which the
shape-based counting model comes online early, and then it
gradually gives way to the pair-based counting model (see SI
Appendix for details). Conceptually, this model is equivalent to a
fragment-based associative memory model or trace model, that
keeps track of the co-occurrences of various subsets of elements
(low-complexity features, such as individual shapes and shape-
pair fragments) to form an internal model in order to guide
further decisions (50, 51).
We implemented respective models and trained each with the

same input sequences in the same order employed for the bees’
and humans’ experiments. For the CB model, each input scene
was represented simply with a set of variables, each indicating, in
a binary manner (0/1), whether a particular shape was observable
in the present scene. The developing internal representation
consisted of the tallies of all of the individual shapes and shape-
pairs that occurred in the individual scenes summed across the
entire training session. Choices during the test were made based
on the relative strength of these tallies. For the PC model, two
sets of variables were used to represent each scene: One indi-
cating, in a binary manner, the presence/absence of individual
shapes in the given scene, and the second set coding the position
of these shapes (by 2D vectors). The internal representation of
the PC model consisted of a set of “chunks,” where chunks could
be any fixed configuration of arbitrary number of shapes (also
encoded by presence/absence and position) that emerged during
the training through probabilistic learning as the best set to
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Fig. 4. The ability of CB and PC models to replicate honey bee’s and human behavioral data. (A) Bars show the bee’s results in the four tests of Exp. 2, filled
circles and empty diamonds depict the choice probabilities computed by the CB and the PC models, respectively. The extent of familiarization was modeled by
the length of the input in the PC model, and by the capacity parameters in the CB model. Both models followed the behavioral data similarly in the first three
tests, but the PC model also learned by necessity the conditional contingencies while, in agreement with the honey bees’ behavior, the simple CB model could
not. (B) Bars show the human behavioral result in the active statistical learning task and diamonds depict the choice probabilities obtained by the PC model
(empty diamonds). The model’s predictions follow the behavioral data in all three test conditions. Error bars represent SEM, while dashed horizontal line
indicate chance performance.
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capture the description of the previously experience scenes
(Materials and Methods and SI Appendix). The behaviors of the
two learning models were then examined by conducting all of the
test trials with the scenes used in the behavioral tests and with
the same decision model, but with the respective internal rep-
resentation developed by the two models (SI Appendix).
The simulation results showed a clear double dissociation:

While the PC model followed human behavior but could not
replicate the honey bee behavior, the CB model, which is known
to be inadequate for modeling human learning under more
complex conditions, adequately captured the honey bee behavior
(Fig. 4). The failure of the PC model to reproduce the honey bee
results was not a result of insufficient parametrization, but a
direct consequence of the characteristics of the learning model
as can be appreciated intuitively by inspecting the stimulus
structure and the evolution of performance with increased
training. Specifically, the significant preference for the frequent
shapes and shape pairs in tests 1 to 3 after the first 200 training
trials means that the PC model must already be sensitive to
differences in element frequencies and in pair frequencies be-
tween the frequency-balanced and rare base pairs during the
trials of the conditional test (test 4). Due to the joint effects of
these two sensitivities, therefore, the conditional test must yield a
strong preference for the frequency-balanced pairs over rare
base pairs if probabilistic chunking were at work. In contrast, the
CB model is not sensitive to conditional probabilities, while it
can follow the shift in sensitivity from single shapes to shape
pairs frequencies, thus replicating the empirical results with
honey bees. These computational analyses reveal that the dif-
ference found between humans and honey bees with respect to
the automatic treatment of predictive information available in
the sensory input implies fundamentally different unsupervised
learning mechanisms used by the two species.

Discussion
In the present study, we systematically explored the statistical
properties of complex visual scenes that honey bees can implic-
itly learn and comparedQ: 10 these abilities to those of humans within
the same experimental paradigm. Such a comparative approach
has been highly successful in the past for understanding how
similar cognitive challenges are solved by different species
varying both in their evolutionary history and their brain com-
putational capacities (3, 52–56). In the domain of visual per-
ception and cognition in particular the existence intriguing
similarities between vertebrates and some invertebrate species of
higher-level visual processes, such as the use of spatial configu-
ration to facilitate object recognition (18, 25, 57–59) or the
sensitivity to some visual illusions (60, 61), prompted a reeval-
uation of the required complexity of the underlying mechanisms.
Importantly, while our study is grounded in the domain of vision,
it investigates domain-general characteristics of implicit statisti-
cal learning, and our results are largely independent of how ac-
tual features are processed in the visual modality by the
two species.
Earlier studies using classic or operant conditioning showed

that bees are capable of a wide range of nonelementary asso-
ciative learning. These include negative patterning (configural
processing of A+, B+, and compound AB− stimuli) (14, 62–64),
visual categorization (grouping objects based on shared proper-
ties) (14, 15, 25, 29, 65), relational concept learning based on
notions, such as “above,” “same,” or “larger” (32, 34), and even
sophisticated numerical abilities (38, 39, 66). However, these
studies were all conducted in a supervised setting with explicit
training, and thus they did not clarify what bees learn naturally
and automatically when they are simply confronted with a novel
scene. With our method, we were able to show that honey bees
automatically extract various relational information and recog-
nize consistent visual fragments without being explicitly trained

to do so, after simply being exposed to a large set of structured
visual scenes. This is uniqueevidence Q: 11in an invertebrate species
of such implicit learning, narrowing the gap between widely
separated parts of the animal kingdom with respect to the ability
to spontaneously develop sophisticated internal representations
of the underlying structure of their environment as it was ob-
served in humans. Moreover, the present study could also ad-
dress our main question: Is there a significant difference between
the resulting internal representation developed by humans and
bees and if so, what is the nature of this difference?
In order to answer this question, we transcended earlier results

obtained by explicit training that demonstrated learning and
generalization of complex visual patterns in bees (18–20, 23–25)
in three additional aspects beyond the fact that we obtained our
results by implicit learning. First, the bees were confronted with a
harder task and required to make stronger generalizations than
in previous studies due to a more variable training set and test
trials, in which the target and distractor stimuli both strongly
diverged from the trained pattern (e.g., in overall configuration),
while only subtly differing from each other (e.g., in appearance
frequency). Second, we investigated the effects of exposure du-
ration and task difficulty on performance to gain insights into the
learning mechanism used by the bees. Third, we used multiple
statistically defined test measures concurrently, so that we could
identify the limits and trade-offs of implicit learning in bees and
compare those systematically and computationally to
human learning.
Our results show that the internal representation the bees

developed to solve the simple Target–Distractor dissociation
during training allowed them to also pass successfully a number
of harder novel tests that required more abstract generalization.
First, similar to Exp. 1 in Stach et al. (23), we found that bees
could correctly choose the Target stimulus over a Distractor
differing only in one component of the display, even when the
component was not a simple orientated line but a complex shape
(Exp. 1, context test). Second, bees were sensitive to the spatial
arrangement of the abstract shape components even within a
fragment of the full display (Exp. 1, spatial test; Exp. 2, rare and
frequent base-pair test). Third, bees encoded frequencies of
appearance for both pairs and single elements (Exp. 1, frequency
test; Exp. 2, single-element frequency test). These results indi-
cate that bees used a far more sophisticated internal represen-
tation than a simple matching template of the configuration
capturing the entire input stimulus (17, 20, 26, 67). Remarkably,
this internal representation emerged automatically without any
targeted training, much akin to human unsupervised learning of
internal representations reported with both adults and infants
(7, 8).
However, we also found the limits of what bees could im-

plicitly learn. Specifically, under no experimental condition we
could find bees learning involuntarily the predictability between
two elements as defined by their conditional probability. Al-
though this null result could potentially be an artifact of an in-
sufficient experimental design with excessively hard tests or a
result of chance, the outcome of the control experiments (Exps.
3a–c) render these explanations unlikely for two reasons. First,
the computed Bayes factor (BF) for the conditional probability
test with the longest training substantially favoring the “no-
learning” hypothesis over “learning” (Exp. 3b: BF = 3.35), and
this makes the chance for a type II error slim. Second, both
major components of complexity (exposure duration and task
difficulty) have been modulated close to the extremes over the
various control experiments in order to simplify the task, yet
these manipulations failed to uncover any effect on learning
conditional probabilities. It is, therefore, improbable that further
extension of exposure time or simplification of the task would
yield markedly different results.
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One additional reason why bees would be unable to perform
well in the conditional test might be that they could not dis-
criminate the shapes sufficiently for learning the conditional
relations. However, this alternative can be ruled out on two
counts. First, shapes similar to the ones used in the present study
were demonstrated as perfectly discriminable by bees in previous
studies (31, 68) (Materials and Methods). Second, the visual
conditions of the test stimuli in our study were kept constant, and
only learning conditions were varied across the three experi-
ments, more specifically, the very same shapes in the very same
configurations were used in Exps. 1, 2, and 3. Bees performed
equally well across experiments in most of the tests, including the
joint probability tests with two shapes in the test scene. Since
there was sufficient visual information to perform in all tests of
Exp. 1, and in tests 2 and 3 in Exp. 2, the same visual information
must be sufficient to perform the conditional test 4 in Exp. 2.
Consequently, an explanation based on a limitation of low-level
feature discrimination can be excluded.
It is important to clarify that our result does not imply that

bees cannot learn conditional relations of events. Various earlier
studes reported that under explicit differential conditioning, bees
showed examples of nonelemental learning, such as negative
patterning (A+, B+, AB−) or bidirectional discrimination (AB+,
CD+, AC−, BD−) that are examples of acquiring conditional
relations (14, 62–64). Bees could also use conditional rules to
navigate a maze following symbols (69) or to decide between two
rules (add or subtract one element), depending on the stimuli
color (39). However, our results suggest that when engaged in a
simple discrimination task that involves complex visual patterns,
bees build up an internal representation that does not naturally
and automatically encompass conditional contingencies of
the patterns.
The failure of learning conditional probabilities is in agree-

ment with earlier findings showing that during training for
transitive inference rule (if A > B and B > C, then A > C), bees
could learn correctly the premise pairs only when they were
explicitly trained to the premises in uninterrupted, consecutive
blocks of trials. When forced to handle more camouflage due to
experiencing all pair relations essentially in a simultaneous
manner in shorter and interspersed blocks of trials, bees failed to
perform correctly the rule of transitivity (14, 65). The overall
conclusion of these studies was that even in conditions where
bees performed well with the premise pairs, they did not truly
learn transitivity, but rather combined recency effects with as-
sociative strengths of pair learning. Bees can thus only perform
complex tasks when they are trained to do it explicitly (e.g., in
case of conditional probabilities) or when their training protocol
allows them to derive satisfactory responses based on their
simpler learning (e.g., in the case of learning the premise pairs
during the transitivity study). Nevertheless, these simpler solu-
tions that bees use to solve complex visual problems could be
inspirational for developing efficient artificial intelligence sys-
tems with reduced computational resources to do the same
(70–73), and provide insights into how larger brains
automatically perform such tasks.
We found that with increasing exposure during training, the

bees’ performance improved, and their internal representation
shifted steadily from focusing on element frequencies to co-
occurrence frequencies. This is similar to the findings that with
increased exposure time, bees shift from associating elements of
a compound S+ stimulus with the reward to associating the
compound itself with the reward (49). Thus, in the light of more
experience with newly introduced statistics of their environment,
honey bees naturally transform their internal representation to
capture progressively more complex statistics of the input.
In addition, we also found that simplifying the task (Exp. 3c)

promoted earlier emergence of configural representation based
on co-occurrences. At first sight, this might look similar to the

finding that adjusting the color of the component shapes to be
more similar promotes more configural learning (49). However,
there is a subtle but important difference between the two ex-
perimental designs: In Giurfa et al.’s (49) color experiment, the
adjustment of colors directly influenced the stimulus to be
learned and tested, whereas in our case, only the task became
easier by adjusting the complexity of the Distractor stimulus, yet
the coding of the physically unchanged Target stimuli shifted
earlier from elementary to compound representation. In other
words, while Giurfa et al. showed a direct effect of manipulating
the stimulus on learning, we showed an indirect effect through
manipulating only the task. This means that learning in bees is a
complex context-dependent process, in which the nature of the
internal representation is determined by both the stimuli and the
task involved in the experiment.
Regarding our key question about the similarity between hu-

man and honey bee learning, we found that the present results of
honey bee’s learning performance can be sufficiently well cap-
tured by a simple model that learns CB summary statistics,
specifically the most prominent individual and co-occurring
shape-pairs of the scenes. This is in contrast with human be-
havior in the same task, which requires a more complex model,
for example a PC learner model to be correctly replicated (11). It
is instrumental to realize that human performance in the various
tests changed only slightly when the protocol of the experiment
switched from passive observation to active discrimination
(Fig. 1). This suggests that the internal representation respon-
sible for human results, which included coding for conditional
probabilities, emerged largely automatically and it was inde-
pendent of the particulars of the discrimination task. Automa-
ticity of encoding conditional probabilities is supported by earlier
findings that adults and 8-mo-old infants are equally sensitive to
such statistics of the visual scenes (8). Unfortunately, such a
comparison between active and passive protocols is not available
with the bees. Therefore, we cannot completely rule out that the
reinforcement learning protocol used in our experiments shaped
learning and the internal representation in bees more powerfully
than in humans, and that bees would show some sensitivity to
conditional relations under more natural exploration of their
environment.
While lack of automatic sensitivity to predictive information is

one explanation of our results, a possible alternative is that the
discrepancy between bees and humans exists at the stage of
handling the task rather than at encoding. In this scenario, bees
can encode conditional probabilities of the input, but in a sub-
stantively novel task situation (test), they do not utilize this in-
formation because the plain frequency difference weighted more
in their decision in the context of a generalization test.
Nevertheless, given the present results, we posit that auto-

matic extracting of conditional information is not a fundamental
component of honey bee’s visual learning, and it occurs only
when it is promoted by a dedicated reinforcement scheme. We
propose that, as a consequence of this, humans and honey bees
use different types of learning to encode their visual environment
that lead to different internal representations. While simple
discrimination, recognition, and a number of other basic tasks
can be equally well solved with the two strategies, important
differences could emerge in complex tasks. Based on the recently
established prominence of probabilistic computation in the brain
(74), we speculate that, combined with various other relevant
factors, the richer internal representation that humans build
automatically and the underlying probabilistic learning mecha-
nism could potentially be one of the key components that led to
the emergence of humans’ superior cognitive abilities.

Materials and Methods
Human Learning Experiment. For the human learning experiment, 142 healthy
volunteers (96 females, average age 22.08 y) with normal or
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corrected-to-normal vision participated in the experiment after giving in-
formed consent. All procedures were approved by the Ethics Committee for
Hungarian Psychological Research.

Stimuli. Twenty individual abstract black shapes on white background were
used in the experiment. Each trial consisted of two 5 × 5 black grids
appearing side-by-side on the display and each grid contained a set of three
shapes always in neighboring positions on the grid, but in various configu-
rations. Stimuli were presented on a 27-inch Samsung Syncmaster S27B550
color monitor from a viewing distance of 1 m, so that the extent of the grid
was 16.4 visual degrees. For each subject, half of the shapes were randomly
assigned to the Target and Distractor categories, respectively. In addition, in
each category, the shapes were organized into one frequent and two rare
base pairs and four individual elements, and these were the building block
of the sets of three shapes presented in the grids. Base pairs consisted of two
shapes always appearing together in a fixed spatial relation in the grid. The
frequent base pairs appeared in the display 2.6 times more often across trials
than the rare pairs did. An individual element could appear in any adjacent
position relative to the base pair in the grid so that visual segmentation of
the pair and the single element was not possible (Fig. 1A). Twenty-eight
unique three-shape scenes containing one base pair and one single shape
with varying absolute position of the shapes across scenes were created
separately from both the Target and Distractor categories. Scenes were
further composed so that based on the co-occurrence of the single shapes
and the frequent base pairs, there were two so called “frequency-balanced
nonbase pairs” composed of one shape from the base pair and the single
shape. These were pairs that had the same joint probabilities as the rare
base pairs but much lower conditional probabilities. Indeed, while these
nonbase pairs appear as often as the rare base pairs during familiarization,
both shapes composing the nonbase pairs could also appear with a different
relationship, which was not the case for the base pair by definition, where
the two shapes always appeared together in a fixed spatial relationship. The
arrangement of such rare, frequent, and frequency-based pairs allows sys-
tematic tests of sensitivity to co-occurrence and conditional probabilities,
and it was used extensively in earlier studies (7, 8). The underlying statistical
structure created by the co-occurrence of the shapes was exactly the same in
the Target and Distractor categories but based on two nonoverlapping
shape inventories.

Procedure. Each experiment consisted of two phases: Familiarization and test.
During the familiarization phase, a presentation trial started with a fixation
cross appearing in the middle of the screen for 1 s. Next, two scenes (one
Target and one Distractor scene) were simultaneously presented for 6 s on the
left and right side of the screen equally distanced from the center (Fig. 1A),
followed by a blank intertrial screen presented for 1 s. During familiariza-
tion, each unique scene in a category was presented 4 times, resulting in a
total of 112 presentation trials (15 min). The presentation order of the
scenes was randomized for every category and the left–right appearance of
the two categories was counterbalanced. Participants were assigned to one
of two tasks conditions prior to the familiarization phase. In the passive task
condition, participants were instructed to pay attention to the sequence of
the scenes so that they would be able to answer some simple questions after
the familiarization phase. Participants received no information about the
structure of the scenes. In the active task condition, participants were asked
to choose in each presentation trial the Target scene by pressing the left or
right arrow keys on their keyboard after the scenes disappeared. Every trial
was followed by feedback about the correctness of their choice showing
either the word “correct” in green or the word “incorrect” in red in the
middle of the screen for 1 s. Participants received no further information
about the structure of the scenes beyond the existence of the two
categories.

A test phase followed familiarization with three or two temporal two-
alternative forced-choice tasks conducted in a fixed order. First, in the con-
ditional test, a rare base pair and a frequency-balanced nonbase pair were
shown sequentially for 2 s centered in the grid and with 1-s blank separating
them. Participants had to press a key “1” or “2,” depending on which of the
two pairs they judged to be more familiar based on the familiarization
scenes. The test trials were based on two rare base pairs and two frequency-
balanced nonbase pairs in each category (Target and Distractor). Both base
pairs were presented once with each of the two frequency-balanced non-
base pairs of the same category resulting in eight test trials in total. As the
base pairs and nonbase pairs had the same co-occurrence frequencies (joint
probabilities: P = 0.21), only the difference in conditional probabilities (base
pairs: P = 1.0, nonbase pairs P = 0.75) could be utilized to choose between
the pairs. Test trials were individually randomized, and the order of

presentation of the base pairs and nonbase pairs was counterbalanced
within a test session for each participant. In the second test, the single test,
participants had to choose between two single shapes shown centrally the
one, which was seen more frequently during familiarization. For both cat-
egories, the test contained two frequent shapes (P = 0.57) and six rare
shapes (P = 0.21), which were organized to create eight fully randomized
and counterbalanced test trials. Four test trials compared two frequent
shapes with two rare shapes (singles test), and the remaining four rare
shapes were used in four additional test trials with no correct answer (equal
single test). This resulted in a total of 16 single test trials for each participant.
In each trial of the third test, the joint test, participants had to choose the
more familiar one between a rare base pair and a low frequency accidental
pair shown sequentially with the same presentation times as in the condi-
tional tests. For each category, two accidental pairs with low co-occurrence
frequency were chosen from the scenes (joint probability: P = 0.036) and
compared to two rare base pairs (joint probability: P = 0.21) resulting in four
test trials for each category.

Honey Bee Learning Experiment.
Experimental set-up and general procedure. All experiments were conducted
with free-flying honey bees (A. Mellifera). The bees were individually
recruited from a gravity sucrose feeder and trained to visit our testing ap-
paratus, a vertical circular screen that could be rotated to disrupt positional
learning. The gray Plexiglas screen (50 cm in diameter) allowed to attached
at various spatial locations gray Plexiglas hangers (6 × 8 cm) presenting the
visual stimuli on top of small horizontal landing platforms. During famil-
iarization, trials were collected in runs (i.e., in a string of trials lasting until
the bee was satiated and returned to the hive). In each run, one combination
of Target and Distractor stimuli was used. In each trial, two copies of the
Target and Distractor stimuli were presented simultaneously, making a total
of four visual stimuli located on the rotating screen (Fig. 2A). The two target
scenes were supplied with a 10-μL drop of sucrose solution (50%, 1.8 M),
while the two Distractor scenes were provided with a 10-μL drop of quinine
solution (60 mM) on the landing platforms associated with the visual stimuli.
A choice was scored either as correct or incorrect each time a bee landed on
one of the platforms associated with a Target or a Distractor stimulus, re-
spectively. When a bee made a correct choice, it was collected onto a Plex-
iglas spoon providing 50% sucrose solution and placed behind an opaque
barrier 1 m away from the screen, while the stimulus positions were
changed, and the platforms cleaned and refilled. When a bee made an in-
correct choice, it tasted the bitter quinine solution and then it was allowed
to continue making choices until a correct choice was made, at which point,
the same procedure as in the case of a correct choice was followed. When
the bee was absent from the experimental set-up, the hangers were cleaned
with 20% ethanol, a new combination of Target and Distractor stimuli were
attached to the hangers at random locations, and the screen was rotated to
further disrupt specific location learning. This course of actions was repeated
until the prespecified number of familiarization trials was reached. After the
familiarization processing was completed, the testing procedure started,
which consisted of four tests sessions and reinforcement trials between the
sessions. Each test session consisted of 20 successive trials that were in the
same format as during familiarization, except that they were not reinforced
(water drops were provided on the landing platforms). The choices of the
bees during these trials were also recorded. Between each test session, the
bees were given 10 refreshing trials with the stimuli used for the familiar-
ization phase and with reinforcers to assure that the bees’ motivation was
kept at a high level. The bees were individually identified through small
painted color dots on the thorax. Only one bee was present at any one time
at the apparatus to avoid social learning.
Stimuli. Both Target and Distractor stimuli in Exp. 1 were scenes composed of
three achromatic (black) shapes elements with the dimension of the entire
scene being 6 × 8 cm (width × height). Six shapes were used in the experi-
ment, each with 2 cm of maximum extent: A triangle, a square, a circular
disk, a five-arm star, a diamond, and a rectangle. These shapes were per-
fectly resolvable by honey bees (see, e.g., refs. 31 and 68), since they sub-
tended a visual angle of 22° at the typical bee decision distance (∼5 cm),
which is well above the resolution of the bee’s eye (3°) (75). For each bee,
the shapes used for the Target or the Distractor scenes were randomly
assigned from the pool of shapes, and the spatial relation and composition
of the base pairs were randomly selected. This yielded four unique Target
and four Distractor scenes for each bee that were also different across bees.
Thus, the shapes and their location within each base pair were different
across bees. For each trial of a bee, one Target and one Distractor scene was
selected and two copies of each were attached to random positions on the
rotating testing apparatus. Since Exps. 2 and 3a–c tested more complex
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statistical relationships, two additional target scenes (implementing low-
and high-frequency pairs) were required; thus, three additional shapes were
added to the pool with the same maximum extent: an orthogonal cross, a
heart figure, and an L-shape with 1-cm line width. In addition, in Exp. 3c, we
used a simplified Distractor scene: A simple achromatic pattern matching in
overall size but strongly differing in appearance from all other scenes in the
experiments.

Statistical Analyses. Human responses were coded correct (1) or incorrect (0)
depending on their choice in the two-alternative forced-choice trials. Each
bee’s choice was scored as correct (1) or incorrect (0) according to whether
the bee landed on the platform associated with the Target or Distractor
scenes, respectively. To maintain compatibility between the findings, human
and bee performance were analyzed with the same statistical method after
this initial coding step. Specifically, performances during the familiarization
were analyzed with GLMM [R software, v3.3.2 (R Development Core Team),
lme4 package (76)]. This statistical method was used instead of a classic
ANOVA analysis since it is better suited for the binomial structure of our
data. The dependent variable consisting of binary choices (correct or incor-
rect) for each human/bee and the GLMM models were fitted assuming a
binomial distribution with a logit link function. The choice number was in-
cluded as a fixed factor while individual participant/bee was considered as a
random factor to account for the repeated measurement design. Perfor-
mances during the tests (proportion of correct test choices; a single value for
each participant or bee) were analyzed with GLM with a binomial error
structure. These models only included the intercept term to test for a sig-
nificant difference between the mean recorded proportion of correction
choices and the theoretical chance level (P = 0.5). Comparison of perfor-
mances between experiments were performed by adding the experimental

group as a fixed factor in the respective GLMM (familiarization phase) and
GLM models (testing phase). Significance of the fixed effect was tested using
likelihood ratio tests.

Computational Modeling. The PC model was based on the parametric BCL
model described in Orbán et al. (11). The task of the BCL is to infer the
probability of various competing inventories (set of chunks) based on the
familiarization scenes, and find the most likely inventory that would gen-
erate/explain the entire set of scenes by evoking a subset of the inventory’s
chunks to capture each scene. The best inventory is the one that can explain
all of the scenes to their fullest (with the highest probability) based on its
chunks. In this model, the selected best inventory represents the internal
model of the outside world that is used in a composite manner to explain
any occurring scene. We extend the original BCL model by allowing the
number of latent (hidden) variables (i.e., chunks) to be unbounded but as-
suming that only a finite number of latents could be used to describe any set
of observed variables (scenes) (77). The nonparametric version of this model
was implemented using the Indian Buffet Process (77) as a prior on the link
matrix, which defines the latent variable-observed variable connections.

See SI Appendix for implementational details of the different
computational models.

Data Availability. All study data are included in the article and SI Appendix.
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