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Summary

In this paper, we are interested in flexible modeling and performing solution of
transient thermal Selective Laser Melting Problems. For this, we first introduce a
Finite Addition of Matter Elements Method (FAMEM) to generate any wished finite
sequence of thermal problems, defined in additively constructed domains. Second,
we use the Multiscale Arlequin Frame-work to develop a three-level Arlequin weak-
strong formulation of each problem of the finite sequence. Two Arlequin patches
are used in the latter to localize the steepest thermal gradients and the nonlinear
phase-change phenomena, allowing for fine local approximations and the localized
nonlinearity treatment by an algorithm we develop. These patches are identified via
the solution of a representative mono-domain transient thermal problem. The latter
is also solved with our three-Level Arlequin method for comparison of the solutions
and respective performances of both approaches.
Moreover, two dimensional tests consisting in the creation of a 316 L stainless steel
wall and a two AlSi10Mg layers, are carried out to further enlighten our global
approach and to position it with respect to literature.

KEYWORDS:
Finite Additive Manufacturing, Thermal Transfer, Phase-change, Multiscale Arlequin Framework.

1 INTRODUCTION

1.1 Some generalities about Additive Manufacturing

Additive Manufacturing Processes (AMP), appeared in the 1980s, are a real breakthrough in designing and creating solid parts.
This leads to an increasing interest for these processes in both scientific and industrial communities. Unlike the usual forming
processes and more based on computer assisted design modeling of mechanical parts, they create these parts by gradual addition
of almost elementary pieces of material. Thanks to this intrinsic flexibility, they potentially allow for the construction of very
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complex and goal-oriented parts; some of them being almost impossible to obtain with classical forming processes.
There are two principal AMPs for the metallic materials using lasers as heat sources, namely the Direct Metal Deposition
Processes and the Selective Laser Melting Processes (SLMP). In this paper, we are interested in the latter. They consist in
progressively melting thin metallic powder layers using laser sources, globally by following the three steps described below (see
also figure 1).

1. A thin layer of metal powder is spread by a pickling roller on a substrate which is the support of the processing machine
for the first layer and the solid substrate, under construction for all the others.

2. In order to transform and glue the desired part of the powder layer to the substrate, the latter is progressively melted where
needed by moving lasers, following pre-defined trajectories. Actually, as high power heating sources, the lasers transform
locally and progressively (by means of metallurgical phase changes) the powder and a part of the solid substrate into
liquid state, getting through a mushy one that, by cooling, is herein supposed to be transformed to a continuum solid state,
leading to a new solid substrate.

3. The manufacturing plate piston goes a layer thickness down, whereas the delivery piston goes a layer thickness up.

This three steps procedure is continued till the construction of the whole targeted part.
It is worth mentioning that even if Additive Manufacturing Processing has been rapidly expanding almost all over the world, the
will of engineers and designers to obtain parts that fulfill prescribed mechanical, geometrical... specifications remains weakly
satisfied (see1 and the references therein).
This is mainly due to lack of scientific and technical control of SLMP’s high complexity. Consequently, manufacturers conduct
daily several costly and time-consuming tests to adjust the process’s numerous parameters: particles powder characteris-
tics, lasers powers and trajectories, scan speeds, etc., (see2 and the references therein). They also carry out different costly
post-treatments on manufactured parts to reach the targeted goals. In this context, modeling and simulation of SLMP for the
construction of a part represent a precious complement tool to experimental tests.

1.2 General challenging issues for modeling and simulation in SLMP. A thermal focus and a

partial state of the art

There are many challenging issues linked to SLMP simulations (see e.g. the review in3). These are due to several involved
physics during parts fabrication, occurring at different scales; some of them being strongly coupled. Let us mention among others
granular materials, turbulent fluid mechanics, thermo-mechanics, metallurgy and highly localized inter-phase zones having a
heavy impact on the fabricated parts properties. Figure 2 shows qualitatively the main involved physical phenomena in SLMP.
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FIGURE 1 Selective Laser Melting.
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FIGURE 2 Illustration of physical phenomena in SLMP.

An important amount of computational works has already been carried out for the SLMP modeling and simulation. One can
classify them roughly according to i) the variety of scales of analysis (microscopic, mesoscopic and macroscopic, see e.g.4,3),
ii) the medium nature (granular, fluid, mushy and solid) and iii) the numerical approach.
At the macroscopic scale, the modeling focuses mainly on continuum thermal and mechanical behaviors during AMP of a part.
As for welding problems, where many similarities are found5 (see also6, chapter 2 and the references therein), a widespread
used assumption is a weak coupling between thermal and mechanical phenomena, by neglecting the nonlinear heat and elastic
strain rate product terms, as well as heat plastic dissipation.

In this paper, we focus on the thermal first and fundamental building block (see below) of SLMP modeling and simulation at
macroscopic scale, namely the transient thermal problem with phase change, defined in a continuously evolving domain.
Four main difficulties arise from the numerical solution of this problem:
(

1
) the domain evolution due to the finite material addition,
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(

2
) the localized thermal gradients,

(

3
) the localized and nonlinear phase change phenomenon and

(

4
) the fast movement of the zones where the previous difficulties are present.

Many numerical approaches have been developed for the solution of the transient thermal problem. Most of them rely
on Finite Element Method (FEM) for space discretization (see e.g.7,8,9,10,11). We refer also to the recent paper of12 and the
references therein. These approaches use generally classical monolithic numerical methods which rapidly suffer from heavy
computational costs due to the (

1
)

−
(

4
) difficulties. Solving the problem within engineering time becomes the most

challenging issue for the simulation (see e.g.2).
The aforementioned approaches are helpful at first design steps in SLMP. However, they may suffer from a lack of accuracy
if one is interested in fine approximation of localized material and mechanical parameters of the fabricated part. Indeed, it is
well-known that the resulting microstructure of the latter (porosity, distortion, residual stresses, dispersion of particle size, ...)
depend on the thermal kinetics and gradients, lasers cycling and also the phase transformation at different scales (see e.g.13,3).
Thus, in tied link with these process realities, high resolutions in the critical moving scanned zones are mandatory.
The need for local accuracy is also found in the context of welding. For the latter, mesh adaptivity methods have been devel-
oped with different error estimators (see14,15,16,17, among others). In the context of AMP, the pure thermal problem for the
Electron Beam Melting process of Ti-6Al-4V is h-refined only in the direct vicinity of the electron beam zone in18. In19, the
thermal field evolution during the SLMP process is simulated by using a Fully Threaded Tree technique to refine the mesh in
the moving laser impact zone. Let us finally mention recent developments in20 (and the references mentioned therein), where a
multi-level h-p-finite element method is combined with the finite cell method. In21,22, the Finite Difference Method (FDM) is
used to ease the coarsening of previously scanned layers, as the laser moves away from them.
So-called non-intrusive Global Local methods have also been used to solve the thermal problem (see23 and the references
therein). The latter, of non-overlapping Iterative-Schwarz type (see24,25,26,27, among others), are adaptation of Global-Local
finite element approaches28,29,30 (see also31 and the references therein). Similarities can also be found in a work developed
in32 as variant of the multiscale and multi-model Arlequin Framework (AF) initiated in33,34 (see also35,36 for the solution of
macroscopic multiscale mechanical solid problems).
Let us also mention that space-time methods for the solution of the linear parabolic evolution equations have been developed
by37 and extended to its low rank approximation by38. One can also use other approaches for space discretization of the problem
such as classical multiplicative or additive Domain Decomposition Method (see e.g.39), the S-method (40), the Tilling Method
(41) or the recent S-variant-method (42).
A last but not least very challenging issue in SLMP problems is that it requires very fine time discretizations in order to
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describe precisely the energy input of the laser as well as the sudden temperature rises in its vicinity (see43 for discretization
requirements and44 for coupled multi-time stepping method).

The ultimate purpose of our works on SLMP is to contribute to the development of models and methods that allows to
obtain sufficiently precise solutions for the problem of structures constructed by SLMP, by taking into account with flexibility
complex and localized physics in moving scanned zones, while reducing significantly the computational costs. For this we
select the AF with its characteristic volume and accommodating coupling operators. This choice is motivated by the fact that
the AF has already been used with success for the solution of multiscale and/or multiphysics and/or multimodel problems (the
SLMP being a paradigm for these subjects, as shown in figure 2). Actually, the AF was used to solve not only solid problems
but also macroscopic multiscale fluid problems (see45,46,47 among others), to couple and solve granular and continuum models
(see e.g.48,49), Non-Local and Local continuum models50, atomistic and continuum models (see among others51,52,53,54,55,56),
stochastic and deterministic models (see57), among others complex problems.
In this paper, for the thermal part of the SLMP problem, the AF is used for the first time (see58,59 for first communications by
the authors in this topic) to track the moving strong and localized thermal gradients, to manage with enhanced flexibility the
material additions and to localize the numerical treatment of the nonlinear phase change phenomenon, taken into account by
means of the Latent Heat Source Method (LHSM) (e.g.60).
Let us point out that because the same thermal model is considered in the whole domain of our problem, our approach can not
be strictly qualified as true multiscale analysis. However, our strategy is based on a real multiscale framework. Thus it allows to
go down into scales and to treat, in the future, true multiscale complex problems related to the SLMP.
Our paper is structured as follows. In the following section 2, we introduce a finite addition of matter elements path, leading to
a finite sequence of nested domains to approximate the continuous elementary matter addition in SLMP problems. Simplified
strong formulations of the transient thermal problems, with phase change are recalled. Then, time Finite-Difference and mixed
space-weak-strong formulation of the latter are given. In section 3, we elaborate, within the AF, a consistent formulation of the
problem, by using one Arlequin patch. We then present in details the numerical algorithm we developed to solve the nonlinear
and irregular transient thermal problem with phase change. In section 4, motivated by physical considerations, we elaborate a
three-levels Arlequin formulation. This formulation uses two patches corresponding to two critical zones whose localizations
and sizes are identified via the solution of a monolithic representative transient thermal problem, with phase change. In the same
section, the same representative test is solved by our three-levels Arlequin method. The delivered respective solutions and the
computation costs are compared to each others. In the last sub-section of section 4, we detail the geometrical strategy we set
up to construct parts using the FAMEM, developed for two-dimensional problems considered in section 5 and explain how we
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have adapted the three-levels Arlequin method to FAMEM. In section 5, our strategy in enlightened by two-dimensional tests.
Conclusions and some prospects are mentioned in section 6.

2 FINITE ADDITION OF MATTER MODELING AND FORMULATION OF SLMP

THERMAL PROBLEMS

The additive modeling path of the problem is considered in the following sub-section. Its strong and weak monoscale
formulations are detailed in the other sub-sections.

2.1 Finite Addition of Matter Elements Method (FAMEM) for SLMP

As mentioned in the introduction, the main characteristic point of the SLMP is that the targeted solid part is built progressively
(from powder to solid, getting through mushy and fluid phases) by means of thermal variations, generating local complex
material phase transformations, resulting in an additive small solid increments till reaching the desired part. The modeling
we adopt in this paper gives the possibility to refine coarse modeling of continuum matter additions used in industrial codes,
while giving the possibility to locally complexify physical models. Although important, especially if one wishes to refine the
modeling, this point is likely to be undertaken in literature. Our modeling strategy, taking into account the solid domain, can be
seen as a discretization of the continuous additive matter process. It consists in constructing iteratively a collection of domains
ΩN , 0 ≤ N ≤ Nf (Nf referring to the final solid material increment step) by addition of finite increments of matter, such that
ΩN ⊊ ΩN+1 for all 0 ≤ N ≤ Nf − 1. Each ΩN is a bounded and sufficiently regular domain, supposed to be included in ℝd ,
equipped with an euclidian orthonormal frame (O, e1,… , ed

), with d = 2 or 3 in practice.
More precisely, the iterative process of domains augmentation is the following:

1. (Initialization:) at t0 = 0, we start with Ω0 = Ωsup, whose closure is occupied by a part of the processing machine support
(see figure 1), supposed at temperature Tr (the room or powder pre-heating temperature). We suppose also that the initial
liquid fraction field 0

l (0) = 0 in Ω0 (assuming that Tr is beneath the liquefaction temperature).

2. (Current iteration:) forN ≥ 1, the domain ΩN−1 being known with a given temperature field TN−1(tN−1), a new material
increment �ΩN−1, of any wished size, respecting the constructive AM part plan, is added toΩN−1, forming an augmented
domain ΩN . The material increment �ΩN−1 being scanned by the laser for a lapse of time �N , we solve an transient and
nonlinear thermal problem to obtain the thermal and fluid volume fraction fields TN and N

l , defined in ΩN × IN , where
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IN =
]

tN−1, tN
] with tN = tN−1 + �N , by using the following initial thermal field in ΩN :

TN (x, tN−1) =
⎧

⎪

⎨

⎪

⎩

TN−1(x, tN−1) if x ∈ ΩN−1

Tr if x ∈ �ΩN−1
(1)

and the liquid fraction field N
l (x, t

N−1), consistent with TN (x, tN−1) in the sense of N
l (x, t

N−1) = Freg(TN (x, tN−1)) in
ΩN , where Freg is defined by a phase-change law specified in the following sub-section.

3. These iterations are continued till reaching the final shape of the targeted part.

Remark 1. Our modeling of matter addition covers more or less refined additive matter modeling; the ones used in12 and61

being examples. This clarifies somehow the title of the sub-section.

Remark 2. In our approach, possible cooling times, denoted �Nc , are taken into account in �N . During �Nc , we simply shut down
the laser and keep on solving the thermal problem.

Referring to the afore-described additive process, to solve the SLMP thermal problem, one has to solve a sequence of transient
conduction thermal problems, with phase change. The strong formulation of the latter, labeled (N)

s, is defined in the following
sub-section.

2.2 Strong formulation of the additive thermal problem with phase-change
(

N
)

s

The physical model considered in this paper is based on works by60. The scanned body N , at a matter addition step N ≥ 1

and during a time interval IN =
]

tN−1, tN
], is supposed to occupy the closure of a bounded domain ΩN = ΩN−1 ∪ �ΩN−1. Its

boundary )ΩN is partitioned into three parts; namely, ΓNl (t) for the changing part of the boundary submitted to the moving laser
heat flux, ΓNp for the interface between ΩN and the un-scanned powder (fix during IN ) and ΓNcr(t) for the part interacting with
the surrounding atmosphere (see figure 3). The evolution of the nature of the boundary conditions is represented in figure 4.
With these notations, the strong problem (N )s reads:

The temperature field TN (tN−1) and the fluid volume fraction field N
l (tN−1) being given (constructed according to the

procedure described in sub-section 2.1) then, ∀ t ∈ IN , find TN (t), �N (t) the heat flux and N
l (t), defined in ΩN , verifying the
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FIGURE 3 A generic heat conduction problem over the domain ΩN = ΩN−1 ∪ �ΩN−1 and the different parts of )ΩN .

FIGURE 4 Boundary conditions evolution: representation at times (a) tNi−1, (b) tNi and (c) tNi+1 of the interval IN .

following transient simplified thermal initial boundary value problem:

cvol
(

TN (t),N
l (t)

) )TN

)t
(t) + ( ⋅ �N (t) = Q

(

TN (t),N
l (t)

) in ΩN (energy conservation) (2a)

�N (t) = −k
(

TN (t),N
l (t)

)

(TN (t) in ΩN (Fourier’s law) (2b)
N
l (t) − Freg

(

TN (t)
)

= 0, Freg being given below, in ΩN (nonlinear phase change law) (2c)
�N (t) ⋅ n = −fNl (t) on ΓNl (t) (laser heat inflow) (2d)

�N (t) ⋅ n =
kp
Sp

(

TN (t) − Tr
) on ΓNp (powder interaction) (2e)

�N (t) ⋅ n = 

(

TN (t) − T∞
)

+ ��
(

TN (t) 4 − T 4∞
)

on ΓNcr(t) (convection - radiation) (2f)
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where bold symbols are used for vector-value fields, ( ⋅ �N and (TN stand for div(�N ) and grad(TN ), respectively. The unit
outward normal vector to )ΩN is noted n.
In the above system, equation (2a) expresses the energy conservation obtained by considering a Representative Elementary
Volumes with no internal heat source and under simplifying assumptions (convection phenomena and porosity are neglected).
In this equation, cvol, the "mixture" thermal capacity, is given by the following solid-fluid partition:

cvol
(

TN (t),N
l (t)

)

=
(

1 − N
l (t)

)

�s
(

TN (t)
)

cs
(

TN (t)
)

+ N
l (t)�l

(

TN (t)
)

cl
(

TN (t)
) (3)

where �s, cs and �l, cl are the densities and thermal capacities of the solid and the liquid phases, respectively.
The right hand side of equation (2a) is defined by:

Q
(

TN (t),N
l (t)

)

= −�H
(

TN (t)
) )N

l (t)
)t

. (4)

It expresses the latent heat effect, where the coefficient �H (

TN (t)
) is given by:

�H
(

TN (t)
)

=

TN (t)

∫
Tref

(

�l(�)cl(�) − �s(�)cs(�)
)

d� + �l
(

TN (t)
)

L, (5)

L being the latent heat of phase change liquid/solid and solid/liquid transition and Tref a reference temperature.
In equation (2b), the coefficient k is also a partition of conductivities, defined by:

k
(

TN (t),N
l (t)

)

=
(

1 − N
l (t)

)

ks
(

TN (t)
)

+ N
l (t)kl

(

TN (t)
) (6)

where ks and kl are the solid and liquid conductivities, respectively.
The equation (2b) is the Fourier’s law and (2c) refers to a nonlinear phase change law Freg depending on the phenomena taking
place during themelting and solidification stages. The phase change empirical lawsmay be complexwithmultiple discontinuities
(see e.g.60). Being generally not available, we approximate it here by the following simplest regularized continuous piecewise
polynomial:

Freg(T ) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0, if T < TS ,
T − TS
TL − TS

, if TS ≤ T ≤ TL,

1, else,

(7)
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where TS and TL stand for the solidus and liquidus temperatures, respectively.
The equations (2d), (2e) and (2f) are rather classical boundary conditions, aimed to represent the interaction of the processed
part with its environment:

• For the laser heat inflow fl, we choose a Gaussian surface heat source type given by equation (8) which is the most
widespread used model in literature (see e.g.62 and63). It reads:

fNl (t, x) =
2�Pl
�r2l

exp

⎛

⎜

⎜

⎜

⎝

−2
‖

‖

‖

x − xNl (t)
‖

‖

‖

2

r2l

⎞

⎟

⎟

⎟

⎠

, (8)

where Pl, rl and xNl (t) denote the power, radius and impact zone center of the laser respectively and � the absorption
coefficient.

• The domain interaction with the outer powder is taken into account by means of an approximate conduction condition
(2e) (as introduced in12) defined on the boundary ΓNp where kp is the powder conductivity, Sp the average size of the heat
affected zone around the created part and Tr the room temperature.

• A convection-radiation interface model is used on the boundary ΓNcr(t) for the thermal exchanges of ΩN with the sur-
rounding air, see equation (2f) where 
 is the convective heat transfer coefficient, � the Stefan-Boltzmann constant, � the
surface emissivity and T∞ the temperature at infinity.

Remark 3. When the laser is turned off as mentioned in the remark 2, the laser heat inflow boundary condition (2d) is replaced
by a convection-radiation one as defined by (2f).

The issue now is how to solve this problem ? To address this question, it is worthy observing that for an academic transient
linear heat problem simpler than ours, by using spectral theory, an analytical solution can be derived as series expansion (see
e.g.64,65). Examining this analytical solution, one can extract interesting information:

• Even for a simplified transient heat problem, it could be very expensive to have good estimates of the values of the
temperature field in the whole domain ΩN , by using the series analytical expansions of the solution.

• When the evolving domain is submitted to a moving intense and localized heat moving source, localized heat gradients
appear in the moving neighborhood of the source.

The first observation makes the numerical approximation of our nonlinear transient thermal problem even more mandatory. The
second remark and the need to track down the phenomenon of extremely localized and moving phase change invite us to use a
flexible Local-Gloabal method to solve the problem. Such a method, relying on the following subsection, is detailed in the next
two sections.
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2.3 Time discretization and mono-model space mixed weak-strong formulation

Solving numerically the problems (N )s requires time and space discretizations, but also an iterative numerical algorithm to
handle the nonlinearities.
For the time partial derivative, we introduce (tN0 = tN−1, tN1 , … , tNn , … , tNnf = tN ) a discretization of IN with a uniform
ΔtN time increment and use a backward Euler scheme: )TN

)t
(tNn ) ≃

TNn − TNn−1
ΔtN

, where ( ⋅ )n refers to the time discrete approx-
imation of the field ( ⋅ ) at time tn. The same is done for the approximation of )

N
l

)t
(tNn ). This leads to a finite sequence of

nonlinear Partial Differential Equations problems, labeled (N
n

)

s, n = 1,… , nf , in which we simplify the convection-radiation
boundary condition by using a classical approximation ��

(

TNn
4 − T 4∞

)

≃ krad
(

TNn−1
) (

TNn − T∞
), with krad

(

TNn−1
)

=

��
(

TNn−1
3 + TNn−1

2 T∞ + TNn−1T
2
∞ + T

3
∞

)

.
Now, to solve numerically the continous spatial problems (N

n

)

s, the most appropriate choice consists in using the FEM. By
considering

(

TNn ,
N
l,n

)

as unknown fields, a nonlinear spatial mixed variational formulation of (N
n

)

s can be derived, see e.g.66

for a similar topic. In the latter reference, the mixed nonlinear problem is solved by using second order finite elements and the
Newton algorithm, requiring a C1 regularity for the function Freg (T ) (a third order Hermite polynomial in the mushy region for
the nonlinear phase-change law is used by the authors) leading to non-symmetric tangent matrices.
Here, we suggest a different spatial formulation of the problem by proceeding as follows. First we set the Ritz-Galerkin weak
classical formulation of equation (2a), where the heat flux field is expressed in terms of the temperature field (by using the
Fourier’s law (2b)) and where we use the simplified boundary conditions. This leads to a weak first infinite system, coupling
TNn and N

l,n. This system is completed by the infinite local phase-change nonlinear strong equations (2c) and (7). The resulting
mixed weak-strong problem, labeled (N

n

)

w-s, n = 1,… , nf , reads:
The fields TNn−1 and N

l,n−1 being given, find TNn ∈ V N
T and N

l,n ∈ V
N
l

such that:

N (TNn ,
N
l,n, T

∗) − N (N
l,n, T

∗) = N (T ∗) ∀ T ∗ ∈ V N
T , (9a)

N
l,n − Freg

(

TNn
)

= 0, Freg being given by (7), (9b)

where V N
T = H1 (ΩN

) (the Sobolev space of square integrable functions with first partial derivatives also square integrable in
ΩN ), V N

l
= H1 (ΩN

)

∩L∞
(

ΩN
), L∞ (

ΩN
) being the space of essentially bounded functions in ΩN . The formsN , N and

N are given by:

N (TNn ,
N
l,n, T

∗) = aN (TNn ,
N
l,n, T

∗) + bN (TNn ,
N
l,n, T

∗) + pN (TNn , T
∗) + rNn (T

N
n , T

∗) + qN (TNn ,
N
l,n, T

∗) (10a)
N (N

l,n, T
∗) = aN (TNn−1,

N
l,n, T

∗) − q̃N (N
l,n, T

∗) (10b)
N (T ∗) = p̃N (T ∗) + r̃Nn (T

∗) + lNn (T
∗) (10c)
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in which:

aN (TNn ,
N
l,n, T

∗) = ∫
ΩN

1
ΔtN

cvol(N
l,n)T

N
n T

∗dΩ, bN (TNn ,
N
l,n, T

∗) = ∫
ΩN

k(N
l,n)(T

N
n ⋅ (T ∗dΩ, (11a)

pN (TNn , T
∗) = ∫

ΓNp

kp
Sp
TNn T

∗dS, p̃N (T ∗) = ∫
ΓNp

kp
Sp
TrT ∗dS, (11b)

rNn (T
N
n , T

∗) = ∫
ΓNcr (tNn )

[


 + krad
(

TNn−1
)]

TNn T
∗dS, r̃Nn (T

∗) = ∫
ΓNcr (tNn )

[


 + krad
(

TNn−1
)]

T∞T
∗dS, (11c)

qN (TNn ,
N
l,n, T

∗) = ∫
ΩN

[[�c]]
N
l,n − N

l,n−1

ΔtN
TNn T

∗dΩ, q̃N (N
l,n, T

∗) = ∫
ΩN

�lL
N
l,n − N

l,n−1

ΔtN
T ∗dΩ, (11d)

lNn (T
∗) = ∫

ΓNl (tNn )

fl(tNn )T
∗dS (11e)

where, to simplify and as done in67, the thermo-physical properties of the material medium in each of its pure phases (solid or
liquid) are supposed to be constant (see remark 4) and where Tref is taken equal to 0 K , leading to �H(TNn ) = [[�c]]TNn + �lL,
with [[�c]] = �lcl − �scs.

Remark 4. Complex nonlinear phenomenological laws are available for thermo-physical parameters evolution over temperature,
accounting for microstructure modification (see e.g.6), this aspect in not taken into account in this work.

3 A SOLUTION STRATEGY BASED ON AMULTISCALE FRAMEWORK

To solve the sequence of problems (N
n

)

w-s, one needs a numerical method that allows to:

• ease the finite domain addition (1
),

• refine locally the numerical model in the neighborhood of the laser (2
),

• localize the numerical treatment of the phase change phenomenon (3
) and

• shift, with enhanced flexibility, these refinements following the laser movement (4
).

The method we develop here is based on the Arlequin Framework. It meets all these criteria, while allowing for future true
multiscale analyses of AM problems.

3.1 Arlequin formulation of the problem
(

N
n

)

w-s

The domainΩN is partitioned into two sub-domains: a global denotedΩNG = ΩN−1 and a local denotedΩNL , with overlap denoted
ΩNo (= Ω

N
G ∩Ω

N
L ). This overlap is, in turn, decomposed into two non-overlapping sub-domains, namely ΩNo = ΩNc ∪Ω

N
f , where
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(see figure 5) ΩNc and ΩNf are the characteristic Arlequin volume-coupling zone and the so-called free zone of the overlap (no
coupling between the domainsΩNG andΩNL inΩNf ). The domainΩNL ∖ΩNc is assumed to contain the problem critical phenomena,
namely here, the localized thermal gradients, the localized phase change as well as the last added material increment �ΩN−1.
The Arlequin formulation of the problem (

N
n

)

w-s, labeled
(

N
A,n

)

w-s
, reads: the fields TNG,n−1, TNL,n−1 and N

l,n−1 being given,
find

(

TNG,n, T
N
L,n,

N
l,n, �

N
n

)

∈ V N
G × V N

L × V N
l
×MN such that:

N
G (T

N
G,n, T

∗
G; �G) + N (�Nn , T

∗
G) = NG (T

∗
G; �G) ∀ T ∗G ∈ V

N
G , (12a)

N
L (T

N
L,n,

N
l,n, T

∗
L; �L) − N

L (
N
l,n, T

∗
L; �L) − N (�Nn , T

∗
L) = NL (T

∗
L; �L) ∀ T ∗L ∈ V

N
L , (12b)

N (�∗, TNG,n − T
N
L,n) = 0 ∀ �∗ ∈MN , (12c)

N
l,n = Freg(TNL,n), in ΩL (Freg being given by (7)), (12d)

where V N
G = H1 (ΩNG

), V N
L = H1 (ΩNL

), MN = H1 (ΩNc
), V N

l
= H1 (ΩNL

)

∩ L∞
(

ΩNL
), �Nn is the Lagrange multiplier

field, (�G, �L
) (another Arlequin characteristic) is a partition of energies (kind of models weight contributions in different

sub-domains) defined in ΩN as follows:

�G, �L ≥ 0 and �G + �L = 1 in ΩN , with �G = �� in ΩNf , �G = 1 in ΩN∖ΩNL and �L = 1 in ΩNL ∖ΩNo (13)

with �� taken equal to 10−3 which allows to avoid the ill-conditioning of the operators. The formsN
i and Ni for i = G,L and

N
L are given by:

N
G (T

N
G,n, T

∗
G; �G) = a

N
G (T

N
G,n, T

∗
G; �G) + b

N
G (T

N
G,n, T

∗
G; �G) + p

N
G (T

N
G,n, T

∗
G; �G) + r

N
G (T

N
G,n, T

∗
G; �G), (14a)

N
L (T

N
L,n,

N
l,n, T

∗
L; �L) = a

N
L (T

N
L,n,

N
l,n, T

∗
L; �L) + b

N
L (T

N
L,n,

N
l,n, T

∗
L; �L) + p

N
L (T

N
L,n, T

∗
L; �L)

+rNL,n(T
N
L,n, T

∗
L; �L) + q

N
L (T

N
L,n,

N
l,n, T

∗
L; �L),

(14b)

N
L (

N
l,n, T

∗
L; �L) = a

N
L (T

N
L,n−1,

N
l,n, T

∗
L; �L) − q̃

N
L (

N
l,n, T

∗
L; �L), (14c)

NG (T
∗
G; �G) = a

N
G (T

N
G,n−1, T

∗
G; �G) + p̃

N
G (T

∗
G; �G) + r̃

N
G (T

∗
G; �G), (14d)

NL (T
∗
L; �L) = p̃

N
L (T

∗
L; �L) + r̃

N
L,n(T

∗
L; �L) + l

N
n (T

∗
L). (14e)

The different weighted forms expressions are given by the equation system (A1) in appendix A. Finally, the form N is the
characteristic Arlequin-volume coupling operator which is, in the considered thermal context, chosen as a scaled energy-like
scalar product (see36) defined by:

N (�, T ) = ∫
ΩNc

�
( 1
e2
�T + (� ⋅ (T

)

dΩ (15)

where e > 0 is a characteristic scaling length (typically e is taken equal to the coupling zone thickness, see figure 5) and where
� > 0 is a homogenization parameter. (In our numerical applications � is chosen analogous to the solid phase conductivity.)
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The main advantage of the former formulation is to allow us to use a coarse finite element approximation in ΩG and a fine
one in ΩL, without necessarily ensuring meshes compatibilities, while confining the nonlinear phase change phenomena in ΩL.
More generally, through the introduction of accommodation operators, it allows to use models at different representation scales
in the global and local domains (see33,36 and the references therein and also54).

3.2 FE discretization of the Arlequin problem
(

N
A,n

)

w-s

To approximate the problem
(

N
A,n

)

w-s
, defined by (12)-(13)-(14)-(15)-(A1), we use here P1 Courant finite element spaces

V N,ℎG
G , V N,ℎL

L ,MN,ℎ� = V N,ℎG
G Ωc

(see sub-section 3.3 about the choice of the Lagrange multiplier discrete spaceMN,ℎ� , below)
and V N,ℎL

l
, assumed to be finite dimensional subspaces of V N

G , V
N
L ,M

N and V N,ℎL
l

, respectively. With these discrete spaces,
the fully discretized Arlequin problem, labeled

(

N,ℎ
A,n

)

w-s
, reads:

The fields TN,ℎGG,n−1, TN,ℎLL,n−1 and N,ℎL
l,n−1 being given, find (TN,ℎGG,n , TN,ℎLL,n ,N,ℎL

l,n , �N,ℎ�n ) ∈ V N,ℎG
G ×V N,ℎL

L ×V N,ℎL
l

×MN,ℎ� such that:

N
G (T

N,ℎG
G,n , T ∗G; �G) + N (�N,ℎ�n , T ∗G) = NG (T

∗
G; �G) ∀ T ∗G ∈ V

N,ℎG
G , (16a)

N
L (T

N,ℎL
L,n ,N,ℎL

l,n , T ∗L; �L) − N
L (

N,ℎ
l,n , T ∗L; �L) − N (�N,ℎ�n , T ∗L) = NL (T

∗
L; �L) ∀ T ∗L ∈ V

N,ℎL
L , (16b)

N (�∗, TN,ℎGG,n − TN,ℎLL,n ) = 0 ∀ �∗ ∈MN,ℎ� , (16c)
N,ℎL
l,n (SIL) = Freg

(

TN,ℎLL,n (SIL)
)

, (Freg being given by (7)) for 1 ≤ I ≤ Nv
L, (16d)

where (SIL)I=1,…,Nv
L
are the local mesh vertices.

As a matter of fact, a particular and seemingly new approximation is used here to derive a fully discretized thermal problem
with phase change. The discrete fluid volume fraction is approximated by a finite element P1-field that reads:

N,ℎL
l,n (x) =

Nv
L

∑

I=1
N,ℎL
l,n (SIL)Φ

I (x), ∀ x ∈ ΩL, (17)

where {ΦI ; 1 ≤ I ≤ Nv
L

} is the finite element P1 basis of V N,ℎL
l

.
Now, what is remarkable is that, by simply ensuring that the coordinates N,ℎL

l,n (SIL) of the finite element solution field N,ℎL
l,n

satisfies the phase change equation leads to a whole finite element P1-field, defined by (17), that satisfies 0 ≤ N,ℎL
l,n (x) ≤

1,∀ x ∈ ΩL. Moreover, having a full finite element P1-field for the approximate solution N,ℎL
l,n of

(

N,ℎ
A,n

)

w-s
, we acquire the

possibility to use the most appropriate quadrature formula for the evaluation of each integral involved in the variational part of
the full discrete problem.

3.3 About the choice of the Lagrange multiplier discrete spaceMN,ℎ�

Two points should be noted:
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FIGURE 5 Thermal modeling in the AF with in (a) an illustration of the global domain ΩNG in dark grey and the overlap
ΩNo (= Ω

N
c ∪ Ω

N
f ). In (b) an illustration of the local domain ΩNL in light grey.

• One can show that the mixed problem
(

N,ℎ
A,n

)

w-s
, defined by (16), admits a unique solution. Indeed, by following the

theoretical analyses, carried out in68 and36, we can check that, the conditions required by the Brezzi theory (see69) and,
in particular, the discrete Inf-Sup condition, are satisfied.

• Once an appropriate coupling zone ΩNc is defined, we chooseMN,ℎ� = V N,ℎL
G ΩNc

(the restriction of the space V N,ℎL
G to

ΩNc ). This choice reduces the discrete problems solution costs , compared to other possible choices, while ensuring an
optimal approximation of the continuous solution.

3.4 Solution algorithm for
(

N,ℎ
A,n

)

w-s

Due to the phase change phenomenon, the fully discrete thermal problem
(

N,ℎ
A,n

)

w-s
is nonlinear. To solve it, a simple still

relevant algorithm is suggested in this subsection.

First, one can check easily that the local phase change equations (16d), given in
(

N,ℎ
A,n

)

w-s
, are equivalent to the following

ones:
For I = 1,… , Nv

L,

N,ℎL
l,n (SIL) = Proj[0,1]

(

N,ℎL
l,n (SIL) − �

(

N,ℎL
l,n (SIL) − Freg

(

TN,ℎLL,n (SIL)
)))

, (18)

where � > 0 is a path parameter (relaxation parameter). Now, to solve the nonlinear problem
(

N,ℎ
A,n

)

w-s
, we use the following

fixed point-like algorithm, with iteratively adapted path parameter �:
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1. (Initialization:) set k = 0, N,ℎL
l,n,0 = N,ℎL

l,n−1 and

2. solve the linearized problem:
The field N,ℎL

l,n,k being given, find (TN,ℎGG,n,k , T
N,ℎL
L,n,k , �

N,ℎ�
n,k ) ∈ V N,ℎG

G × V N,ℎL
L ×MN,ℎ� such that:

N
G (T

N,ℎG
G,n,k , T

∗
G; �G) + N (�N,ℎ�n,k , T ∗G) = NG (T

∗
G; �G) ∀ T ∗G ∈ V

N,ℎG
G , (19a)

N
L (T

N,ℎL
L,n,k ,

N,ℎL
l,n,k , T

∗
L; �L) − N (�N,ℎ�n,k , T ∗L) = N

L (
N,ℎL
l,n,k , T

∗
L; �L) + NL (T

∗
L; �L) ∀ T ∗L ∈ V

N,ℎL
L , (19b)

N (�∗, TN,ℎGG,n,k − T
N,ℎL
L,n,k ) = 0 ∀ �∗ ∈MN,ℎ� . (19c)

3. update the path parameter (Aitken’s Delta Squared acceleration (see e.g.70,71)) such that:

�k =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 if k ≤ 1,

− �k−1
⟨Rk−1, Rk − Rk−1⟩l2

‖

‖

Rk − Rk−1‖‖
2
l2

otherwise,
(20)

where Rk(SIL) = N,ℎL
l,n,k (S

I
L) − Freg

(

TN,ℎLL,n,k (S
I
L)
)

and where ‖ ⋅ ‖l2 is the classical norm induced by the discrete inner
product ⟨ ⋅ , ⋅ ⟩l2 associated to the sequence space l2

(

ℝNv
L
) and defined such that:

⟨X, Y ⟩l2 =
Nv
L

∑

I=1
X(SIL)Y (S

I
L), ∀ X, Y ∈ l2

(

ℝNv
L
)

, (21)

4. update the liquid fraction field such that:

N,ℎL
l,n,k+1(S

I
L) = Proj[0,1]

(

N,ℎL
l,n,k (S

I
L) − �kRk(S

I
L)
)

for 1 ≤ I ≤ Nv
L. (22)

5. (Convergence test:) compute the discrete relative variation of the finite liquid fraction field vector given by:

�rel-l = 2
‖

‖

‖

N,ℎL
l,n,k+1 − N,ℎL

l,n,k
‖

‖

‖l2

‖

‖

‖

N,ℎL
l,n,k+1 + N,ℎL

l,n,k
‖

‖

‖l2

(23)

If �rel-l < �tol (�tol being a given tolerance) then set N,ℎL
l,n = N,ℎL

l,n,k+1 and stop the algorithm, otherwise set k = k + 1 and
go to step 2.

The tolerance �tol is taken equal to 10−5 in the following numerical tests.

3.5 Comments about the solution of the iterative discrete problems and the algorithm

At each iteration k of the algorithm detailed above, one can prove (see68), that each of the discrete mixed linear Arlequin system
(19) has a unique solution. To solve this system, we use a classical extension of the Gauss elimination algorithm, ending with a
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Schur-Complement finite linear system whose unknown vector is made of the discrete Lagrange multiplier coordinates. To solve
the latter, a pre-conditioned iterative Conjugate Gradient (CG) method is used, taking cue from what is done in e.g.72 (without
requiring any introduction of rigid modes, à la FETI method (see73)) since no thermal "rigid" body modes are present neither
in the global, nor in the local thermal rigidity matrices. Let us also point out that, since the global thermal rigidity matrix does
not depend on the liquid fraction field, it is factorized once, for all the CG iterations. On the contrary, at each iteration of the
algorithm on the discrete fieldN,ℎL

l,n , the GC algorithm requires, for the solution of the nonlinear local problem, the computation
and factorization of the local tangent thermal rigidity matrix. A monolithic solution of the problem would induce significantly
heavier computational costs as it will be explained and shown in 4.2.

4 A COMPUTATIONAL ENGINEERING STRATEGY FOR THE TRANSIENT THERMAL

SLMP PROBLEMS

For the SLMP transient thermal problems, we know that localized thermal gradients are an immediate neighborhood of the laser.
We also know that the liquid bath are in a larger neighborhood of the laser, encompassing the first one. To have an estimation
of the order of magnitude of the sizes of these critical areas for a given material, we consider in this section a representative
transient thermal test problem, with a single laser. It is defined and solved monolithically in sub-section 4.1. In sub-section 4.2
the same problem is solved by a three-levels Arlequin method using two patches, corresponding to two critical zones identified in
4.1. The respective solutions, obtained without the Arlequin method (in sub-section 4.1) and with the Arlequin method (in sub-
section 4.2) and the associated numerical costs are compared to each others. Finally, in sub-section 4.3, we detail the geometrical
strategy we set up to construct parts using the FAMEM, developed for two dimensional problems considered in the numerical
section 5 and how we have adapted the three-levels Arlequin formulation developed in sub-section 4.2 to the finite sequence of
transient thermal problems set in progressively augmented domains, generated by the FAMEM.

4.1 Definition and solutions of a reference representative transient thermal test problem

The test considered here consists in a two-dimensional rectangular solid, occupying the closure of a bounded open domain
Ω = ]0 , Lx[ × ]0 , Ly[, submitted to a laser heat inflow during a time interval I = ]0 , �] (see figure 6). The laser is kept
at a fixed position, while the domain is translated at a constant speed v = −ve1. As a consequence, an additional convection
term, namely cvol(T (t),l(t))v ⋅ (T (t) is added to the local thermal energy conservation. We use exactly the same equations as
in system (2), only equation (2a) changes to:

cvol
(

T (t),l(t)
)

()T
)t
(t) + v ⋅ (T (t)

)

+ ( ⋅ �(t) = Q
(

T (t),l(t)
) in Ω (24)
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FIGURE 6 A representative two-dimensional model to identify the thermal scales.

To solve the modified local problemwe use the same procedure as the one detailed in sub-section 2.3, i.e, a discretization (t0 = 0,
t1, … , tn, … , tnf = �) of I with a uniform Δt time increment is introduced, the same backward Euler scheme and classical
approximation for the convection-radiation boundary condition are used. The resulting mixed weak-strong problem, n = 1,… ,
nf , denoted

(

n
), reads:

The fields Tn−1 and l,n−1 being given, find Tn ∈ VT and l,n ∈ Vl such that:

(Tn,l,n, T ∗) − (l,n, T ∗) = (T ∗) ∀ T ∗ ∈ VT , (25a)
l,n − Freg

(

Tn
)

= 0, in Ω (with Freg defined by (7)), (25b)

where VT = H1 (Ω), Vl = H1 (Ω) ∩ L∞ (Ω) and the forms,  and  are given by (B2) in appendix B.
To approximate the problem (25), we again follow the same procedure as for problem (12) and obtain the following fully
discretized monolithic problem (

ℎ
n

):
The fields T ℎn−1 ∈ V ℎ

T and ℎ
l,n−1 ∈ V

ℎ
l
being given, find T ℎn ∈ V ℎ

T and ℎ
l,n ∈ V

ℎ
l
such that:

(T ℎn ,
ℎ
l,n, T

∗) − (ℎ
l,n, T

∗) = (T ∗) ∀ T ∗ ∈ V ℎ
T , (26a)

ℎ
l,n(S

I
L) = Freg

(

T ℎn (S
I )
) for 1 ≤ I ≤ Nv, (26b)

where (SIL)I=1,…,Nv are the mesh (covering Ω) vertices.
To solve the nonlinear discrete problem (

ℎ
n

) we use the algorithm developed in sub-section 3.4 requiring here the computation
and factorization of global tangent matrices of sizeNv ×Nv at each iteration of the algorithm.
The simulation is performed for a 316 L stainless steel typical AMP alloy, whose properties are gathered in table 1. The

domain dimensions Lx, Ly and speed v are taken equal to 2 mm, 0.5 mm and 20 cm.s−1, respectively. The laser power Pl, radius
rl and impact zone center xl are taken equal to 30 W , 25 �m and (1.875 mm , 0.5 mm). The simulation is performed over
� = 5 ms with a time step Δt = 0.1 ms. The used FEM mesh is depicted in figure 7 (a), it is refined in the laser neighborhood.
A zoom on the refined zone is showed in figure 7 (b).
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FIGURE 7 The FEM mesh used for the monolithic model in (a) and a zoom on the refined zone in (b).

Physical properties of 316 L stainless steel
Solidus temperature (K) 1678 Latent heat of solid-liquid transition (J .kg−1) 272.5 × 103

Liquidus temperature (K) 1703 Convective heat transfer coefficient (W .m−2.K−1) 10
Density of solid (kg.m−3) 8000 Thermal conductivity of Powder (W .m−1.K−1) 0.30
Density of liquid (kg.m−3) 8000 Average size of the process affected zone (mm) 40
Specific heat of solid (J .kg−1.K−1) 531.25 Emissivity 0.8
Specific heat of liquid (J .kg−1.K−1) 743.75 Stefan-Boltzmann constant (W .m−2.K−4) 5.67 × 10−8

Thermal conductivity of solid (W .m−1.K−1) 20 Power absorption (%) 35
Thermal conductivity of liquid (W .m−1.K−1) 20

TABLE 1 Properties of 316 L stainless steel from74,75 and76.

The evolution of the melt-pool at different instants in the zone  = [1.63 mm ; 1.92 mm] × [0.42 mm ; 0.5 mm] is depicted in
figure 8. The thermal field at 4 ms (corresponding to a 0.8 mm laser translation) is depicted over Ω in figure 9a and over  in
figure 9b. The corresponding melt-pool is depicted in figure 10. These numerical results show that the steepest thermal gradients
and the melting pool are located in a window of 43 �m×10 �m (under Γl, where temperature varies between 4000 K and nearly
5500 K) and in a window of 250 �m × 60 �m, respectively.

4.2 A three-levels Arlequin formulation and numerical solution of the representative test

The previous results show the existence of two critical zones and thus infer the use of two Arlequin patches of different finesses,
as shown in figure 11. The first (colored in red) is called "Micro-Patch" and denoted Ω� in the sequel. It has a half disc shape of
diameter d� > 2rl and center x� = xl (rl and xl being the radius and the center of the laser impact zone). ThisMicro-Patch is used
to capture the extremely localized thermal gradients and a part of the melt pool. It is coupled through the coupling zone Ωm�c of
thickness em� to a less refined second patch (colored in deep blue), called the "Meso-Patch" and denoted Ωm in the sequel. The
latter, finer than the "Macro-Domain" to which it is coupled through the coupling zoneΩm�c of thickness em�, is used to cover the
melt-pool expansion. To simplify, we consider a — non-optimal — rectangular shape:Ωm =

]

xm , xm + Lxm
[

×
]

ym , ym + L
y
m
[.

The Macro-Domain is denoted ΩM in the sequel. It is chosen equal to Ω. Consequently, we have Ω� ⊊ Ωm ⊊ Ω, ΩL = Ωm and
ΩG = Ω. The new two Arlequin patches configuration of the representative problem is depicted in figure 12. The three level
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FIGURE 8 Liquid fraction field at different instants over .

Arlequin problem formulation is given in appendix C. Its discretization and solution follow exactly the same lines as the ones
detailed in sub-sections 3.2-3.5 for one patch.
The simulation is performed with the following dimensions: d� = 80 �m, xm = 1.6 mm, ym = 0.415 mm, Lxm = 0.34 mm,
Lym = 85 �m, em� = 10 �m, eMm = 20 �m (these choices are linked to the respective thicknesses of the coarse elements involved
in the coupling zones). The used FEM meshes are depicted in figure 13 (a). A zoom on the Meso-Patch mesh is depicted in
figure 13 (b).
The computation times to solve the representativemodel with themonolithic approach and our three-levels Arlequin one, keeping
a very close number of Degrees Of Freedom (DOF) for both approaches, are given in table 2. They show the effectiveness of
the localization of the nonlinear phase change treatment in the local domains see comments in sub-section 3.5.
In figure 14 we represent the sectional  =

{

x = (x, y) ∈ ℝ2 ; x = 1.865 × 10−3 m and y ∈ [

3 × 10−4 m , 5 × 10−4m
]} (see

figure 11) of the monolithic solution T defined in the whole Ω, as well as the sectional  of the macro TM , meso Tm and micro
T� thermal fields. Knowing that the Arlequin solution TArl is a partition of the latter: TArl = �MTM + �mTm + ��T� and that
�M = �� = 10−3 in Ωm∖ΩMm

c and �m = �� in Ω�∖Ωm�c one can conclude that TArl and T are almost similar.
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(a)

(b)

FIGURE 9 Temperature field at 4 ms over Ω in (a) and over  in (b).

Model Computing Time Number of DOF
Monolithic 5 h 23 min 55 s 9891
Arlequin 1 h 57 min 38 s 9758

TABLE 2 Simulations computing times performed on a HP ENVY Laptop (2016) with 2.70 GHz Intel Core i7 processor and
12 GB of RAM.

The global domain being given, we identified in 4.1 the characteristic sizes of a micro and meso critical zones containing the
steep thermal gradients and the phase-change phenomenon, respectively. We have also shown in 4.2 the computational costs
reduction brought by a three-levels Arlequin formulation and solution as explained in sub-section 3.5. In the following sub-
section, we set up a three-levels Arlequin formulation using a Micro-Patch, a Meso-Patch and a Macro-Domain to solve the
transient thermal problems generated by FAMEM.
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(a)

(b)

FIGURE 10 Liquid fraction field at 4 ms over Ω in (a) and over  in (b).

4.3 Formulation of
(

N
n

)

w-s problems within a three-levels Arlequin Framework

Before detailing howwe set up a three-levels Arlequin formulation for the (N
n

)

w-s problems, we specify the geometrical aspects
of the FAMEM we have set up.

4.3.1 A geometrical point

For the numerical tests treated in the next section, only constructions of simple bounded rectangular two-dimensional solid
parts of length Lxp and height Lyp, on a rectangular support Ωsup =

]

0 , Lxsup
[

×
]

0 , Lysup
[ at a distance dbeg from its left edge

(see figure 15), are considered. The part is realized with Nlay layers of powder, having the same thickness elay (meaning that
Lyp = Nlayelay with Nlay ∈ ℕ∗) and a single continuous laser scan per layer, at a constant speed vl = vle1, with vl > 0 and
constant. This allows an easy geometrical strategy for the FAMEM (introduced in sub-section 2.1), relying on the following
different simplifying choices:
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(a)

(b)

FIGURE 11 Introduction of the Micro-Patch in red, the Meso-Patch in blue over the thermal field at 4 ms defined on Ω in (a)
and a zoom over  in (b). The set  is represented in green in (a).

1. The periods �N , during which the transient heat problems are solved, are all equal, i.e., �N = � for 0 < N ≤ Nf , except
the ones including the cooling lapse of time at the end of layers scanning, taken equal to � + �Nc where the �Nc are also
taken constant and equal to �c . The period � is chosen so as to respect certain recommendations given in43.

2. The time intervals IN , for 0 < N ≤ Nf , are discretized in a unique time increment ΔtN = �, except the ones including a
cooling lapse of time, whose discretization is specified in the sequel.

With these choices, we here define clearly the material increments �ΩN , introduced in sub-section 2.1. Each layer
�Ωl (1 ≤ l ≤ Nlay) is covered with a finite partition of non-overlapping rectangular materiel elements Σl =
{

�Ωl,i =
[

xiadd , x
i
add + �Ω

i
x

]

×
[

yladd , y
l
add + elay

]

; 0 ≤ i < Nadd
} of Nadd material increments, with the same length �Ωix =

vl�, for 0 < i < Nadd, except the first one of each layer. More precisely: (see figure 15)

• x0add = dbeg, x1add = dbeg + �Ω0x and xiadd = dbeg + �Ω0x + (i − 1)vl�, for 1 < i < Nadd,
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FIGURE 12 Three-levels Arlequin configuration of the representative two-dimensional model.
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FIGURE 13 The FEM meshes used for the Micro-Patch in red, the Meso-Patch in blue and the Macro-Domain in black in (a)
and a zoom on the Meso-Patch in (b) with the coupling zones ΩMm

c and Ωm�c in green.
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FIGURE 14 Sectional view over  of thermal fields obtained with the monolithic approach and our three-levels Arlequin one.

• yladd = L
y
sup + (l − 1)elay.

This way, the FAMEM, described in sub-section 2.1 is initiated with the domain Ω0 = Ωsup (see figure 15) and at step 2, the
material increment is given by �ΩN = �Ωl,i, withN = i + (l − 1)Nadd.
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FIGURE 15 Example of cutting the part to be created in rectangular material increments.

4.3.2 Setting up of a three-levels Arlequin formulation

Considering the geometrical strategy described in 4.3.1 and the numerical benefits of the three-levels Arlequin formulation and
solution of a transient thermal SLMP problem, defined in a fix domain, developed and tested in 4.2, we show in this sub-section
how one can adapt the latter three-levels formulation, with a fixed domain and fixed patches to the formulation and solution
of a finite sequence of transient thermal SLMP problems (N), defined in evolving domains ΩN created progressively via the
FAMEM. The domain partition of ΩN is always composed of a Micro-Patch ΩN� , a Meso-Patch ΩNm and a Macro-Domain ΩNM
with ΩN� ⊊ ΩNm , ΩN� ∩ ΩNM = ∅ and meas (ΩNm ∩ ΩNM

)

> 0. The Micro-Patch is always coupled to the Meso-Patch through a
volume coupling zone Ωm�,Nc of thickness em� > 0 and the Meso-Patch to the Macro-Domain through another volume coupling
zone ΩMm,N

c of thickness eMm > 0. We detail now how the ΩN� , ΩNm and ΩNM geometries are progressively constructed:

• (Geometric characteristics ofΩN� ) The Micro-Patch has the same half disk shape introduced in subs-section 4.2. Its center
always coincides with the center of the laser impact moving zone ΓNl : xN� (t) =

(

xN� (t), y
N
� (t)

)

= xNl (t). Its radius has to
be large enough for ΩN� to contain the concentrated thermal gradients (identified in 4.1). At the first increment of a layer
l, we have xN� =

(

dbeg + �Ω0x∕2 ; L
y
sup + lelay

) (see figures 16b and 16d). For other increments �ΩN = �Ωl,i (i > 0) of
the same layer l, ΩN� is simply translated along e1 so that: xN� =

(

xN−1� + vl� ; yN−1�

)

(see figures 17b and 17d or 18b
and 18d).

• (Geometric characteristics of ΩNm ) The Meso-Patch ΩNm domain has to satisfy three main geometric characteristics. It has
to be sufficiently large to contain the melt pool for allN , while being constrained by a given fix size, identified in 4.1. To
satisfy these requirements, while cutting on numerical costs, we proceed as follows. For each layer l, the Meso-Patch is
initiated at the first material increment, with a shape close to a rectangular one of length �Ω0x and height Lym, including
the first material increment �Ωl,0 and an external band of thickness eMm defining the coupling zone with ΩNM (see figures
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(a) (b) (c) (d)

FIGURE 16 Addition of the first material increment (i = 0) for the first layer (l = 1) in (a) and a l > 1 layer in (c). The
corresponding three-levels Arlequin domains are illustrated in (b) and (d).

16b and 16d). Then, its size is augmented by a surface equal to vl� × Lym at each material element addition (see figures
17b and 18b). This augmentation is continued till the Meso-Patch reaches a fix shape close to the rectangular surface
Lxm × L

y
m, identified in sub-section 4.2 (see figures 17d and 18d). We assume that the length of this fix shape is equal to

2eMm + �Ω0x + (N
m
add − 1)vl� withNm

add ∈ ℕ∗. The geometrically fixed Meso-Patch ΩNm is then translated along e1 by vl�
as the Micro-Patch, till the end of the layer l laser scan.

• (Geometric characteristics of ΩNM ) The Macro-Domain shape is initiated such that Ω1M = Ω0
(

= Ωsup
). Each part layer l

is decomposed in a finite partition of non-overlapping rectangular materiel elements ΣlM =
{

�Ωl,jM ∣ j ∈ ℕ, j < NM
add

}

of
NM

add Macro-Blocks. Each Macro-Blocks have a �ΩM,j
x ×elay rectangular shape with the same length �ΩM,j

x = Nm
addvl� for

0 ≤ j < NM
add−1. The length of the last one �Ω

M,NM
add−1

x is equal toLxp−NM
addN

m
addvl�. TheMacro-Domain is progressively

augmented by the Macro-Blocks addition to integrate the dense material left behind the Meso-Patch during its different
translations. These additions are described more precisely by the following scheme:

– (If: i = 0 and l > 1) ΩNM is obtained by adding to ΩN−1M the Macro-Block �Ωl−1,NM
add−1

M .

– (If: i = kNm
add with k ∈ ℕ∗) ΩNM is obtained by adding to ΩN−1M the Macro-Block �Ωl,k−1M (see figures 17d and 18d

where k = 1).

Let us notice that:

• At each Micro- and Meso-Patch modifications and Macro-Blocks addition, interpolations of the different thermal fields,
defined on the previous domains, on the new one are done.

• The coupling zone ΩMm
c and Ωm�c (the area striped in black and white in figures 16, 17 and 18) evolve continuously.

• The choice to take the global domain equal to the previous domain ΩN−1, made at the end of sub-section 3.2, is not
maintained in this strategy, leading to greater flexibility on the Macro-Blocks definition.
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(a) (b)

(c) (d)

FIGURE 17 Addition of the material increment �Ω1,6 to the domain Ω6, represented in (a), to form the domain Ω7, represented
in (c). The corresponding Arlequin three levels domains are illustrated in (b) and (d). In this illustration Nm

add = 6, so the
transition from (b) to (d) corresponds to the passage, for the Meso-Patch, from its first layer last variable form to the fix one and
the activation of the Macro-Block �Ω1,0M .

(a) (b)

(c) (d)

FIGURE 18 Addition of the material increment �Ωl,6 to the domain ΩN , represented in (a), to form the domain ΩN+1, repre-
sented in (c). The corresponding Arlequin three levels domains are illustrated in (b) and (d). In this illustrationNm

add = 6, so thetransition from (b) to (d) corresponds to the passage, for the Meso-Patch, from its last l > 1 layer variable form to the fix one
and the activation of the Macro-Block �Ωl,0M .

5 NUMERICAL TESTS

In the following, we show the potential of our strategy by considering a first two-dimensional test, consisting in the creation
of a 316 L stainless steel wall. Then to position it with respect to the literature, we compare its solution to these of two other
approaches of a rather simple, still relevant, second two-dimensional test consisting in the creation of two AlSi10Mg layers.
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5.1 Illustration of the strategy: Wall construction

We consider the example of the construction of a two-dimensional 316 L stainless steel (see table 1) wall. The dimensions are
Lxp = 2 mm and Lyp = 0.5 mm. The wall is manufactured on a processing machine support whose dimensions are Lxsup = 8 mm
and Lysup = 4 mm, at a distance dbeg = 3 mm. It is constructed in 10 layers of thickness elay = 50 �m, scanned by the laser at
a speed vl = 20 cm.s−1 with a power Pl = 30 W and a radius rl = 25 �m. At the end of each layer scanning, a �c = 2 s laps
times of cooling is taken into account.
To perform the simulation we fix the period � equal to 0.1 ms, the material increment length vl� is then equal to 20 �m. We
take for the Micro-Patch: d� = 80 �m, for the Meso-Patch an height equal to 85 �m, an initial length �Ω0x = 100 �m and a
fix shape length equal to 0.38 mm. For the coupling zones thicknesses we take em� = 10 �m and eMm = 20 �m. With this
choices we have: Nm

add = 13, NM
add = 8 and Macro-Blocks with the dimensions: �ΩM,j

x = 260 �m for 0 ≤ j < NM
add − 1,

�ΩM,NM
add−1

x = 180 �m. For the cooling phase, the simulation time step Δt is taken equal to 0.1 ms for the first 10 ms, then set
to 10 ms for 0.1 s and finally set to 0.1 s till the end of this phase.
The different FEM meshes used and their evolution are depicted in figures 19. The Meso-Patch mesh is colored in red and
the Meso-Patch one in blue. The processing machine support is colored in black and the activated Macro-Blocks in orange.
To progressively coarse the Macro-Domain ΩNM discretization we decompose it in two sub-domains with meshes of different
coarsening levels: a first one composed of the activated Macro-Blocks (colored in orange) and a second one, colored in green
(see figures 19 (g) and (h)).

Thanks to this simulation, we are able to track precisely the thermal field evolution and gradient during the process. As an
example, the figure 20 shows the temperature evolution at different points, whom positions are depicted in figure 21. On figure
22 is depicted the first sensor temperature evolution during all the simulation and on figure 23, the temperature evolution of
all the points during the last layer scanning. We can observe the presence of the intense thermal gradients that we mentioned
earlier, with values that can reach up to 220 K.�m−1.

Remark 5. The discretizations between the two Macro-Domain sub-domains meshes being not compatible at their interface, the
thermal field equality is enforced by penalty method.

5.2 Positioning of our approach against two approaches of the literature

In order to position our strategy with respect to the literature, we consider the bi-dimensional test introduced in21. It consists
in the lasing of two aluminum layers of 1.54 mm long and 50 �m width by a laser of power Pl = 200 W , radius rl = 35 �m
and at a speed of vl = 20 cm.s−1. At the end of each layer scanning, a �c = 2 s laps times of cooling is taken into account. The
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FIGURE 19 FEM discretizations at different time steps during the wall construction simulation.
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FIGURE 20 Temperature of the middle points.

AlSi10Mg alloy material properties are gathered in table 3. The authors develop a finite difference model calibrated to three
dimensional simulations realized in77 and experimentally validated.
To perform the simulation we fix the period � equal to 0.1 ms, the material increment length vl� is then equal to 20 �m. We
take for the Micro-Patch: d� = 100 �m, for the Meso-Patch an height equal to 85 �m, an initial length �Ω0x = 120 �m and a fix
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FIGURE 21 Position of the ten points.
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FIGURE 22 Temperature of the middle point of the first sensor.

shape length equal to 0.24 mm. For the coupling zones thicknesses we take em� = 10 �m and eMm = 20 �m. With this choices
we have: Nm

add = 7, NM
add = 11 and Macro-Blocks with the dimensions: �ΩM,j

x = 140 �m for 0 ≤ j < NM
add. For the cooling

phase, the simulation time step Δt is taken equal to 0.1 ms for the first 10 ms, then set to 10 ms for 0.1 s and finally set to 0.1 s
till the end of this phase.
The figure 25 depicts the temperature distribution during the first layer scanning as well as its shape in a vertical and horizontal
sectional views. Once again we can observe the steep thermal gradients under the laser with a maximum value of 16.87 K.�m−1.
The figure 24 shows the temperature evolution, during the first layer scan, at a point c , located at in the middle and at the top
of the first layer (i.e. (0.77 mm, 50 �m)), within the time interval Ic = [16.1 ms, 19.8 ms] for the models developed in77,21 and
in this study. It should be noted that the instant 16.1 ms corresponds to the moment of the inclusion of c into the computation
domain.
In table 4, as done in21, we gather the maximal temperature value and the melt pool dimensions we obtained as well as their
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FIGURE 23 Temperature of the ten points during the last layer scan.

Physical properties of AlSi10Mg alloy
Solidus temperature (K) 831 Latent heat of solid-liquid transition (J .kg−1) 423 × 103

Liquidus temperature (K) 867 Convective heat transfer coefficient (W .m−2.K−1) 82
Density of solid (kg.m−3) 2650 Thermal conductivity of Powder (W .m−1.K−1) 138
Density of liquid (kg.m−3) 2325 Average size of the process affected zone (mm) 40
Specific heat of solid (J .kg−1.K−1) 975 Emissivity 0.4
Specific heat of liquid (J .kg−1.K−1) 1180 Stefan-Boltzmann constant (W .m−2.K−4) 5.67 × 10−8

Thermal conductivity of solid (W .m−1.K−1) 230 Power absorption (%) 9
Thermal conductivity of liquid (W .m−1.K−1) 95

TABLE 3 Properties of AlSi10Mg alloy from21 and77.

Results type/Models Study of77 Study of21 Our model Relative gap with77 Relative gap with21
Melt pool length (x direction) 103.8 �m 88 �m 105.5 �m 1.6% 19.9%
Melt pool length (y direction) 50.2 �m 53 �m 43.6 �m 13.1% 17.7%
Max temperature 1527 K 1385 K 1470 K 3.7% 6.1%

TABLE 4 Comparison of the maximal temperature value and the melt pool dimensions we obtained with those of77 and21.

relative gaps with those of77 and21.
Though none of the used models can be considered as a reference solution, we observe that the approximate solutions have
rather similar trends.
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FIGURE 24 Comparison of the temperature evolution at c over Ic we obtained with those of77 and21.
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FIGURE 25 Temperature distribution at 3.5 ms and its shape in a vertical and horizontal sectional view.

6 CONCLUSIONS

In this paper, to address appropriately the macroscopic additive nonlinear thermal problem resulting from the modeling of an
additively manufactured part by the Selective Laser Melting Process, the main highlights are:
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• A flexible and thus somehow original Finite Addition of Matter Elements Method, allowing a suitable and flexible setting
of the problem’s additive aspect by the choice it allows for different sizes and property of matter addition modeling.

• A simple, though relevant, methodology based both on a weak-strong mixed formulation and an iterative local algorithm
to treat the nonlinear phase change phenomena.

• An original numerical three-levels strategy based on the multiscale Arlequin Framework that by localizing the nonlinear
phase change treatment reduces significantly the computation costs while delivering a precise solution, by a comparison
with a refined monolithic solution (as shown in sub-section 4.2).

• A successful implementation of the whole methodology for the additive construction of a 316 L stainless steel wall and
two AlSi10Mg layers. The comparison of our results with some taken from literature (77 and21) shows quite similar trends,
though none of the used models can be considered as a reference solution (as explained in sub-section 5.2).

Our developments constitute a first brick of our project. They pave the route to many promising prospects such as:

i) The use of physical model-adaptivity methods (see e.g.78,79).

ii) The introduction of an additional moving free patch, encompassing the mushy region, allowing to localize finely the phase
change treatment and thus reducing more the computation costs.

iii) The coupling of real different material scales for true multiscale analyses.

Referring to previous works carried out within the Arlequin Framework (some of them being mentioned in the introduction),
the authors believe that the global Arlequin-based strategy developed in this paper is well-suited for these different prospects.
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APPENDIX

A ARLEQUIN PROBLEMWEIGHTED FORMS

Expressions of the different weighted forms appearing in the equation system (14) when defining the problem
(
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sub-section 3.1:
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B MONOLITHIC REPRESENTATIVE PROBLEM FORMS

Expressions of the forms appearing in the equation system (25) in sub-section 4.1:

(Tn,l,n, T ∗) = a(Tn,l,n, T ∗) + b(Tn,l,n, T ∗) + c(Tn,l,n, T ∗) + p(Tn, T ∗) + r(Tn, T ∗) + q(Tn,l,n, T ∗), (B2a)
(l,n, T ∗) = a(Tn−1,l,n, T ∗) − q̃(l,n, T ∗), (B2b)
(T ∗) = p̃(T ∗) + r̃(T ∗) + l(T ∗), (B2c)

in which:
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Γcr

[


 + krad
(

Tn−1
)]

TnT
∗dS, r̃(T ∗) = ∫

Γcr

[


 + krad
(

Tn−1
)]

T∞T
∗dS, (B3d)

q(Tn,l,n, T ∗) = ∫
Ω

[[�c]]
l,n − l,n−1

Δt
TnT

∗dΩ, q̃(T ∗,l,n) = ∫
Ω

�lL
l,n − l,n−1

Δt
T ∗dΩ, (B3e)

l(T ∗) = ∫
Γl

flT
∗dS. (B3f)

C ARLEQUIN REPRESENTATIVE PROBLEM FORMULATION

The representative problem formulation in the three-levels Arlequin Framework introduced in sub-section 4.2 reads:
The fields TM,n−1, Tm,n−1, T�,n−1, l,m,n−1 and l,�,n−1 being given, find

(

TM,n, Tm,n, T�,n,l,m,n,l,�,n, �Mm,n, �m�,n
)

∈ VG ×Vm ×
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V� × Vl ,m × Vl ,� ×MMm ×Mm� such that:

M (TM,n, T
∗
M ; �M ) + Mm(�Mm,n, T

∗
M ) = M (T ∗M ; �M ) ∀ T ∗M ∈ VM , (C4a)

m(Tm,n,l,m,n, T ∗m; �m) − m(l,m,n, T ∗m; �m) − Mm(�Mm,n, T
∗
m) + m�(�m�,n, T ∗m) = m(T ∗m; �m) ∀ T ∗m ∈ Vm, (C4b)

�(T�,n,l,�,n, T ∗� ; ��) − �(l,�,n, T ∗� ; ��) − m�(�m�,n, T ∗� ) = �(T ∗� ; ��) ∀ T ∗� ∈ V
N
� , (C4c)

Mm(�∗Mm, TM,n − Tm,n) = 0 ∀ �∗Mm ∈MMm, (C4d)
m�(�∗m�, Tm,n − T�,n) = 0 ∀ �∗m� ∈Mm�, (C4e)
l,m,n = Freg(Tm,n), in Ωm (Freg being given by (7)), (C4f)
l,�,n = Freg(T�,n), in Ω�, (C4g)

where TM , Tm and T� denote the Macro-Domain, Meso-Patch and Micro-Patch temperature fields respectively, l,m and l,�

the Meso-Patch and Micro-Patch liquid fraction fields respectively, �Mm,n and �m�,n are the Lagrange multiplier fields coupling
respectively ΩM with Ωm and Ωm with Ω�, VM = H1 (ΩM

), Vm = H1 (Ωm
), V� = H1 (Ω�

), MMm = H1 (ΩMm
c

), Mm� =

H1 (Ωm�c
), Vl ,m = H1 (Ωm

)

∩L∞
(

Ωm
), Vl ,� = H1 (Ω�

)

∩L∞
(

Ω�
), the parameters of energy partition are defined as follows:

�M , �m, �� ≥ 0 and �M + �m + �� = 1 in Ω, (C5a)
�M = 1 in Ω∖Ωm and �M = �� in Ωm∖ΩMm

c , (C5b)
�m = 1 − �� in (Ωm∖ΩMm

c )∖Ω� and �m = �� in Ω�∖Ωm�c , (C5c)
�� = 0 in ΩMm

c . (C5d)
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The formsi and i for i =M,m, �, and i for i = m, � are given by:

M (TM,n, T
∗
M ; �M ) = aM (TM,n, T

∗
M ; �M ) + bM (TM,n, T

∗
M ; �M ) + pM (TM,n, T

∗
M ; �M ) + rM (TM,n, T

∗
M ; �M ), (C6a)

m(Tm,n,l,m,n, T ∗m; �m) = am(Tm,n,l,m,n, T
∗
m; �m) + bm(Tm,n,l,m,n, T

∗
m; �m) + pm(Tm,n, T

∗
m; �m)

+rm(Tm,n, T ∗m; �m) + qm(Tm,n,l,m,n, T
∗
m; �m),

(C6b)

�(T�,n,l,�,n, T ∗� ; ��) = a�(T�,n,l,�,n, T
∗
� ; ��) + b�(T�,n,l,�,n, T

∗
� ; ��) + p�(T�,n, T

∗
� ; ��)

+r�(T�,n, T ∗� ; ��) + q�(T�,n,l,�,n, T
∗
� ; ��),

(C6c)

m(l,m,n, T ∗m; �m) = am(Tm,n−1,l,m,n, T
∗
m; �m) − q̃m(l,m,n, T

∗
m; �m), (C6d)

�(l,�,n, T ∗� ; ��) = a�(T�,n−1,l,�,n, T
∗
� ; ��) − q̃�(l,�,n, T

∗
� ; ��), (C6e)

M (T ∗M ; �M ) = aM (TM,n−1, T
∗
M ; �M ) + p̃M (T

∗
M ; �M ) + r̃M (T

∗
M ; �M ) + lM (T

∗
M ; �M ), (C6f)

m(T ∗m; �m) = p̃m(T
∗
m; �m) + r̃m(T

∗
m; �m) + lm(T

∗
m; �m), (C6g)

�(T ∗� ; ��) = p̃�(T
∗
� ; ��) + r̃�(T

∗
� ; ��) + l�(T

∗
� ; ��) (C6h)
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in which:

aM (TM,n, T
∗
M ; �M ) = ∫

ΩM

�M
�scs
Δt

TM,nT
∗
MdΩ, bM (TM,n, T

∗
M ; �M ) = ∫

ΩM

�Mks
(

(TM,n ⋅ (T ∗M
)

dΩ, (C7a)

ai(Ti,n,l,i,n, T ∗i ; �i) = ∫
Ωi

�i
1
Δt
cvol(l,i,n)Ti,nT ∗i dΩ, for i = m, �, (C7b)

bi(Ti,n,l,i,n, T ∗i ; �i) = ∫
Ωi

�ik(l,i,n)
(

(Ti,n ⋅ (T ∗i
)

dΩ, for i = m, �, (C7c)

pM (TM,n, T
∗
M ; �M ) = ∫

ΓMp

�M
kp
Sp
TM,nT

∗
MdS, p̃M (T ∗M ; �M ) = ∫

ΓMp

�M
kp
Sp
TrT ∗MdS, (C7d)

pi(Ti,n, T ∗i ; �i) = ∫
Γip

�i
kp
Sp
Ti,nT

∗
i dS, p̃i(T ∗i ; �i) = ∫

Γip

�i
kp
Sp
TextT

∗
i dS, for i = m, �, (C7e)

rM (TM,n, T
∗
M ; �M ) = ∫

ΓMcr

�M
[


 + krad
(

TM,n−1
)]

TM,nT
∗
MdS, (C7f)

r̃M (T ∗M ; �M ) = ∫
ΓMcr

�M
[


 + krad
(

TM,n−1
)]

T∞T
∗
MdS, (C7g)

ri(Ti,n, T ∗i ; �i) = ∫
Γicr

�i
[


 + krad
(

Ti,n−1
)]

Ti,nT
∗
i dS, for i = m, �, (C7h)

r̃i,n(T ∗i ; �i) = ∫
Γicr

�i
[


 + krad
(

Ti,n−1
)]

T∞T
∗
i dS, for i = m, �, (C7i)

qi(Ti,n,l,i,n, T ∗i ; �i) = ∫
Ωi

�i[[�c]]
l,i,n − l,i,n−1

Δt
Ti,nT

∗
i dΩ, for i = m, �, (C7j)

q̃i(l,i,n, T ∗i ; �i) = ∫
Ωi

�i�lL
l,i,n − l,i,n−1

Δt
T ∗i dΩ, for i = m, �, (C7k)

li(T ∗i ; �i) = ∫
Γil

�iflT
∗
i dS for i =M, m, �. (C7l)

The two coupling operators Mm and m� are taken of the same form as the one given by the equation (15) but defined on the
coupling zone ΩMm

c and Ωm�c respectively.
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