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SIMUS: An open-source simulator for medical ultrasound imaging.

Part II: Comparison with four simulators 

Amanda Cigier, François Varray, Damien Garcia 

CREATIS: Centre de Recherche en Acquisition et Traitement de l’Image pour la Santé, Lyon, France

a b s t r a c t 

Background and Objective: Computational ultrasound imaging has become a well-established methodology

in the ultrasound community. In the accompanying paper (part I), we described a new ultrasound simu- 

lator (SIMUS) for MATLAB, which belongs to the Matlab UltraSound Toolbox (MUST). SIMUS can generate

pressure fields and radiofrequency RF signals for simulations in medical ultrasound imaging. It works in

a harmonic domain and uses far-field and paraxial linear equations.

Methods: In this article (part II), we illustrate how SIMUS compares with other ultrasound simulators

(Field II, k-Wave, FOCUS, and Verasonics) for a homogeneous medium. We designed different transmit se- 

quences (focused, planar, and diverging wavefronts) and calculated the corresponding 2-D and 3-D (with

elevation focusing) RMS pressure fields.

Results: SIMUS produced pressure fields similar to those of Field II, FOCUS, and k-Wave. The acoustic

fields provided by the Verasonics simulator were significantly different from those of SIMUS and k-Wave,

although the overall appearance remained consistent.

Conclusion: Our simulations tend to demonstrate that SIMUS is reliable and can be used for realistic med- 

ical ultrasound simulations.
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. Introduction

Computational ultrasound imaging [1] has become popular 

ince 20 0 0 after the availability of the Field II [2] ultrasound simu-

ator ( Fig. 1 of Part I, [3] ). The recent growing interest in computa-

ional ultrasound imaging is probably related to the accessibility of 

aw signals, driven by the emergence of ultrasound open platforms 

 4–7 ] dedicated to research (e.g. SARUS, UlaOP, Ultrasonix, Vera- 

onics). The interplay between simulations and experimentations 

as fostered the development and validation of new techniques, 

oth in transmit (e.g. coding, sparse arrays, transmission design) 

nd in post-processing of ultrasound signals (e.g. beamforming, fil- 

ering, motion estimation). Access to realistic ultrasound simula- 

ions also enables teams not equipped with ultrasound scanners 

o participate and innovate in the processing of ultrasound sig- 

als. The potential offered by ultrasound simulations has motivated 

ome investigators to address configurations not covered by Field 

I. Other simulators were then created, some of which have been

entioned in Part I. Among the open-source simulators, k-Wave
� D.G. is also with INSERM (Institut National de la Santé Et de la Recherche Médi- 
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uickly gained popularity and became another reference tool in 

omputational ultrasound imaging. Based on the number of annual 

itations ( Fig. 1 in Part I, [3] ), k-Wave is now as widely adopted as

ield II by the ultrasound imaging community. Although a substan- 

ial number of software packages have been developed to broaden 

he spectrum of simulated ultrasound conditions (a non-exhaustive 

ist is given on the k-Wave website 1 ), Field II and k-Wave are the 

ost widely employed. 

In the accompanying paper (part I), we introduced a new ul- 

rasound simulator (SIMUS) that works in the harmonic domain 

nd is written in MATLAB language [3] . SIMUS is part of the open-

ource MUST Matlab UltraSound Toolbox 2 that proposes codes for 

ltrasound experimentations and simulations [7] . The SIMUS pro- 

ram is based on far-field and paraxial equations and simulates ra- 

iofrequency RF signals for uniform linear or convex probes. SIMUS 

alls the function PFIELD that returns one-way (transmit) and two- 

ay (transmit + receive) acoustic pressure fields. The theoretical 

spect is described in detail in Part I. In particular, it is explained 

ow the splitting of the transducer elements enables the use of far- 

eld expressions. The RF signals can be analyzed with the open- 

ource functions of the MUST toolbox [7] (beamforming [8] , wall 
1 http://www.k-wave.org/acousticsoftware.php
2 https://www.biomecardio.com/MUST
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Table 1

Properties of the Five Simulators.

PFIELD Field II k-Wave FOCUS Verasonics

method meshfree meshfree mesh mesh meshfree

acoustics linear linear nonlinear nonlinear linear

time domain harmonic temporal both both temporal

space domain x,y,z x,y,z x,y,z + k x,y,z + k x,y

dimensionality 2D, 3D 3D 2D, 3D 3D 2D

scattering weak weak multiple – weak

medium homogeneous homogeneous heterogeneous layered homogeneous

open-source yes no yes no no

free yes yes yes yes no

Fig. 1. Simulations of plane waves (tilt angles = 0 °, 10 °) transmitted by a 128- 

element linear array with PFIELD (see Table II). The maps represent the RMS (root

mean square) acoustic pressure fields. They are 5-cm high.
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ltering, Doppler [9] , speckle tracking [10] , etc.) to produce realis- 

ic ultrasound images. Some examples are provided in the accom- 

anying paper and on the MUST website. 

The objective of this part-II paper was to compare the one-way 

coustic pressure fields returned by PFIELD with those simulated 

y Field II, k-Wave, and FOCUS [11] . We also included the Vera- 

onics Research Ultrasound Simulator in the comparison protocol. 

lthough the latter is a recent and therefore little cited [12] soft- 

are, it could quickly gain popularity as the Verasonics research 

canners are widely used by the ultrasound community. We con- 

ider it important that users be aware of how the Verasonics simu- 

ator differs from others. Since the theoretical background used in 

FIELD/SIMUS is relatively close to that of Field II, except for the 

act that SIMUS operates in the frequency domain, we also com- 

ared two-way PSFs (point-spread functions) generated by these 

wo software packages. Before describing the comparison protocol 

nd the results, we briefly review the theoretical and numerical 

pecificities of the four simulators Field II, k-Wave, FOCUS, and Ve- 

asonics. 

. Field II, k-Wave, FOCUS, and Verasonics

Each ultrasound simulator has its own purpose and/or numeri- 

al specificity. Opting for one rather than the other depends essen- 

ially on the targeted goals, but also the ease of use and the re-

lism of the simulations. The five ultrasound simulators that were 

ompared (PFIELD, Field II, k-Wave, FOCUS, Verasonics) can all pro- 

ide one-way acoustic pressure fields. In this study, we compared 

MS (root mean square) acoustic pressures for standard emission 

equences. We also compared two-way PSFs (SIMUS vs. Field II) 

fter beamforming. We made two-way comparisons against Field 

I only, since Field II also uses a model based on point scatterers. 

he way PFIELD and SIMUS operate is explained in the part-I pa- 

er. Table 1 summarizes its features and those of the other three 

imulators. 
.1. Field II 

J.A. Jensen introduced the MATLAB simulator Field in 1996 [2] , 

hich then became Field II, after a previous work on the simula- 

ion and validation of acoustic pressure fields generated by medical 

ltrasound transducers [13] . Field II works in the time domain and 

ses linear acoustics. The acoustic pressure field is calculated by 

ividing the transducer into small rectangular sub-elements and 

hen summing their individual responses. For a given arbitrary 

oint in the region of interest, Field II calculates the far-field spa- 

ial impulse response of a piston-like sub-element [14] . The acous- 

ic pressure field at the same point is then deduced by convolv- 

ng this local response with the excitation function of the trans- 

ucer. The received responses are calculated from the acoustic reci- 

rocity principle, by assuming that the point scatterers behave as 

onopole sources and do not interact with each other (weak scat- 

ering). 

.2. k-Wave 

B.E. Treeby and B.T. Cox introduced the MATLAB toolbox k-Wave 

n 2010 [15] , after a previous work on acoustic propagation mod- 

ls in heterogeneous media [16] . The toolbox k-Wave works in 

he k-space (wavenumber domain). The acoustic field is calculated 

t the nodes of regular mesh grids using both finite differences 

over time) and a pseudo-spectral [17] method (in space). Point 

onopole sources and sensors are assigned to the grid points that 

elong to each transducer element. The received responses nat- 

rally derive from the numerical acoustic equations included in 

he software: backscattering occurs whenever an incident wave en- 

ounters an acoustic impedance gradient. In contrast to Field II and 

FIELD, k-Wave can implicitly handle non-linear propagations and 

eterogeneous media [18] . Note, however, that some non-linear as- 

ects were covered with add-ons to Field II [ 19 , 20 ] by considering

nly the fundamental and second harmonics and using the angular 

pectrum approach. 

.3. FOCUS 

R.J. McGough introduced FOCUS to provide accurate pressure 

elds in the very near field where solving the acoustic equation 

an be a numerical issue. To this end, FOCUS uses the fast near- 

eld method developed by the author [21] . The fast near-field 

ethod reduces a double integral – which is present in the im- 

ulse response approach – to a rapidly converging single inte- 

ral and removes a singularity. The pressure fields are calculated 

n a grid by the angular spectrum approach. FOCUS can consider 

ifferent transducer element geometries, layered media, and non- 

inearity. Although one proceeding presented a comparison with 

ield II on a two-way example [22] , the FOCUS software does not 

et offer the possibility to simulate pulse-echo scenarios. The FO- 

US software is not fully open as calculations are performed via 

ompiled codes written in C ++ and called by MATLAB functions. 



Table 2

Simulated Conditions (one-way).

0 °-plane wave 10 °-plane wave diverging wave focused wave

transducer L11–5v (Verasonics) P4–2v (Verasonics)

center frequency 7.6 MHz 2.7 MHz

elements 128 64

kerf width 30 μm 50 μm

element width 0.27 mm 0.25 mm

pitch 0.3 mm 0.3 mm

element height 5 mm (if 3-D) 1.4 cm (if 3D)

elevation focus 1.8 cm (if 3-D) 6 cm (if 3D)

two-way bandwidth 77% 74%

TX focus ∞ (0, −1.64) cm (3,5.2 cm)

TX apodization boxcar Tukey boxcar
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.4. Verasonics 

The Verasonics Vantage ultrasound scanners are probably the 

ost widely used research scanners for ultrasound medical imag- 

ng. Their flexibility and accessibility to raw ultrasound data make 

hem well suited for 2-D and 3-D ultrasound research. Verasonics 

ecently introduced its ultrasound simulator software. It is likely 

o become increasingly popular as it is integrated into the Vantage 

latform, which is why we have chosen to include this simulator 

n our comparison panel. To date, there is no theoretical document 

hat describes the Verasonics simulator. According to the Verason- 

cs website [23] , the Verasonics simulator simulates backscattered 

choes from a set of point targets with a given reflectivity. The 

ontributions of each emitting element are summed by assuming 

inear acoustic propagation. In the Verasonics simulator, the trans- 

it waveform, the transmit and receive apodizations, as well as 

he directivities of the elements are considered to simulate RF sig- 

als. The website does not specify whether the simulator applies 

-D or 3-D equations. Since the values of the element height and

levation focus did not modify the acoustic pressures, we postu- 

ated that the Verasonics simulator is 2-D. 

. Method: comparison of the four simulators

.1. One-way configurations: acoustic pressure fields 

We compared the five ultrasound simulators PFIELD, Field II, 

-Wave, FOCUS, and Verasonics, by simulating acoustic pressure 

elds with four different short-pulse emission patterns: plane 

aves with a tilt angle of 0 ° or 10 °, diverging wave, and focused 

ave. The properties of the transducers and transmits are summa- 

ized in Table 2 . We tested either 2-D or 3-D conditions or both,

epending on the simulator characteristics. Two ultrasound trans- 

ucers were simulated, a linear and a phased array. Their prop- 

rties (Table II) were those of the L11–5v and P4–2v Verasonics 

ransducers. The medium was homogeneous and non-attenuating, 

ith a speed of sound of 1540 m/s. Note that the current ver- 

ions of PFIELD and SIMUS cannot handle inhomogeneous media 

ut can consider attenuation. The excitation pulse length was of 

ne wavelength (see Fig. 8 in part I, [3] ). To ensure similar trans-

it conditions between the software packages, the pulse gener- 

ted by PFIELD was used as pressure input to the other simula- 

ors. We simulated RMS (root mean square) acoustic pressure fields 

nd compared them on a decibel dB scale. All pressure fields were 

ormalized so that their maxima were equal to one. The pres- 

ure points were located on Cartesian grids with steps of approxi- 

ately half a wavelength in the x - and z -directions, and one sixth 

f a wavelength in the y -direction. The transducer elements were 

plit in both x - and y -directions for Field II and k-Wave (to ob-

ain 2 × 17 sub-elements). The elements were not split in the x - 

irection in FOCUS since a near-field method is used [11] . It is re-
alled that dividing the elements in the y -direction enables a focus 

n elevation (see Part I for more details). On the other hand, the 

lements were not split in the y -direction with PFIELD since it ap- 

lies continuous delays along the elevation direction (see Equation 

4) in part I). To compare PFIELD with the other simulators, we

alculated the absolute pressure differences in the dB scale as 20

og (| P (PFIELD) − P (other)|), after normalization. To obtain a global

omparison, we pooled all simulated pressure field values from the

ame simulator (for 2-D and 3-D, respectively), and calculated the

nter-simulator correlation coefficients. To reduce biased trends in- 

uced by the lowest values, only acoustic pressures above -20 dB 

ere taken into account in the calculation of the correlation coef- 

cients. 

.2. Two-way configurations: PSF 

SIMUS simulates radio-frequency RF signals from the function 

FIELD. We also compared SIMUS and Field II in two-way config- 

rations by calculating two-way PSFs (point-spread functions). A 

wo-way PSF was defined as the real envelope returned by a single 

catterer after beamforming. We tested two ultrasound 3-D con- 

itions: an unsteered plane wave with a L11–5v linear array (Ta- 

le II, leftmost column) and a focused wave with a P4–2v phased 

rray focusing at 6 cm deep (Table II, rightmost column). To in- 

estigate the two-way PSFs, one scatterer was located at (0 cm; 

 cm) and (0 cm; 6 cm) in the plane- and focused-wave config- 

rations, respectively. The simulated RF signals were I/Q demod- 

lated and beamformed with a delay-and-sum (DAS) [8] . During 

eamforming, we used a receive f-number of 1.5 with the linear 

rray, while a full aperture was used with the phased array. We 

alculated the absolute differences of the PSF in the dB scale as 20 

og (|PSF(SIMUS) − PSF(Field II)|). 

. Results

Fig. 1 to Fig. 7 show the simulated acoustic pressure maps and 

he absolute differences with respect to PFIELD. We observed a 

ood concordance between PFIELD, Field II, k-Wave, and FOCUS 

ith the 3-D simulations ( r 2 ≥ 0.93). There was also a good con- 

ordance between PFIELD and k-Wave under 2-D conditions. The 

-D acoustic pressure fields simulated by the Verasonics ultra- 

ound simulator were significantly different from those generated

y PFIELD and k-Wave. In 3-D, when considering all simulations,

he squares of the inter-simulator correlation coefficients were all

reater than 0.97 (PFIELD vs. Field II vs. k-Wave, Fig. 8 ). The corre-

ation between PFIELD and k-Wave was lesser in 2-D ( r 2 = 0.89), as

ide lobes were more visible with PFIELD than with k-Wave ( Fig. 4 ,

ottom). The 2-D correlation coefficients associated with the Vera- 

onics simulator were the smallest ( r 2 < 0.77). The two-way PSFs 

eturned by SIMUS and Field II are displayed in Fig. 9 and Fig. 10 .



Fig. 2. 3-D simulations: comparison between PFIELD, Field II, k-Wave, and FOCUS

for the 0 °-tilt plane wave (see Fig. 1 , left). The three planes are those displayed in

Fig. 1 , left. From top to bottom: azimuthal plane, elevation plane, focal plane. The

green-to-red maps represent the absolute differences with respect to PFIELD.

Fig. 3. 2-D simulations: comparison between PFIELD, Verasonics, and k-Wave for

the 0 °-tilt plane wave. The second row represents the absolute differences with re- 

spect to PFIELD.

Fig. 4. 3-D (top) and 2-D (bottom) simulations of a 10 °-tilt plane wave. A 3-D

overview is given in Fig. 1 , right. The second rows represent the absolute differ- 

ences with respect to PFIELD.

Fig. 5. Simulations of diverging and focused waves transmitted by a 64-element

phased array with PFIELD (see also Table II). The maps represent the RMS (root

mean square) acoustic pressure fields. They are 10-cm high.
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hey were very similar in both plane-wave and focused-wave con- 

gurations. 

The computing times were significantly different from one sim- 

lator to another. It should be noted that the notion of calculation 

ime is somewhat subjective. Each software has its specific applica- 

ions, and proposes its own numerical tricks to reduce the compu- 

ation time, generally at the expense of the accuracy. In this paper, 

e have focused on accuracy. In addition, each software can be 

un in parallel, with different algorithmic strategies. An exhaustive 

omparative study would require testing several test cases, each 

ith several tuning parameters and operating systems. As an in- 

ication only (and under the request of reviewers), the comput- 

ng times on the same personal laptop (non-parallel computations) 

ere for the “plane wave” sequence ( Fig. 1 ): PFIELD: 260 s, Field 

I: 480 s, k-Wave: 11600 s (380 s in parallel), FOCUS: 1700 s; for 

he “diverging wave” sequence ( Fig. 6 ): PFIELD: 15 s, Field II: 80 s, 

-Wave: 73,60 0 s (170 0s in parallel), FOCUS: 210 0 s. 



Fig. 6. 3-D (top) and 2-D (bottom) simulations of a diverging wave. A 3-D overview

is given in Fig. 5 , left. The second rows represent the absolute differences with re- 

spect to PFIELD.

Fig. 7. 3-D (top) and 2-D (bottom) simulations of a focused wave. A 3-D overview

is given in Fig. 5 , right. The second rows represent the absolute differences with

respect to PFIELD.
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Fig. 8. Overall comparison between the five simulators after pooling all simulated

acoustic pressures. The numbers are the squared correlation coefficients ( r 2 ).

Fig. 9. Comparison of two-way PSFs (SIMUS vs. Field II) in a focused-wave config- 

uration with a simulated phased array.

Fig. 10. Comparison of two-way PSFs (SIMUS vs. Field II) in a plane-wave configu- 

ration with a simulated linear array.
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. Discussion

The new ultrasound simulator SIMUS generated acoustic pres- 

ure fields similar to those simulated by the other software pack- 

ges Field II, k-Wave, and FOCUS, especially in 3-D ( r 2 > 0.92, 

ig. 8 ). Like these popular ultrasound simulators, SIMUS can there- 

ore be considered to produce synthetic medical ultrasound signals, 

nder the conditions described in parts I and II (linearity, homoge- 

eous medium, etc.). 
Under 2-D conditions, although the radiation patterns appeared 

o be identical, we observed some differences with the Verasonics 

imulator ( r 2 < 0.77, Fig. 8 ). Regarding the differences found with 

he Verasonics commercial simulator, it is difficult to give a justifi- 

ation because, unlike Field II, k-Wave, and FOCUS, the theoretical 

nd numerical methods are not publicly available. The best match 
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as with Field II. This is unsurprising because we founded SIMUS 

ased on the same assumptions as Field II, namely: linearity, ho- 

ogeneity, and far-field equations with the use of sub-elements. 

ike Field II, SIMUS uses weak and monopole scattering. It fol- 

ows that the two-way PSFs obtained with SIMUS and Field II were 

imilar. The main numerical difference between PFIELD/SIMUS and 

ield II is the computational domain: temporal with Field II, fre- 

uency with SIMUS. The frequency domain is indeed appropriate 

hen dealing simulations with signals with bandpass signals. It 

an also easily consider acoustical features that depend on the fre- 

uency, such as the directivity of the elements, attenuation in the 

issues, or Rayleigh scattering, for example. Another difference ap- 

ears with regard to elevation focusing. In SIMUS, to simulate fo- 

using in the elevation direction, we adjusted the velocity delays 

f the pistons along their height (see Fig. 4 in the accompanying 

art-I paper), as suggested in [24].  In Field II, the elements are spli

nto sub-elements in the height direction. A transmission delay is 

ssociated with each of these sub-elements to provide focusing in 

levation. A similar strategy is used in k-Wave. 

It is important to note that the correlation coefficients reported 

n Fig. 8 characterize the inter-simulator similarities that we ob- 

erved with a large and deep medium. The dimensions of the 

edium we chose are those typically encountered in B-mode or 

oppler imaging. A smaller coefficient between two simulators 

eans that they give substantially different results under these 

articular conditions. It does not imply that one of them is “in- 

erior”. It was difficult to compare the simulators under optimal 

onditions given that they each have distinct numerical charac- 

eristics. To achieve comparisons that were as fair as possible, we 

hose sufficiently fine grids. This strategy did not allow us to take 

nto account the very near field, for which FOCUS and k-Wave are 

xpected to be better adapted than Field II and PFIELD. A much 

ner grid (and much longer computation time) would have been 

ecessary to examine the nearby region. In most medical imag- 

ng cases, however, it is not needed to achieve high-accuracy sim- 

lations at the near-field because the thicknesses of the acoustic 

atching layer and lens ( ∼1 mm for a linear transducer) [25] , and

hat of the skin ( ∼0.5 mm), separate the scanned region by sev- 

ral wavelengths from the surface of the transducers. As shown 

n the appendix of part I (Figures 14 and 15), the radiation fields 

rom PFIELD approximate well those calculated by the Rayleigh- 

ommerfeld integral beyond a distance of two wavelengths (rela- 

ive errors < 3%). These results confirm that the far-field equation 

an be used when slicing the transducer elements [24] . 

.1. When using simus and PFIELD? 

SIMUS and PFIELD are part of the MATLAB Ultrasound Tool- 

ox MUST toolbox [7] . This toolbox, as illustrated by the numer- 

us examples available on the website, 3 allows students and re- 

earchers to quickly learn experimental ultrasound imaging: acqui- 

itions, demodulation, beamforming, wall filtering, color Doppler, 

ector Doppler, speckle tracking… SIMUS and PFIELD complete the 

eries by offering to perform realistic ultrasound simulations for 

edagogical and research purposes. In contrast to Field II, the MAT- 

AB codes are open and highly documented. The default functions 

llow many tasks to be performed, such as those illustrated by 

he examples in the Part-I paper. An advanced user can modify 

he codes or the programming language according to her needs. 

FIELD and SIMUS have been already used in several published 

orks. For example, far-field patterns were generated with PFIELD 

o design diverging-wave transmit sequences for high-frame-rate 

otion-compensated echocardiography in human hearts [26] . Vec- 
3 https://www.biomecardio.com/MUST

o

a

v

or flow imaging with vector Doppler was simulated in a carotid 

ifurcation by coupling SIMUS with an SPH (smoothed particle hy- 

rodynamics) flow model [27] . In our team, SIMUS has also re- 

ently been applied in the generation of simulated moving ultra- 

ound phantoms and left ventricles to train convolutional neural 

etworks for motion estimation in echocardiography [ 28 , 29 ]. We 

lso simulated clinical-type Doppler-echo cineloops with the future 

bjective to train deep learning algorithms for intracardiac flow 

maging [30] . In the same vein, Milecki et al . trained a convolu- 

ional neural network by using SIMUS simulations in a synthetic 

urine brain microvascular network for deep-learning-based ultra- 

ound localization microscopy [31] . 

.2. What simus cannot do, what it can 

Like Field II and k-Wave, SIMUS can be used to produce re- 

listic radiofrequency RF signals for pulse-echo ultrasound imag- 

ng. Only linear acoustics into homogeneous media, however, is 

onsidered in the current version of SIMUS. The homogeneity hy- 

othesis means that both density and speed of sound are con- 

tant. Aberrations due to acoustic impedance gradients thus can- 

ot be simulated at the time of publication of this article. The 

inearity assumption simplifies the problem since it allows the 

ummation of the time-harmonic solutions, but this prevents one 

rom addressing non-linear properties as in harmonic imaging. 

IMUS also considers only weak (single) scattering to avoid com- 

utational overload of multiple scattering. The multiple reverber- 

tion artifacts, which are sometimes observed in clinical ultra- 

ound, therefore cannot be simulated. In contrast, the simulator 

-Wave can account for nonlinearity, acoustic heterogeneities, and 

ultiple scattering. However, because k-Wave uses a mesh-based 

ethod, the locations of the scatterers are linked to the geome- 

ry of the grid. This represents a major difference with SIMUS (or 

ield II), which is a particle-based software. In SIMUS, the speckles 

f the B-mode images result from the pseudorandom positions of 

he scatterers, while they are due to local changes in impedance 

n k-Wave. In addition to numerical simplifications, the use of a 

article-based model readily allows the motion of individual par- 

icles. This makes it an ideal simulation method for tissue dis- 

lacements and the investigation of ultrasound techniques for mo- 

ion analysis (e.g. speckle tracking [28] , Doppler [32] , vector flow 

maging [27] ). 

Although SIMUS is able to consider near fields through element 

plitting (see accompanying paper, part I, [3] ), the singularity re- 

ated to the 1/r term present in the equations does not allow for 

valuations near the surface of the transducer. A free software such 

s FOCUS removes this singularity and offers high accuracy in the 

ery near field regions [21] . As explained in a previous paragraph, 

his aspect is not a limitation for ultrasound medical imaging for 

hich this specific region is generally not investigated. 

.3. Potential future perspectives 

In creating SIMUS, our intention was not to be “better” or more 

nnovative than other simulators. As we mentioned earlier, each ul- 

rasound simulator has its own specificity. Our first goal was to re- 

ease an open-source MATLAB toolbox (MUST) for students and re- 

earchers in ultrasound imaging [7] . To make it self-contained, we 

ntended this toolbox to include a reliable, open-code ultrasound 

imulator that is sufficiently documented to make users aware of 

ts capabilities and limitations. From the comparative results de- 

cribed in the present work, it appears that SIMUS can be used for 

edical ultrasound research. Since the MUST toolbox is available 

nline, PFIELD and SIMUS have been used or tested by researchers 

nd students on several continents ( Fig. 11 ). The present SIMUS 

ersion is for 1-D uniform (convex or linear) arrays. Depending on 



Fig. 11. Cities where SIMUS has been used (2022/03).
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he success of SIMUS, we will incorporate the option to simulate 

atrix arrays for volume ultrasound imaging. A partition of the el- 

ments in the Y -direction of elevation will then be necessary to 

nable the use of the far field equations (see accompanying pa- 

er, part I). Similarly, a future version will allow the positioning 

nd orientation of the elements at the user’s convenience. Such an 

pdate would allow completing the medical imaging spectrum by 

onsidering, for example, sparse arrays or ultrasound computer to- 

ography. It is understood that these updates will significantly in- 

rease the number of element-scatterer interactions. Some numer- 

cal strategies will have to be implemented to reduce the compu- 

ation time. As we are interested in the simulation of cardiac im- 

ges (echocardiography), we may also plan to integrate an add-on 

or the calculation of the second harmonic using a quasi-linear ap- 

roximation of the nonlinear wave propagation [ 33 , 34 ]. Finally, by 

sing a geometric ray-tracing method based on the eikonal approx- 

mation, generating non-homogeneous media would also be con- 

eivable. This approach could be applied to derive artifacts due to 

berrations, or to investigate quantitative ultrasonography methods 

uch as the local measurement of the propagation speed. 

As artificial intelligence has gained momentum in medical 

maging, ultrasound simulations have found a new interest through 

eep learning. In medical imaging, whether ultrasound or other, 

he main challenge is to train neural networks with hundreds 

r thousands of images, which are sometimes difficult to access. 

ather than being based on patient data, training can be done 

hrough patient-like simulations whose number is limited by com- 

utational time only. The key task is then to obtain simulations 

hat are realistic enough to fool the network. “Realistic” does not 

ean “exact”. A simulator is sufficiently “realistic” if images or sig- 

als similar to those obtained in a patient (e.g., RF or I/Q signals, B- 

ode or color Doppler images) can be simulated. It is understood 

hat the subjective degree of realism depends on the intended goal. 

he network will then be functional when dealing with real clin- 

cal images. If simulated signals or images can be used to train 

eural networks with limited effort, we anticipate that ultrasound 

imulators still have a bright future ahead of them. 

. Conclusion

The open-source MATLAB simulator SIMUS is efficient and easy 

o use. Like Field II, k-Wave, and FOCUS, SIMUS could contribute to 

he growing popularization of computational ultrasound imaging. 
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