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aUniversité Paris-Saclay, CentraleSupelec, ENS Paris-Saclay, CNRS, LMPS - Laboratoire de Mécanique
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Abstract

In this paper, a new data assimilation framework for correcting finite element models from
datasets acquired on-the-fly in low-frequency dynamics is presented. An Unscented Kalman
filter algorithm is coupled with a modified Constitutive Relation Error (mCRE) observer,
leading to a Modified Dual Kalman Filter algorithm (MDKF). Built as a Hermitian data-to-
model distance written in the frequency domain enriched with a CRE residual accounting for
model bias, the mCRE functional has shown interesting assets for model updating purposes,
in particular enhanced convexity and robustness to measurement noise. The proposed data
assimilation strategy integrates the latter through a metric change in the measurement up-
date equation. It thus differs from classical nonlinear Kalman filtering for parameter estima-
tion as the comparison between measurements and model predictions is achieved through the
mCRE functional itself. Besides, the calibration of MDKF internal parameters is facilitated
by a set of general guidelines that ensure the performance of the algorithm. The method-
ology is applied to two earthquake engineering examples. The performances of MDKF are
first assessed using synthetic measurements from a plane frame subjected to random ground
acceleration. Actual measurements from the SMART2013 benchmark are then assimilated
in a real-time context to monitor the eigenfrequency drop of a reinforced-concrete structure
submitted to a sequence of gradually damaging shaking-table tests. The nice correlation
with (i) data-driven identification results, and (ii) sequential mCRE-based model updating
results, illustrates the relevance of this new approach and suggests promising use of MDKF
for on-the-fly adaptive control prospects and applications involving data-to-model interac-
tion.
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1. Introduction

The design, analysis and prediction of dynamical systems requires the construction of
robust numerical models. These models can be directly built from measurements (black-box
modeling) or derived after in-depth physical description of the involved phenomena (white-
box modeling). In each case, as most of modern systems are now equipped with numerous5

sensors, those models are assessed by comparison with experimental data in order to define
their degree of validity. The dialogue between physics-based models and experimental data
has become of major importance in the last two decades with the emergence of new paradigms
such as Digital Twins [1–3], that combine physics-based (usually reduced-order) models and
data-science. Moreover, in Dynamic Data-Driven Application Systems (DDDAS) [4, 5], a10

close (online) dialogue is established between numerical models and experimental data with
a dual objective: (i) controlling the evolution of the experimental system thanks to model
predictions and (ii) updating the numerical model by feeding it with some measurements
acquired in real-time.

Earthquake engineering problems are no exception to the need of using experimental15

data to build, validate and operate robust numerical models. For instance, the integration
of experimental data in model-based approaches provides new techniques for monitoring the
occurrence, formation and propagation of structural damage when assessing the safety of
structures in Structural Health Monitoring (SHM) [6] and vibration-based structural dam-
age detection [7]. Another way to assess the response of structures under dynamic loading is20

to characterize them directly in laboratory conditions. In this context, the CEA/TAMARIS
facility carries out seismic tests using shaking-tables moved by high-power hydraulic actu-
ators on complete or partial structures at real or reduced scale. Controlling the hydraulic
actuators of the shaking-tables is still a challenging task that emphasizes the need of estab-
lishing a close dialogue between model and measurements (see Fig. 1). Indeed, the modal25

signature of damaging specimens can suddenly change under seismic loading conditions [8].
As modal signature is the key input-feature for linear control law design, the initial control
strategy may become inappropriate, leading to unstable experiments. The lack of represen-
tativeness of numerical models to predict such phenomena therefore imposes to carry out
test sequences of increasing level where control laws are iteratively corrected from one test to30

another to account for the observed eigenfrequency drops and dynamic impedance changes
[9].

The ambition of this work is to contribute to the integration of Finite Element (FE) mod-
els in the shaking-tables control strategy by resorting to a close and dynamic data-to-model
interaction (see Fig. 1). From a numerical viewpoint, the application of DDDAS requires35

data assimilation (sequential solution of inverse problems) and optimal control, which are,
in general, computationally demanding tasks, especially when complex models derived from
partial differential equations are used. In this paper, we focus on the identification/update
loop of Fig. 1 and we propose to this end a new Kalman filter-based approach for real-time
data assimilation where the offline model updating framework developed in [10] is reinvested40

in order to perform robust on-the-fly structural parameter tracking.

First considering the model updating problem itself, it is well-known that identifying
a set of internal model parameters requires the solution of an underlying inverse problem,
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Figure 1: DDDAS framework for the control of shaking-tables - introduction of a numerical model
updated on-the-fly for optimal control law design.

which is often ill-posed in the Hadamard sense [11, 12]. Classically, to solve such problems,
deterministic approaches [11, 13–15] based on the definition and the minimization of a data-45

to-model distance may be considered. Alternatively, stochastic methods leaning on the
Bayesian inference framework may be used in order to represent uncertainties on parameters
described by probability density functions (pdfs) [12, 16, 17].

Low-Signal-to-Noise Ratio (low-SNR) measurements from typical seismic inputs may be
harder to integrate as experimental data to update FE models properly. An alternative50

to the above-mentioned classical techniques then consists in using the concept of modified
Constitutive Relation Error (mCRE). Initially proposed for model updating in dynamics
[18–22] by Ladevèze and co-workers, the mCRE functional is defined as a quadratic model-
to-measurements distance enriched with a term based on the concept of Constitutive Relation
Error (CRE) [23]. The idea behind this enrichment is to improve the ellipticity properties55

of the cost function by adding a term which has a strong mechanical content and relaxes the
most unreliable parts of the model description. This energy-based residual offers interesting
advantages. First, it improves local convexity properties compared to classical least-square
functionals [24]. Besides, the CRE part of the residual, computed over the whole structure,
allows to select the most erroneous areas in order to restrain the updating process to a few60

parameters [25]; this provides valuable regularization (in the Tikhonov sense), particularly
when the number of parameters to update becomes important. The numerous applications
of mCRE for model updating during the last two decades have proven its robustness in
a wide range of applications. Among them, it is worth mentioning robustness to highly
noisy or even corrupted measurements [26, 27], local defect detection [28, 29], full-field ma-65

terial identification [30–32], or coupling with model order reduction for real-time prospects
[33]. Recently, the mCRE-based model updating algorithm has been fully automated in
low-frequency dynamics, with enhanced robustness with respect to measurement noise and
a dedicated formulation to improve performance when dealing with random inputs [10]. In
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particular, promising offline model updating results have been obtained when processing ac-70

celeration recordings from actual shaking-table tests. These developments will be reinvested
in this contribution.

To adapt the previous model updating framework to the online correction of FE models,
data assimilation techniques must be involved. Among them, Kalman Filtering (KF) is prob-
ably one of the most common and popular algorithms. Introduced in the 1960s, the Kalman75

filter is a sequential stochastic data assimilation method derived from the Bayes theorem,
that initially applies to linear dynamical systems under Gaussian assumptions [34, 35]. The
algorithm is made of a recursive prediction-correction scheme, where model predictions are
incrementally corrected based on assimilated measurements. Several extensions of KF to
handle nonlinear models have been proposed in the last decades. One can classically divide80

them in two families:

� Methods based on operator linearization; the Extended Kalman Filter (EKF) is based
on this principle and is probably one of the most popular approaches in the literature,
both for state and parameter estimation [36];

� Methods based on statistical regularization; these techniques are based on the fact85

that sampling points transformed by nonlinear operators enable to approximate state
statistics correctly. We particularly refer here to the Ensemble Kalman Filter (EnKF)
[37] or Particle Filters (PF) [38] where a Monte-Carlo sampling is propagated through
the nonlinear operators at each data assimilation step, and to the Unscented Kalman
Filter (UKF) whose sampling points set is of reduced size by means of a deterministic90

selection (the eponymous Unscented Transform) [39–42].

In addition, parameter estimation techniques using the Dual or Joint extensions of non-
linear KFs have also been developed. Although EKF was used first for model updating
purposes in structural dynamics [43], UKF was also largely used for similar applications.
Among dedicated studies involving UKF for the characterization of nonlinear phenomena in95

dynamics, it is worth mentioning the works of Azam and co-workers [44–48] for online damage
detection and state prediction in structural (nonlinear) dynamics. A dedicated comparison
between EKF and UKF in nonlinear structural dynamics was proposed in [49], and real-
time data assimilation prospects have also been investigated in [50]. Several modifications of
UKF, especially to save CPU time by introducing reduced order modelling techniques, were100

also discussed in [51, 52]. More recent works intended to apply UKF (and EKF) to update
classical nonlinear reinforced concrete models based on earthquake engineering experiments
[53–55]. In parallel, the performance of the different KF algorithms has been extensively
compared [53, 56–59], highlighting that UKF is often more efficient than EnKF in terms
of CPU time, and outperforms EKF for an equivalent computational cost: this is the main105

driver behind its selection as a reference method for sequential data assimilation in this
paper.

In this contribution, a new Kalman filter-based data assimilation strategy inspired from
the developments of [60] in quasi-statics is proposed for on-the-fly model updating in low-
frequency dynamics. The offline mCRE-based model updating algorithm [10] is extended to110

an online data assimilation strategy by coupling it with a nonlinear dual UKF, leading to
the so-called Modified Dual Kalman Filter algorithm (MDKF).
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The key idea of the proposed methodology is to introduce the mCRE as a new observation
operator in a dual UKF context. This change in the metric of the KF measurement update
equation allows MDKF to provide parameter estimates that are sought as minimizers of115

the mCRE functional. It thus avoids direct confrontation between experimental data and
model predictions. In low-frequency dynamics, the fact that the mCRE operates in the
frequency domain implies that a dedicated effort must be made to define how measurements
are integrated into the mCRE functional. This problem does not appear with classical
KFs as observation operators are most of the time linear projection matrices. In the MDKF120

algorithm, a sliding window technique is proposed to progressively add new data points before
processing measurements in the frequency domain. The progressive assimilation of data and
the inherent properties of mCRE provide an enhanced robustness to measurement noise
compared to classical KFs for parameter estimation. Although this new framework seems
more complex to operate, general guidelines based on physical meaning and engineering125

judgement are provided regarding the calibration of internal parameters (KF error covariance
matrices in particular). A dedicated sensitivity analysis on these internal parameters is also
proposed in the following, showing that even suboptimal choices for internal parameters can
lead to relevant assimilation results. Finally, dedicated strategies are proposed to ensure
low computational times. The efficiency of the MDKF is illustrated using both synthetic130

measurements and actual test results from the SMART2013 benchmark. The successful use
of MDKF in both cases emphasizes the relevance of this new methodology for online model
updating from sparse and noisy data. As shown using synthetic measurements, MDKF is
able to track evolutive structural parameters, allowing to perform structural monitoring by
interpreting the estimated stiffness loss as overall damage (as long as sufficiently rich and135

dense measurements are available). Although the limited amount of data in the SMART2013
case does not allow us to localize damaged areas accurately, the MDKF can still be used
as an alternative to classical modal identification techniques to perform model-based modal
tracking. The possibility to provide relevant estimates of eigenfrequencies in real-time during
damaging tests is a valuable asset for control law design prospects. It thus presents MDKF140

as an appropriate tool for model-based control applications in the DDDAS framework of
Fig. 1.

The paper is structured as follows: Section 2 recalls basics on Kalman filtering and
mCRE for low-frequency dynamics, which are the two main ingredients of the methodology
introduced in this work. Section 3 gives more insights into the MDKF algorithm, from145

its general formulation to technical details; the complete algorithm is also explicitly given.
Section 4 presents the results of the two numerical applications processed in this work.
An earthquake-engineering-inspired academic example (plane frame submitted to random
ground acceleration loading) enables a full discussion on the efficiency of the methodology
with respect to measurement noise of known level and comparison with classical KF-based150

approaches. The results obtained processing the SMART2013 database are then detailed:
after a short contextualization and description of the FE model borrowed from [9], results
obtained when processing (in real-time) the whole database with MDKF are finally presented
and discussed. The good correlation between (i) the updated modal signature obtained after
using the novel MDKF algorithm, (ii) the identified modal signature using an automated155

mCRE-based model updating algorithm from [10], and (iii) the modal identification results
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formerly obtained using data-driven subspace-based algorithms [8], illustrates the relevance
of the proposed data assimilation methodology. Conclusions and prospects are finally drawn
in Section 5, suggesting promising future use of MDKF for the design of model-based control
laws in shaking-table experiments.160

2. Basics on Kalman filtering and modified Constitutive Relation Error

2.1. Unscented Kalman filter for parameter estimation

2.1.1. UKF at a glance

The starting point of the KF theory is the definition of a dynamical system under state-
space discrete form (1). This system is made of two equations:{

xk+1 = M(xk, θ, uk) + wx ,k

yk = H(xk, uk) + vk
(1)

where xk ∈ Rnx is the state vector at time point tk, yk ∈ Rny is the vector of observations,
while the two (uncorrelated) zero-mean Gaussian white-noise terms wx ,k ∈ Rnx ∼ N (0, Qx)165

and v ∈ Rny ∼ N (0, R) respectively shape model uncertainties and measurement noise.
Matrices Qx and R are the so-called model and measurement covariance error matrices. They
are here assumed diagonal, constant with time and defined as: Qx = E

(
wx ,kwT

x ,k

)
; R =

E
(
vkvTk

)
where E (�) refers to the mathematical expectation operator. The dynamical

system (1) is based on two (possibly nonlinear) operators, namely the model operator M170

and the observation operator H. The latter classically extracts partial information regarding
the predicted state xk or inputs uk. Finally, note that model predictions also depend on a
set of internal parameters θ ∈ Rnθ (e.g. material properties).

The Unscented Kalman Filter (UKF) is a nonlinear version of the KF algorithm that
keeps a very similar algorithmic structure. The state xk is also modelled as a set of Gaussian175

Random Variables (GRVs) whose mean and covariance error matrix are estimated by a
prediction/correction scheme:

(i) In the prediction step, the state update equation is exploited to provide a priori mean
x̂k+1|k and covariance error matrix P x

k+1|k according to last estimates x̂k and P x
k . Ob-

servations are also predicted to be compared with actual measurements;180

(ii) In the correction step, predictions are corrected based on the new measurements yk,
leading to the updated mean x̂k+1 and covariance error matrix P x

k+1.

The specificity of UKF is that it exploits the eponymous Unscented Transform (UT) which
allows to represent mean and covariance of GRVs accurately up to the third order (whatever
the involved nonlinearities) using a set of deterministic well-chosen samples, called sigma-185

points Xk. UKF prediction and correction steps thus mainly consist in propagating the set
of sigma-points through the nonlinear model and observation operators, the statistics of xk
being computed by weighted sum (the sigma-points weights (Wm,Wc) being also given by
the UT). The overall recursive UKF algorithm is presented in Alg. 1.
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Please note that for the sake of conciseness, this section only overviews UKF fundamental190

equations but does not go into much details regarding the UT itself. The interested reader
is referred to [39–41] for complementary explanations.

2.1.2. Extension to parameter identification

The previous KF framework allows to update the state vector in data assimilation pro-
cesses. Much research works in the last decades have been dedicated to its extension for the195

identification of uncertain model parameters.

These parameters must be explicitly integrated to the dynamical system (1) in order to
identify them in a KF framework. Without any a priori knowledge, one can formulate a
simple stationary evolution law, although it remains a restrictive hypothesis (e.g. damage is
not). The stationarity assumption is thus relaxed with the addition of a zero-mean Gaussian
white-noise wθ,k ∈ Rnθ ∼ N (0, Qθ) so as to shape uncertainty on parameters and permit their
evolution during the data assimilation process. The covariance error matrix on parameters
is also assumed constant with time in this work and thus defined as Qθ = E

(
wθ,kw

T
θ,k

)
.

Therefore, the full dynamical system (1) now reads:
θk+1 = θk + wθ,k

xk+1 = Mk(xk, θk, uk) + wx ,k

yk = Hk(xk, uk) + vk

(2)

In the above-mentioned works [43–55], two formulations are used to apply nonlinear KF
to the system (2): Joint and Dual Kalman filters. Concisely, the joint Kalman filter consists
in a direct concatenation of state and parameters vectors into a joint state x ?k = [xTk θTk ]T ,
leading to a joint model operator:x ?k+1 =

[
M(xk, θk, uk) + wx ,k

θk + wθ,k

]
yk = H(x ?k , uk) + vk

(3)

On the contrary, the dual Kalman filter chooses the set of internal parameters as state vector.
This implies to turn the observer (often a projector when considering classical KFs) into a
state evaluation operator Hdual:{

θk+1 = θk + wθ,k

yk = Hdual(xk, θk, uk,wx,k) + vk
(4)

This new observer is itself based on a second Kalman filter (which is at the origin of the
dual denomination) that allows to provide statistics on the state vector xk for a given set
of internal parameters. Both methods have been equally implemented in former works and
even compared (see [57] for a complete study in structural dynamics). Even though dual KF200

may provide slightly better estimates, the combined use of two KF also introduces more user-
defined parameters (especially process and observation noise covariance matrices Qx , Qθ, R),
whose calibration is not an easy task [61].
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Algorithm 1: Unscented Kalman Filter.

Initialization:
• Model and observation operators: M,H
• Internal model parameters θ and loading conditions: u0:∞
• Noise process and measurements covariance matrices: Qx, R
• Initial state vector x̂0 = E[x0] and associated covariance matrix Px

0

• Sigma-points weights {Wm
i ,Wc

i }2Li=0 with L = dim(x̂0)

for k = 0 :∞ do

1) Unscented Transform

Augmented state to include noise parameters:

x̂ak =
[
x̂Tk wT

x ,k vTk
]T

; P x,ak = diag(Px
k , Q,R) ;

Computation of sigma-points:

X ak =
[
x̂ak . . . x̂ak +

√
L+ λ

[
P x,ak

]1/2
j

. . . . . . x̂ak −
√
L+ λ

[
P x,ak

]1/2
j

. . .
]

with j = 1, ..., 2L, λ a UT parameter and
[
P x,ak

]1/2
j

the jth column of the

of the Cholesky decomposition of P x,ak ;

2) Prediction step

Propagation of the sigma-points through the state update equation:
X ik+1|k =M(X i,xk , θ, uk) + X i,wk ∀i ∈ J0; 2LK ;

Computation of a priori mean and covariance:

x̂k+1|k =
2L∑
i=0

Wm
i X

i,x
k+1|k ;

P xk+1|k =
2L∑
i=0

Wc
i

(
X i,xk+1|k − x̂k+1|k

)(
X i,xk+1|k − x̂k+1|k

)T
;

3) Correction step

Propagation of the sigma-points through the observation equation:

Y ik+1|k = H(X i,xk+1|k, uk) + X i,vk ∀i ∈ J0; 2LK ;

ŷk+1|k =

2L∑
i=0

Wm
i Y ik+1|k ;

P yyk+1|k =

2L∑
i=0

Wc
i

(
Y ik+1|k − ŷk+1|k

)(
Y ik+1|k − ŷk+1|k

)T
;

P xyk+1|k =

2L∑
i=0

Wc
i

(
X i,xk+1|k − x̂k+1|k

)(
Y ik+1|k − ŷk+1|k

)T
;

Correct predictions with new measurements to compute a posteriori statistics:
x̂k+1 = x̂k+1|k +Kk(yk+1 − ŷk+1|k)

Px
k+1 = Px

k+1|k −KkP
yy
k+1|kK

T
k

with Kk = P xyk+1|k(P
yy
k+1|k)

−1 the Kalman gain matrix

end
Result: Recursive estimates of the state vector mean and covariance error matrix
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2.2. The mCRE for model updating in low-frequency dynamics

This section intends to briefly recall the fundamentals of the mCRE-based model up-205

dating framework for low-frequency dynamics, starting from a linear FE problem written in
the frequency domain. Particular attention is paid to the construction of the Constitutive
Relation Error (CRE) residual from the set of equations defining the reference mechani-
cal problem. Then, details about the modified Constitutive Relation Error (mCRE), which
is the extension of CRE for model updating problems, are explicitly given considering the210

correction of stiffness parameters. The interested reader is referred to [10, 21, 25] for compre-
hensive overviews of the offline mCRE-based model updating framework for low-frequency
dynamics.

2.2.1. The CRE as modelling error

Let us consider a linear elastic structure submitted to dynamic loading conditions. The
reference problem discretized in a FE framework leads to the general dynamic equilibrium
equation, that is written in the frequency domain at a given angular frequency ω as:[

−ω2M + iωD + K
]
Uω = Fω (5)

K ,D ,M denote the stiffness, damping and mass FE matrices, respectively, while Fω and215

Uω are the frequency counterparts of nodal loading conditions and displacement field. The
key idea for the construction of the CRE residual lies into the distinction between reliable
and unreliable information on the reference mechanical problem. Although this separation is
non-unique and deeply relies on the case study and engineering expertise, the common case
is given in Tab. 1 as constitutive relations are most of the time considered less reliable.220

Reliable Unreliable

Model
• Geometry

• Constitutive relations• Kinematic boundary conditions
• Equilibrium equations

Experimental data
• Loading frequencies ω

• Measured outputs Yω• Sensors position and orientation
• Measured inputs Fω

Table 1: Classical distinction between reliable and unreliable information for model updating in dynamics.

In this contribution, following the work of [10], the elastic part of the constitutive relations
will be subject to caution. However, the dissipative part of the latter will not, as its impact
on frequency response functions and shaking table control laws is secondary.

Indeed, considering shaking table control laws, the damage-induced increase of damping
observed in RC specimens (friction at RC cracks lips level and rebars/concrete matrix sliding225

phenomena) naturally increases the stability of the specimen, which does not lead to control
instabilities, contrary to abrupt eigenfrequency drops that can lead to unstable poles of
the controlled system. Besides, it is a current practice when correcting frequency response
functions in low-frequency dynamics to update stiffness properties in a first stage, before
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updating damping properties in a second stage to update the sharpness of the resonant230

peaks once eigenfrequencies have been correctly calibrated.

Therefore, it is chosen in the following to consider only stiffness properties as unreliable.
Note that considering the update of damping properties would lead to the mCRE framework
described in [19, 21, 25] where the concept of dissipation error residual is introduced.

Doing so, the parameters to update θ only affect the stiffness matrix K and two admis-235

sibility spaces are implicitly defined:

(i) a kinematic admissibility space Uad inside which any displacement field U verifies the
reliable kinematic equations of the problem,

(ii) an auxiliary dynamically admissibility space Dad defined as the set of displacement
fields V derived from the stress field verifying the dynamic equilibrium. In other240

words, V represents the model-predicted response caused by unbalanced elastic forces.

Therefore, doubt is put on the constitutive relations. The reciprocity gap between Uad and
Dad can be measured using an energy norm - the CRE - that estimates the relevance a
solution couple sω = (Uω, Vω) ∈ Uad × Dad with respect to the mechanical problem. With
the above notations, the CRE at a given angular frequency ω reads:

ζ2
ω(sω, θ) =

1

2
(Uω − Vω)HK (θ)(Uω − Vω) =

1

2

∥∥Uω − Vω∥∥2

K (θ)
(6)

The CRE provides a direct insight regarding the validity of the model itself, making it a
relevant tool for identifying erroneous parts of the model as all finite element contributions
to CRE can be computed independently.

2.2.2. Model updating problem including both CRE and measurements245

The extension of the CRE concept to unreliable experimental data (see Tab. 1) directly
leads to the so-called modified Constitutive Relation Error (mCRE). This energy-based resid-
ual is composed of two terms: the CRE itself ζ2

ω measuring the degree of non-verification of
the elastic part of the constitutive relations, and a model-to-data distance from the predic-
tions Uω to the frequency counterpart of measurements Yω :250

e2
ω(sω, θ,Yω) , ζ2

ω(sω, θ) +
1

2

r

1− r
∥∥ΠUω − Yω

∥∥2

Gy
(7)

The projection operator Π enables to extract predicted measured components of Uω at
corresponding sensors positions and directions. The choice of the symmetric positive-definite
matrix Gy is not critical, however special care should be taken for guaranteeing that ‖�‖Gy

is homogeneous to ζ2
ω and equivalent in level. A classical choice for Gy is to use the Guyan

reduction of the initial stiffness operator condensed on the sensors locations [10, 21, 25]. The255

tuning factor r ∈ ]0; 1[ enables one to give more or less confidence to the measurements;
close-to-unit values can be specified when measurements are considered reliable whereas
close-to-zero values are better suited to corrupted or noisy recordings. The choice of r is
therefore crucial for providing relevant parameter estimates. A procedure based on the a
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priori optimal balance between measurement error and CRE has been proposed in recent260

works [10, 32] for its automated calibration.

The model updating procedure is conducted on a given frequency bandwidth Dω which
contains the essential information about the response of the structure. The complete mCRE
functional J to be minimized is thus obtained by direct integration over Dω:

J (θ,Y ) =

∫
Dω

z(ω)e2
ω(ŝ(θ,Yω), θ,Yω) dω (8)

where z(ω) is a frequency weighting function such that
∫
Dω
z(ω) dω = 1 allowing to modulate

the importance of specific frequencies of Dω. Indeed, a frequency weighting function derived
from the experimental frequency content enables to automatically favor the vicinity of the
experimental eigenfrequencies; this enhances the robustness of the functional to measurement265

noise in low-frequency dynamics [10].

We denote by ŝ(θ,Yω) the optimal solution in the mCRE sense for given parameters and
measurements, which is defined as

∀ ω, ŝ(θ,Yω) = arg min
[−ω2M+iωD ]Uω+K (θ)Vω=Fω

e2
ω(s, θ,Yω) (9)

Introducing Lagrange multipliers Λ̂ω and an augmented cost function, it is easy to show that
this constrained minimization problem is equivalent to the solution of the following linear
system:

A

{
Λ̂ω

Ûω

}
= b with



Λ̂ω = Ûω − V̂ω

A =

[
[K (θ) + iωD − ω2M ]

H r
1−rΠ

HGyΠ

−KH(θ) [K (θ) + iωD − ω2M ]

]
b =

{
r

1−rΠ
HGyYω

Fω

} (10)

whose size can be drastically reduced using projection on a reduced basis (e.g. truncated
modal basis enriched with Krylov vectors) [21].

3. The Modified Dual Kalman Filter (MDKF)

As previously mentioned in Section 2.1, nonlinear KFs are relevant tools for updating on-270

the-fly the numerical models of dynamical (and evolutive) systems. They permit to track and
identify accurately structural parameters from sparse and noisy measurements. Although
recent works have presented adaptive techniques for automating their choice [54, 55, 61], the
calibration of the covariance error matrices still remains a difficult task as the miscalibration
of matrices Qx , Qθ, R may lead to irrelevant results. The lack of robustness of KFs with275

respect to measurement noise can limit their performance as well. In this contribution,
with the aim of overcoming these inherent limitations, a new algorithm for sequential data
assimilation in low-frequency dynamics is proposed - the Modified Dual Kalman Filter -
whose formulation and algorithmic details are discussed in the remainder of this section.
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3.1. MDKF formulation: change of metrics in the observation equation280

Although the common definition of a projection matrix as observer seems rather intu-
itive since sensors directly collect measurements to be compared to model predictions, the
choice of the observation metric (and thus the way measurements are processed) can be
reconsidered for enhanced robustness with respect to measurement noise. In that sense, the
developments initiated in [60] differ from the classical nonlinear KF framework for parameter285

estimation as the metric space of the observer is no longer the typical L2-norm guaranteeing
the convergence of state estimates towards measurements.

From the dual KF, one can choose to replace the dual observation operator (classically
being a state prediction Kalman filter) with another functional able to quantify the closeness
between model predictions and assimilated measurements. In this contribution, relying on
advances that have been performed in the tailoring of mCRE to low-frequency dynamics
[10], the proposed modified Dual Kalman Filter (MDKF) derives the mCRE as new observer
operator in a dual Kalman filter framework. Practically, in a similar manner as one would
compute optimal parameters minimizing the functional J from (8), the observation equation
of the MDKF will reinvest the mCRE gradient ∇J in order to guarantee the stationarity of
the cost function. Please note that no additional numerical error is made with the call to the
mCRE gradient as its analytical expression can be explicitly derived from the constrained
minimization problem (10) (see e.g. [25] for complementary details). The MDKF dynamical
system thus reads: {

θk+1 = θk + wθ,k

0 = ∇θJ (θk,Yk) + vk
(11)

This new framework thus differs from classical KFs as measurements are indirectly com-
pared with model predictions through the mCRE functional. Parameter estimates are then
sought as minimizers of the mCRE (according to current measurements). The doubt put on290

the mCRE gradient (with the classical observation noise v) then quantifies the authorized
proximity of estimates to the optimal set of parameters that minimizes the mCRE at each
time step.

3.2. Technical details about MDKF - Calibration guidelines

The coupling between mCRE and dual Kalman filtering avoids the calibration of pro-295

cess and measurement covariance matrices for state estimation as the state predictions are
directly built and processed within the mCRE framework. However, some influential (and
tunable) parameters still need to be defined, either following engineering judgement or using
automated procedures. These parameters are gathered in Tab. 2. Besides, the MDKF
raises several issues regarding:300

� the time-frequency domains nested interaction when mixing sequential data assimila-
tion (in time) and mCRE (written in the frequency domain) properly;

� the robustness of the methodology and the calibration of internal parameters. General
guidelines must be given on how to adapt the enhanced tools from [10] to a data
assimilation framework (namely how to tune r and z(ω)) and how to choose process305

and measurement noise covariance matrices (Qθ, R);
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� numerical performance and real-time prospects.

These aspects will be discussed in the remainder of this section. An overview of the complete
MDKF algorithm is also given (see Alg. 2).

Data assimilation mCRE functional

• Parameter covariance error matrix Qθ • Confidence into measurements coefficient r
• Observer covariance error matrix R • Frequency weighting function z
• Data assimilation time steps {tk} • Frequency bandwidth Dω and its sampling

Table 2: Listing of the influential parameters related to the MDKF algorithm.

3.2.1. Sliding window technique310

The fact that the mCRE operates in the frequency domain implies that a dedicated
effort must be made to define how measurements are assimilated by the mCRE functional.
Indeed, compared to classical KF approaches, updating parameters for all new data points
does not seem relevant as the observer operates on data in the frequency domain. A sliding
window technique, whose principle is illustrated in Fig. 2, is thus proposed for handling315

the time-frequency nested interaction.

The key idea of the sliding window technique proposed here is to process the most recent
data block that (partially) includes new assimilated data in order to characterize changes
in the measurements frequency content. The design of the sliding window is crucial as
it determines the tracking capabilities of MDKF and how fast the changes in structural320

parameters can be captured. This is especially decisive in cases where abrupt stiffness
degrations due to damage may occur.

The design of the sliding window must be done in accordance with the measurements
acquisition sampling frequency fs and the mCRE frequency bandwidth Dω discretized with
a frequency step ∆f . The latter must be carefully chosen to correctly capture the frequency
content associated to the sollicitated eigenmodes. A common engineering judgement one can
recommend is to choose ∆f such that the narrowest resonant peak is described by a least
three points; considering the 3dB cut-off frequency a simple rule of thumb for the choice
of ∆f is 3∆f ≈ mini(ξifi), with (ξi, fi) the damping ratio and eigenfrequency of mode i.
In the upcoming earthquake-engineering applications, with typical 5% damping ratio values
and 2-5 Hz first eigenfrequency values, ∆f is chosen within [0.1 Hz; 0.5 Hz]. Therefore, in
order to process accurate Fourier transforms in the mCRE framework, the number of data
points N in the projection window must verify:

N >
fs

∆f
(12)

In order to react efficiently to abrupt changes, one should avoid to average the information
provided by the newly assimilated data with former measurements. N is thus chosen as
the smallest integer satisfying the above inequation. Note that zeropadding can permit to325

reduce N without decreasing much the FFT accuracy, but it should not be used abusively.
Besides, the shape of the window must be carefully chosen due to FFT apodization issues.
In the following, Blackman windows are used, as illustrated in Fig. 2.
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Algorithm 2: Modified Dual Kalman Filter.

Initialization:
• Sliding window, data assimilation time steps {tk}
• mCRE tuning parameters: Dω, r, z(ω) and reduced basis
• Initial statistics on parameters: mean θ̂0 and covariance Pθ

0

• Noise process and measurements covariance matrices: Qθ, R
• Sigma-points weights {Wm

i ,Wc
i }2Li=0 with L = dim(θ̂0)

for k = 0 :∞ do

1) Unscented Transform

Augmented state to include noise parameters:

θ̂ak =
[
θ̂Tk wT

θ,k vTk
]T

; P θ,ak = diag(Pθ
k , Qθ, R) ;

Computation of sigma-points:

X ak =

[
θ̂ak . . . θ̂ak +

√
L+ λ

[
P θ,ak

]1/2

j
. . . . . . θ̂ak −

√
L+ λ

[
P θ,ak

]1/2

j
. . .

]
2) Prediction step

Direct propagation of the sigma-points through the state update equation:
X i,θk+1|k = X i,θk + X i,wk ∀i ∈ J0; 2LK ;

Computation of a priori mean and covariance:

θ̂k+1|k =
2L∑
i=0

Wm
i X

i,θ
k+1|k ;P θk+1|k =

2L∑
i=0

Wc
i

(
X i,θk+1|k − θ̂k+1|k

)(
X i,θk+1|k − θ̂k+1|k

)T
;

3) Processing new data in the frequency domain

Extraction of the new data block with the sliding window: yk(t)
Fast Fourier transform for mCRE analysis: Yk(ω) ∀ω ∈ Dω

Possible option: update the frequency weighting function z(ω)

4) Correction step

Propagation of the sigma-points through the mCRE functional:

Y ik+1|k = ∇θJ (X i,θk+1|k,Yk) + X i,vk ∀i ∈ J0; 2LK ;

ŷk+1|k =

2L∑
i=0

Wm
i Y ik+1|k ; P yyk+1|k =

2L∑
i=0

Wc
i

(
Y ik+1|k − ŷk+1|k

)(
Y ik+1|k − ŷk+1|k

)T
;

P θyk+1|k =
2L∑
i=0

Wc
i

(
X i,θk+1|k − θ̂k+1|k

)(
Y ik+1|k − ŷk+1|k

)T
;

Correct predictions to compute a posteriori statistics:

Kk = P θyk+1|k(P
yy
k+1|k)

−1 ;

θ̂k+1 = θ̂k+1|k −Kkŷk+1|k ;

Pθ
k+1 = Pθ

k+1|k −KkP
yy
k+1|kK

T
k ;

end

Result: Successive estimates of the parameter vector statistics (θ̂k,P
θ
k )
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To track at best sudden structural changes, overlapping between windows can also be
authorized as long as the Markov process assumption from the KF remains valid. The330

overlapping rate between two consecutive windows α defines the amount of new assimilated
data at each time step. Using α-overlapped windows thus implies that the last (1 − α)N
data points are new.

Finally, please note that the sliding window also fully conditions the real-time prospects
of the MDKF algorithm to the extent that one considers data is assimilated in real-time if335

the necessary CPU time per iteration is lower than the time between two consecutive data
assimilation time steps. Therefore, a compromise has to be found with the overlapping rate
α to allow MDKF to perform in real-time and to react fast enough to damage occurrences.
A dedicated study in Section 4.1.4 shows the paramount effect of the overlapping rate for
accurate real-time identification and confirms that α must be chosen as high as possible and340

is limited by real-time computational constraints.

Figure 2: Illustration of the sliding window technique for progressive assimilation of data to be processed
in the frequency domain by mCRE. A coarse MDKF time scale is defined according to the overlapping rate

and the window slides from time step tk−1 to tk to assimilate new available data and identify frequency
content changes.

3.2.2. Calibration of MDKF tuning parameters

Contrary to offline model updating algorithms, the mCRE tuning parameters (r, z(ω))
cannot be computed using all the available data since the latter is progressively assimilated.
However, after a first training stage, it can be realistically assumed that r and z(ω) have345

been already computed from a low-level non-damaging random input using the automated
procedures given in [10] before performing data assimilation. Nevertheless, if the value
of r is not supposed to be modified during experiments (as it is essentially driven by the
measurements SNR), the initial frequency weighting function can become irrelevant if the
modal signature of the damaging specimen evolves. In case of important damage occurence,350

one can possibly update z(ω) if a strong change in the frequency content is observed, as
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noticed in Alg. 2.

The selection of filtering parameters, i.e. noise covariance matrices, can affect the perfor-
mance of the data assimilation process and may even result in a divergence of the algorithm
if not well calibrated. Here, some guidelines are given for choosing matrices Qθ and R (as-
sumed time-invariant). Dividing the state update equation of (11) by the data assimilation
time step ∆t, one can directly relate the value of Qθ with the expected possible variation of
parameters with time:

Qθ = E
[
wθ,kw

T
θ,k

]
≈ ∆t2 E

[(
∂θ

∂t

)(
∂θ

∂t

)T]
(13)

Therefore, assuming the data assimilation time step ∆t = (1 − α)N/fs to be given by
the sliding window technique presented previously, an engineering judgement regarding the
possible variability of parameters allows to give a relevant estimation of Qθ. Regarding the355

calibration of R, as mentioned above, the observation noise vk quantifies the tolerance one can
have on the expected stationarity of the mCRE gradient. In other words, it tempers the fact
that the mCRE may not be exactly minimized by θk considering the current measurements
Yk. Even if R = 0 is the idealistic case, a small non-zero value of R is used to improve filter
convergence as it limits the spurious influence of time steps where data does not store much360

relevant information for model updating purposes. Typical convenient values of R are given
in the following applications.

3.2.3. Computational considerations and real-time prospects

The analysis of Alg. 2 emphasizes the most time-consuming steps of the algorithm
(colored in gray), namely the frequency domain data preprocessing and the computation365

of the mCRE for each set of sigma-points and frequency of Dω. Even if the call to Fast
Fourier Transforms is unavoidable, the computation of the mCRE value for all sigma-points
per iteration can be drastically shortened using

(i) reduced basis in order to reduce the size of the system (10) from 2nx to 2nr, nx being
the number of dofs and nr the number of modes stored in the reduced basis. A sufficient370

number of modes must be considered to cover the frequency range of interest, which
is included within the interval [0 Hz; 50 Hz] for most earthquake engineering problems.
Therefore, nr & 20 is a reasonable choice for the particular case study analyzed here;

(ii) parallelization techniques: the parallel implementation proposed in [45] can be rein-
vested to overcome the computational burden of UKF (whose CPU time increases375

significantly with the dimension of the parameter vector to update), and the compu-
tation of {e2

ω}ω∈Dω for the mCRE evaluation can also be distributed.

Doing so, the data processing and correction steps of Alg. 2 can be performed efficiently
from a numerical viewpoint, allowing for real-time prospects whatever the initial size of the
FE model to update. Finally, please note that data is considered assimilated in real-time380

if the required CPU time per assimilation time step is lower than the time between two
consecutive data assimilation time steps. The real-time limitation is thus not related to the
sampling acquisition frequency, but to the MDKF time scale defined by the overlapping rate
between consecutive sliding windows (Fig. 2).
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4. Numerical applications385

In this section, numerical results are presented and discussed to assess MDKF perfor-
mance for on-the-fly model updating applications. The stiffness parameters of an academic
plane frame model are first corrected based on low-SNR measurements obtained from ran-
dom ground motion input. This application enables to validate the whole procedure and the
robustness of the methodology with respect to known measurement noise level by comparison
with a classical UKF approach. Afterwards, the SMART2013 shaking-table test campaign
database is processed for correcting the associated FE model borrowed from [9]. The quality
of the proposed corrections will be assessed by comparing the observed eigenfrequency drop
with former data-driven subspace-based experimental identification results [8] and previous
mCRE-based model updating results [10]. In both applications, the updated stiffness FE
matrix is decomposed in nθ non-overlapping subdomains and parametrized as follows:

K (θ) =

nθ∑
i=1

θi
θ0,i

K0,i with K (θ0) =

nθ∑
i=1

K0,i (14)

The list of reference MDKF tuning parameters used to obtain the forthcoming results is
stored in Tab. 3. These values are implicitly used in the following if not specified.

MDKF framework Reference value

Data sampling frequency fs = 1000 Hz
Overlapping rate for Blackman windows α = 90%
mCRE frequency interval Dω = [1 Hz; 20 Hz]
mCRE frequency sampling step ∆f = 0.1 Hz
Amount of new data per window (1− α)/∆f = 0.1 s
Covariance on parameter state Qθ = 10−4I
Covariance on mCRE R = 10−8

Initial covariance on parameters Pθ
0 = 0.05I

Table 3: Reference setting parameters of the MDKF for the considered applications. I denotes the
identity matrix of appropriate dimension.

4.1. Application #1: Academic plane frame submitted to random ground acceleration loading

4.1.1. Description of the problem

We first intend to validate MDKF for parameter estimation from sparse measurements390

with a typical earthquake engineering academic example. Let us consider the plane frame
structure shown in Fig. 3, whose stiffness distribution is assumed unknown. This struc-
ture is clamped to a rigid moving support (e.g. a shaking-table) and submitted to a 120 s
random low-PGA (0.1g) bi-axial ground motion input. The reference stiffness field presents
a defect that progressively appears in the wall W10 while the initial guess does not per-395

fectly correspond to the healthy reference configuration (10% underestimation). The FE
model is made of elastic beam elements and built with the CEA FE simulation software
Cast3M©. An intuitive wall/slab decomposition of the frame is chosen: 6 subdomains are
defined {W10, W11, W20, W21, F10, F20} (see Fig. 3). The stiffness model to update
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on-the-fly is then made of nθ = 6 parameters. The objective of this academic example is400

to assess the MDKF ability to recover the expected parameters from simulated acceleration
measurements acquired by discrete sensors scattered over the structure (yellow dots in Fig.
3), with particular attention paid to the capability of identifying evolutive parameters.

(a) Subdomains labelling and sensors location. (b) W10 reference stiffness parameter evolution.

Figure 3: Two-story plane frame with sensors location (yellow dots) and subdomains. The progressive
damage of wall W10 is marked in orange.

In order to assess the robustness of the methodology with respect to measurement noise, a
white noise of known standard deviation is added to the synthetic measurements. The noise
level δ (in %) is then defined according to the magnitude of the input ground acceleration
Üd such that noisy synthetic acceleration data is obtained as follows:

ÿnoisy(t) = ÿ(t) + δ std
(
Üd(t)

)
η(t) (15)

where η(t) is a random Gaussian vector of zero mean and unitary standard deviation.

4.1.2. MDKF reference data assimilation results405

The MDKF algorithm is first assessed using (idealistic) non-noisy acceleration measure-
ments (i.e., δ = 0). Stiffness parameters are correctly updated, as shown in Fig. 4 where

the Gaussian probability density functions (pdfs) π(θ̂k|y0:k) of the (assumed unknown) pa-
rameters are successively plotted at each data assimilation time step. The close correlation
of the pdfs with the reference parameter values as well as the tightness of confidence inter-410

vals illustrate the relevance of MDKF for on-the-fly model updating. Besides, even though
the first time step is longer as not enough data has been assimilated to perform accurate
FFTs (10 s-long sliding window), the short time response in the first iterations emphasizes
that all parameters are quickly and correctly identified. Moreover, the decay of the W10
parameter is well monitored by the algorithm, with an unevitable slight delay due to the use415

of the sliding window. This is certainly the main drawback of the proposed approach. Note
also that the update of the time-evolutive W10 parameter does not lead the algorithm to
erroneous local minima. Finally, one can notice that lower-story parameters (associated to
subdomains W10, W20, F10 having higher energetic participation) are estimated with more
confidence by the MDKF. Indeed, the comparison of pdfs width shows that more doubt420

remains in the identified values of subdomains W11, W21 and F20 as they are less sensitive
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to the model updating problem. However, the estimated means remain close to the reference
values, which highlights how MDKF can explicitly provide relevant information regarding
(relative) uncertainties of estimates.

Figure 4: MDKF data assimilation results of the frame FE model from non-noisy measurements
(δ = 0%, r = 0.1). Probability density functions are plotted for each stiffness parameter with expected

values to identify.

4.1.3. MDKF enhanced robustness with respect to measurement noise425

For real-life realistic applications, the stability and robustness of the MDKF with respect
to measurement noise must be addressed. In Fig. 5, low-SNR measurements (with δ = 20%)
are successfully assimilated. As measurement noise disturbs the data assimilation process,
the credible interval identified for all parameters becomes larger. Besides, the mean estimates
θ̂k are also oscillating around the expected value due to the fact that noise directly impacts the430

convexity of the mCRE functional. The difference in terms of sensitivity between subdomains
(W10, W20, F10) and (W11, W21, F20) is even more significant.

Due to the fact that the MDKF benefits from mCRE properties, the data assimilation
algorithm shows a different behaviour compared to classical nonlinear KFs with respect
to measurement noise. Indeed, as mCRE tuning parameters are automatically adapted435

to measurement SNR, the MDKF algorithm directly takes into account the reliability of
available data through the mCRE observer. In particular, the estimated means of parameters
tend to (slowly) oscillate around the target values rather than being systematically biased
(no offset) and increasing the noise level does not affect the reactivity of MDKF to quickly
correct the initial model guess bias (observed by comparison of Fig. 4 and 5).440

4.1.4. Impact of the sliding window design

As mentioned in Section 3.2.1, the design of the sliding window must be made with
caution so as to guarantee a compromise between real-time computational constraints and
reactivity to detect defects accurately. In Fig. 6, we show the necessity to correctly calibrate
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Figure 5: MDKF data assimilation results of the frame FE model from noisy measurements
(δ = 20%, r = 0.01). Probability density functions are plotted for each stiffness parameter with expected

values to identify.

the overlapping rate between consecutive windows α when trying to track a local sudden445

stiffness change appearing in W10 subdomain. Low values let a lot of remaining CPU time
available between iterations (to perform post-processing operations) but are not reactive
enough to follow sudden stiffness changes whereas high values do not enable MDKF to
perform in real-time. The α = 90% value defined in 3 appears to be a good compromise
between accurate parameter tracking and real-time CPU constraints.450

Finally, one can again observe the slight delay due to the use of the sliding window, which
is unevitable and due to the time-frequency domains nested interaction through the mCRE
functional: in order to guarantee accurate frequency content to be processed by the mCRE,
the number of time points N cannot be restrained to the new assimilated measurement alone.
Although this is probably the main limit of the method, we expect it not to impact much the455

additional post-processing operations. The computational burden of the latter could also be
of valuable help to calibrate α at best.

4.1.5. Comparison between MDKF and standard UKF

One could even legitimately question the interest of MDKF in comparison with the
classical data assimilation methods mentioned in Section 1 and 2. Although it is well known460

that nonlinear KFs can loss accuracy with high noise levels [49], a dedicated comparison in the
current case study with joint UKF (implemented according to Alg. 1) has been performed.
Key results are shown in Fig. 7 for the tracking of the W10 (evolutive) stiffness parameter.
One can first observe that the mean value identified using the classical joint UKF (JUKF) is
much more oscillating than the one provided by the MDKF. Besides, JUKF estimates hardly465

correspond to the expected value after t = 60 s, showing here the limitations of classical
approaches to recover damage parameters from acceleration measurements using explicit
time integration schemes as model operator. As a consequence, the width of credible intervals
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(a) α = 0%
Remaining time between data assimilation steps: 9.83 s

(b) α = 50%
Remaining time between data assimilation steps: 4.83 s

(c) α = 90%
Remaining time between data assimilation steps: 0.83 s

(d) α = 99%
Data assimilation steps are too long of 0.08 s

Figure 6: Impact of the overlapping rate between consecutive sliding windows to track sudden stiffness
changes accurately.

shows the lack of confidence in the estimates provided by JUKF. On the contrary, MDKF
parameter estimates are much more stable in time, whatever the noise level δ. Another470

important remark relates to the calibration of the JUKF tuning parameters, which is a
complex task without any a priori idea about the intrinsic relevance of both model and
measurements. In particular, the compromise between Qx , Qθ and R is a sensitive user-made
manipulation that strongly conditions the quality of JUKF estimates. Finally, whether for
joint or dual UKF, the amount of sigma-points to be propagated at each data assimilation475

time step is a major limitation considering real-time applications prospects (justifying that
recent works involve reduced order modeling techniques). As a reminder, note that these
two limitations are circumvented by the MDKF algorithm.

4.1.6. Calibration of MDKF tuning parameters and real-time prospects

As the calibration of classical KFs covariance error matrices strongly impacts parameter
estimates, a complete study regarding the influence of internal parameters of MDKF that
may affect its performance must be done. As the reference parameters θ?(t) are known in
this academic example, an overall performance indicator, denoted ε, can be defined:

ε =
‖θ?(t)− θ̂(t)‖2

L2

‖θ?(t)‖2
L2

with ‖�‖2
L2
,
∫ T

0

�2 dt (16)
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(a) JUKF - δ = 0%, Qx = 10−8I,Qθ = 10−7I, R = 10−2I (b) MDKF - δ = 0%, r = 0.5

(c) JUKF - δ = 20%, Qx = 10−8I,Qθ = 10−7I, R = 10−2I (d) MDKF - δ = 20%, r = 0.001

Figure 7: Comparison of JUKF and MDKF for the identification of the W10 stiffness parameter from
acceleration measurements. Credible intervals are defined at ±3σθ.

where T is the duration of the test. The computation of this performance indicator allows480

to carry out a sensitivity analysis on the key parameters of the MDKF algorithm, namely
Qθ, R and r, whose results are presented in Fig. 8.

(a) log(ε) as function of Qθ and R (b) log(ε) as function of Qθ and r

Figure 8: Impact of tuning parameters Qθ, R and r on the performance of MDKF from noisy
measurements (δ = 10%).
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Even if this analysis is computationally expensive and not possible in realistic applications
(only because reference parameters are not always known), several remarks can be made:

(i) there exists a set of optimal parameters that minimize the error between the estimated485

mean and reference parameters (for a given dataset);

(ii) sub-optimal choices for Qθ, R, r (i.e. values close to the optimum) are yet leading to
correct and acceptable results. Indeed, there is no need to select the optimum value
among Qθ, R, r to get satisfying results. For instance, observing Fig. 8.a, Qθ can be
merely adjusted between 10−4 and 10−2 and MDKF will still provide accurate results.490

Actually for this example, any couple (Qθ, R, r) that verifies log ε < −4.5 is convenient.
These results suggest that the general guidelines provided in Section 3.2.2 are sufficient
to calibrate tuning parameters correctly;

(iii) the optimal values provided by the plots of Fig. 8 do not take into account the width
of credible intervals, which is of major importance if the complete parameter statistics495

are post-processed.

Finally, note that the overlapping rate α is also of major importance as it defines how
data is progressively assimilated. As mentioned above, its value fully conditions the real-
time prospects of MDKF as data is considered assimilated in real-time if the required CPU
time per iteration is lower than the time between two consecutive data assimilation time500

steps. Numerical tests have shown that α > 80% was a convenient compromise between
accuracy and computational time. Indeed, the projection of (10) using small-size truncated
modal basis and the parallelization of numerical operations of sigma-points allow a large
computational speed-up whatever the size of the considered FE model. Doing so, the re-
sults presented above have been obtained processing measurements faster than they were505

assimilated. With an overlapping rate α = 90%, 1 s-overlapped windows were assimilated
in less than 0.2 s using a personal laptop (Dell Latitude 7310 - 8Go RAM - Intel i5 1.70
GHz processor). The computational burden carried by the numerous calls to mCRE is thus
considerably reduced. Considering realistic applications, the remaining available CPU time
could be exploited to update mCRE tuning parameters (in particular z(ω)) or to communi-510

cate with the experimental system in order to adapt control laws in a DDDAS context (see
Fig. 1).

4.2. Application #2: On-the-fly correction of the SMART2013 RC model from acceleration
time histories

4.2.1. Presentation of the benchmark515

In order to assess the vulnerability of reinforced concrete (RC) structures subjected to
torsional effects during seismic ground motions, the SMART2013 experimental test campaign
was conducted in the CEA/TAMARIS facility at the end of 2013. A three-story 1/4 reduced-
scale trapezoidal RC specimen clamped on the six dofs Azalee shaking-table has been
subjected to a sequence of gradually damaging seismic tests (Fig. 9). Equipped with520

eight 1000kN maximum capacity hydraulic MTS actuators, the Azalee shaking-table can
reproduce complex seismic motions (six independent movements: three rotations and three
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translations) on large scale specimens. The test sequence consisted in an alternation of bi-
axial gradually damaging seismic inputs of increasing level and of random ground motions
with low acceleration level chosen such that the first eigenmodes of the experimental system525

are excited but without adding further damage to the RC specimen. A brief recap of the
SMART2013 test campaign is given in Tab. 4.

The specimen was instrumented with more than 200 sensors including 64 capacitive
accelerometers of ±10 g range scattered over the RC specimen. 48 out of these latter (pointed
on Fig. 9 by orange circles) have been used as experimental reference for correcting the530

FE model, whose mesh is also displayed in Fig. 9. More precisely, accelerations were
recorded at the corners of the trapezoid on each story (including soleplate level), while
vertical accelerations were measured in-between the masses at floor levels. Measurements
were acquired at a sample frequency of 1000 Hz and filtered with 400 Hz cut-off frequency
anti-aliasing filters. A typical ±0.003 g white noise level was observed on the accelerometers.535

The displacements and accelerations of the eight hydraulic rods of the Azalee shaking-table
were also measured, providing complete and redundant access to the input imposed on the
specimen.

The reference FE model has been developed in the Cast3M© FE framework using multi-
layered shell and Timoshenko multi-fiber beam elements (see Fig. 9); it is fully described540

in [9]. The call to a model updating procedure makes sense when observing the strong
gaps between the predicted and the experimental eigenfrequencies (see Tab. 5). This FE
model has already been used in [10] for model updating purposes, making thus a relevant
reference point for assessing how the MDKF can process actual measurements on-the-fly.
For additional details about the SMART2013 benchmark, the interested reader is referred545

to [8, 9].

Figure 9: The SMART2013 specimen anchored to the Azalee shaking-table and the associated FE
model, where orange circles indicate the location of accelerometers used for the on-the-fly model updating

strategy.

4.2.2. Applicability of MDKF to the online correction of the SMART2013 model

The non-damaging low-PGA tests allow to iteratively adapt the linear control laws ac-
cording to the observed eigenfrequency drop. However, when the specimen response becomes
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Phase 1: SMART2008 inputs - PGA(x, y) = (0.2g, 0.2g) δ [%]

Run #6 Broad-band bi-axial signal (x+y) 0.02g RMS 22.6
Run #7 Seismic signal - 50% -
Run #8 Broad-band bi-axial signal (x+y) 0.02g RMS 29.0
Run #9 Seismic signal - 100% -

Phase 2: Northridge main shock signal - PGA(x, y) = (1.78g, 0.99g)

Run #10 Broad-band bi-axial signal (x+y) 0.02g RMS 23.8
Run #11 Seismic signal - 11% -
Run #12 Broad-band bi-axial signal (x+y) 0.02g RMS 31.1
Run #13 Seismic signal - 22% -
Run #14 Broad-band bi-axial signal (x+y) 0.02g RMS 26.1
Run #15 Seismic signal - 22% -
Run #16 Broad-band bi-axial signal (x+y) 0.02g RMS 28.5
Run #17 Seismic signal - 44% -
Run #18 Broad-band bi-axial signal (x+y) 0.02g RMS 28.0
Run #19 Seismic signal - 100% -

Phase 3: Northridge after-shock signal - PGA(x, y) = (0.37g, 0.31g)

Run #20 Broad-band bi-axial signal (x+y) 0.02g RMS 20.1
Run #21 Seismic signal 33% -
Run #22 Broad-band bi-axial signal (x+y) 0.02g RMS 26.0
Run #23 Seismic signal 100% -
Run #24 Broad-band bi-axial signal (x+y) 0.02g RMS 22.5

Table 4: Synthesis of the SMART2013 shaking-table tests and SNR δ for the low-PGA random tests.

Mode Experimental Initial model
number eigenfrequencies [Hz] Frequency [Hz] Error [%]

1 6.28 9.10 44.8
2 9.22 15.72 70.5
3 17.6 31.77 80.5

Table 5: SMART2013 - Comparison of the first eigenfrequencies and relative errors between the
experimental reference [8] and the initial FE model.

strongly nonlinear (due to damage) within a seismic test, the control strategy fails to keep550

the input stable: it has been the case for Run #13 where the end of the run became un-
stable after important damage occured at the bottom of the specimen (see Fig. 10). To
avoid such issues, the control strategy must integrate a tool allowing for online monitoring
of eigenfrequencies.

One should first notice that classical KFs fail at properly tracking eigenfrequencies: we555

applied a classical UKF algorithm with the above-described FE model projected on a trun-
cated modal basis made of the first 100 eigenmodes of the cantilevered specimen (in order
to be competitive enough in terms of CPU time). Unfortunately, despite all attempts to
calibrate covariance matrices properly, the algorithm systematically diverged (negative stiff-
ness parameter estimates). This can be explained by the fact that the model to update is560

too stiff to properly describe the observed state of the structure (see Table 5). Contrary to
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classical KFs, mechanical fields are not explicitly integrated in the MDKF as only the mCRE
gradient value is exploited in the correction step of the algorithm. This allows MDKF to still
be relevant in cases where classical KFs fail at identifying parameters due to strong model
discrepancies.565

In order to assess the relevance of the proposed methodology in this context, the MDKF
algorithm is carried out on the complete SMART2013 database and post-processing CPU-
time inspection shall allow us to conclude on the suitability of the approach for further online
applications. Practically:

� a precalibration test (based on run #6 data) allows to estimate relevant values for570

mCRE tuning parameters r = 0.01 and z(ω). As for the previous case, covariance
error matrices are set to Qθ = 10−4I, R = 10−8.

� the measurements of all runs are gathered into a single data block, meaning the cam-
paign from Run #6 to #24 is processed at once. The frequency weighting function is
updated after each low-PGA-input block as new ergodic data is available for computing575

z(ω) as explained in [10].

� once parameter statistics {θ̂k,P θ
k} are provided, a low-cost post-processing step consists

in propagating parameters uncertainties to relevant quantities of interest, namely the
first (sollicitated) eigenfrequencies. The suitability of MDKF for adaptive control law
design can then be judged from eigenfrequencies mean values and associated credible580

intervals. Of course, the question of the definition of the FE model parametrization is
a problem of its own that also directly impacts the performance of the algorithm. This
point will not be addressed in the remainder of this section for the sake of conciseness,
but a full discussion with application to the SMART2013 case is available in [10].

Figure 10: SMART2013 Run #13 - shaking-table input measurement becoming unstable due to damage
occurence at the bottom of the specimen.

Data assimilation results obtained after processing the complete SMART2013 database585

are given in Fig. 11 - 12 - 13. Several remarks can be made regarding:

� MDKF suitability for DDDAS and adaptive control law design
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Using the dedicated strategies for enhanced numerical performance explained in Section
3.2.3 allows to process data faster than they are assimilated as 0.5 s-overlapped data
windows are assimilated in less than 0.3 s on a personal laptop (Dell Latitude 7310 -590

8Go RAM - Intel i5 1.70 GHz processor). Here again, the computational burden carried
by the numerous calls to mCRE is thus considerably reduced, the most time-consuming
operation being the frequency domain data preprocessing step.

Beyond the possibility to track the evolution of eigenfrequencies in real-time, the
MDKF is particularly able to process strongly nonlinear runs, where a posteriori model595

updating methods are unable to provide any result without data preprocessing (see the
focus on the run #13 in Fig. 13). The information provided by MDKF could then
be valuable for avoiding unstable testings in a complete DDDAS framework. This will
be the topic of forthcoming research work.

Finally, let us remark that the call for reduced basis when computing the mCRE600

permits an important computational speed-up, whatever the initial complexity of the
FE model to update. This feature suggests that MDKF (and mCRE in general) could
be applied to a wide range of online model updating problems.

� The applicability of MDKF to online structural monitoring

The proposed data assimilation algorithm is able to update the general stiffness param-605

eter of a linear FE model in order to track the structural state of a specimen subjected
to complex nonlinear phenomena. The new MDKF algorithm has been able to assim-
ilate data in real-time (regarding CPU-time, according to the above definition) and
provided parameter estimates that allow (after post-processing) to observe the eigen-
frequency drop that was reported after the experimental campaign [9]. In particular,610

two stages in the test campaign where the modal signature remains globally constant
have been well recovered: runs #6 to #12 (phase 1: SMART2008 inputs), and #20 to
#24 (phase 3: after-shock analysis).

Besides, the similarities between MDKF estimates and (i) former results from stochastic
subspace identification [8] and (ii) former mCRE-based model updating [10] confirm615

the relevance of parameter estimates provided by MDKF (see Fig. 11-12).

Unfortunately for the SMART2013 case, even if a large number of sensors are scattered
over the specimen (48 data acquisitions channels), the experimental information they
bring is not rich enough to locally quantify the damage state of the specimen, which is a
critical issue for SHM perspectives. Although the processed database can be considered620

rich, the initial gap between the updated model and the highly-noisy (η > 20%) data
collected from the experimental campaign do not allow us to perform realistic SHM in
this application. However, please note that even when performing offline mCRE-based
and least-square-based model updating from the SMART2013 database, we have not
been able to identify more than one global stiffness parameter in [10]. Therefore, we625

must point out that the SMART2013 database itself seems hardly exploitable for dam-
age detection problems and SHM, which cannot allow us to draw proper conclusions
about the applicability of MDKF for SHM in this specific context.
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� The intrinsic quality of the updated model

Here, contrary to the plane frame problem where nθ = 6 parameters were updated at630

once, the FE model has only been parametrized with one global stiffness parameter.
Indeed, although this simplistic parametrization choice is enough for control prospects,
it is certain that the corrections of the FE stiffness matrix proposed herein may lack of
relevance for local damage detection purposes. Let us recall that the noise level always
exceeds 20% (see Tab. 4), which makes the identification of stiffness parameters tough.635

The same issue has been raised in [10] when performing offline model updating from
the SMART2013 database using mCRE and total least-square functionals.

If measurements were less noisy and sensors more focalized on the bottom of the spec-
imen (which has been shown to be the more sensitive area for stiffness parameters of
cantilevered structures in [10]), we are convinced that more parameters would have640

been identified, whether in offline or online model updating contexts. This issue is a
current subject of extensive research: we are investigating the limitations and capa-
bilities of mCRE and MDKF for SHM, in particular regarding the sensor placement
strategy and the information that can be extracted from several types of measure-
ments (displacement, acceleration, strain, optic fiber measurements). Regarding the645

SMART2013 FE model itself, the anchorage boundary conditions that fully cantilever
the specimen to the shaking-table should be questioned. Indeed, an overestimation
of the anchorage stiffness (due to the combination of integrated shell elements and
volumic elements at the soleplate level) may lead to a globally too rigid FE model.

Figure 11: SMART2013 - Tracking of the three first eigenfrequencies using MDKF. Mean and credible
intervals are given, as well as former identification results using SSI techniques ([8] in colored bullets) and

offline mCRE-based model updating ([10] in colored circles) for comparison purposes.
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Figure 12: SMART2013 - Focus on the first eigenfrequency using MDKF. The shaking-table acceleration
recordings in the x-direction are given to relate inputs with structural state evolution.

Figure 13: SMART2013 - Focus on Run #13. Although the control strategy becomes unstable, MDKF
still identifies damage occurence and updates eigenfrequencies adequately.

5. Conclusions and prospects650

In this paper, a sequential data assimilation method for monitoring the state of structures
in low-frequency dynamics was proposed. A strategy for correcting on-the-fly FE stiffnesses
by exploiting at best a set of available measurements was discussed. This new approach
derives a Dual Kalman Filter framework in which the measurement update metric has been
changed using the modified Constitutive Relation Error functional (mCRE). This new online655

model updating algorithm, called Modified Dual Kalman Filter (MDKF), combines KF and
mCRE advantages as it proposes a sequential data assimilation with enhanced robustness
with respect to measurement noise.

Although intuitively constraining at the first sight because of the mCRE definition in the
frequency domain, the MDKF has shown relevant performance from synthetic and actual660

measurements, both in terms of accuracy and CPU time. Indeed, the comparison with
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classical UKF on an academic plane frame example illustrated the relevance of the MDKF
which is able to perform accurate and robust identification of stiffness properties in real-time,
whatever the complexity of the FE model under study. Then, the complete processing of
the SMART2013 experimental database highlighted (i) the ability of the MDKF for on-the-665

fly eigenfrequency tracking and (ii) the robustness of the algorithm to update a linear FE
model from sparse data involving many nonlinear phenomena. General guidelines were also
provided regarding the calibration of MDKF internal tuning parameters in order to avoid
conditioning the performance of the method to an expert-user’s judgment. Even though a full
automation of the MDKF algorithm is not obtained yet (and is currently investigated), the670

positive results obtained herein show the potential of this new sequential data assimilation
algorithm.

Consequently, the proposed MDKF seems to be a relevant tool to perform online stiffness
monitoring of structures submitted to low-frequency dynamics loading conditions. It could
also be involved in a DDDAS framework, such as the one that motivated this study since the675

mCRE-based tools for system identification are promising for quantifying stiffness loss (if
data is informative enough). Compared to the discrete eigenfrequency values obtained with
offline modal analysis, the estimates provided on-the-fly by MDKF are valuable assets for
control prospects. The next step will aim at closing the feedback loop to perform model-based
control (Fig. 1) by using at best the information provided by MDKF to improve shaking-680

table experiments for vulnerability assessment of civil engineering structures subjected to
seismic hazard. As mentioned above in the analysis of SMART2013 identification results, the
applicability of the MDKF to SHM must be addressed, particularly the question of damage
detection from sparse data. Current studies are conducted in that sense to properly bound
the capabilities of mCRE for damage detection in SHM applications. The mCRE-oriented685

optimal sensor placement problem also naturally raises. Finally, an issue not addressed in
this contribution deals with the optimal choice of the parameter space, which seems crucial
for an optimal identification, i.e. at low-cost both in terms of CPU time and compatibility
with available measurements. Coupling MDKF with adaptive parameter space description
may be an appropriate solution as the CRE, which is a local model quality indicator, is690

directly available from the mCRE computation requirements. It may lead to a sequential
data assimilation scheme where model parametrization is refined only if needed, allowing for
optimal identification at minimal cost.
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