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ABSTRACT Emerging nonvolatilememory technologies are attracting interest from the system design level
to implement alternatives to conventional von-Neumann computing architectures. In particular, the hafnium
oxide-based ferroelectric (FE) memory technology is fully CMOS-compatible and has already been used for
logic-in-memory architectures or compact ternary content addressable memory (TCAM) cells. These enable
the tight combination of different functionalities in the same circuit to reduce implementation area and energy
consumption. In this article, we propose a new hybrid memory circuit that combines TCAM and normal
memory capability: the Ternary Content addressable and MEMory (TC-MEM). A 1-bit TC-MEM circuit is
proposed and discussed in detail, both as a concept and through its implementation in a 28-nm ferroelectric
field-effect transistor (FeFET) technology.Measurement results demonstrate the circuit functionality.We also
discuss how to scale it to multibit circuits, as well as its use both as a TCAM and as a normal memory allowing
the implementation of reversible functions using one memory table instead of two memory tables, and in-
memory-computing concepts.

INDEX TERMS Ferroelectric field-effect transistor (FeFET), in-memory-computing (IMC), logic-in-
memory, memory, ternary content addressable memory (TCAM).

I. INTRODUCTION

IN-MEMORY-COMPUTING (IMC) [1] is a viable
approach to overcome limitations in current computing

architectures due to the von-Neumann bottleneck. It allows
computation to be performed directly inside the memory and
leads to drastic reductions in the number of data transfers
from the memory to the computing core. This improves
the energy efficiency of computing systems [2] since data
transfer is the most energy-consuming part of current com-
puting architectures. IMC targets a wide range of applications
such as hardware security, artificial intelligence (AI), image
filtering, and many others [3], [4].

Recently, research interest has increased in ternary
content-addressable memories (TCAMs) [5] due to opportu-
nities afforded by emerging nonvolatile technologies. Novel
compact circuit topologies for TCAM have been demon-
strated using resistive switching memory (RRAM) [6], [7],

magnetic memory (MRAM) [8], and CMOS-compatible
HfxZr1−xO2-based ferroelectric (FE) technologies [ferro-
electric random access memory (FeRAM) and ferroelectric
field-effect transistor (FeFET)] [9], [10]. Coupling emerging
nonvolatile technologies to TCAM functionality enables such
circuits to be used in new applications, such as IMC [11],
AI [12], [13], and edge computing [14]. Based on these new
circuits and more specifically on the TCAM design using
FeFET, few-shot learning and AI applications have been
proposed [15].

However, TCAM circuits based on emerging technolo-
gies can only be used as TCAM. For some applications,
it can be useful to have a memory that is reversible. In [16],
such a combination is implemented in a standard 28-nm
CMOS technology. Using FeFETs, such combinations have
been demonstrated in [17] and [18]. However, these papers
present a modification of the memory array that enables
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both memory and TCAM operations. The presented results
are based on HSPICE simulations using a predictive 45-nm
technology. In addition, they sacrifice half of the memory in
order to create dual functionalities. However, the combina-
tion of memory and TCAM inside the same circuit architec-
ture is very interesting from the application point of view.
In cryptography, for instance, some functions are used in
one direction for encryption and in the other for decryption.
In standard computing systems, the design of such functions
requires two address spaces in the memory. As a conse-
quence, combining TCAM and normal memory functions in
the same circuit saves both implementation area and energy
consumption. Such a circuit will not only be beneficial for
cryptographic implementations but for all reversible opera-
tions needed in computing systems, especially in the context
of energy-constrained edge computing for the Internet of
Things (IoT). For example, applications such as image fil-
tering, data compression, and edge AI (with the possibility of
rapidly estimating Hamming distances [15]) will also benefit
from the combination of both of these memory operations.

In this article, we introduce a new nonvolatile memory
element based on FeFETs that combine TCAM and standard
memory functionalities: the Ternary Content addressable and
MEMory (TC-MEM). First, general information on operation
with FeFET technology is presented in Section II. The design
of a 1-bit TC-MEM cell is proposed and discussed in detail in
Section III-A, and we show how to scale it to multibit cells in
Section III-B. The results are obtained from a test chip man-
ufactured in GLOBALFOUNDRIES 28-nm SLP technology.
The results presented along with the design aspects show that
the TC-MEM is able to combine both functionalities: TCAM
and normal memory operations. For the TCAM operation,
in addition to the full word search, the TC-MEM circuit
also provides a partial word search. The TC-MEM offers
the possibility to implement reversible functions, which can
be precomputed directly inside the memory but also IMC
functionalities. These different applications are discussed in
Section IV.

II. FeFET TECHNOLOGY OVERVIEW
A. FeFET BASICS
The FeFET is a device where an FE capacitor is connected
to the gate of a transistor. This can be done directly in the
gate-stack of the transistor to make a single integrated device
[front end of line (FEoL)] or with a metal connection [19]
from a separate [back end of line (BEoL)] ferroelectric capac-
itor. In this article, we used fully integrated FEoL FeFETs
(although the concepts can also be used in a BEoL approach),
i.e., an FE oxide layer is included in the gate-stack of the tran-
sistor, as presented in Fig. 1(a). Fig. 1(b) shows the symbol
used for the FeFET component in circuit designs presented in
this article. Example FeFET layouts used in the manufactured
test chip are presented in Section III. where FeFETs are
marked by a green square layer surrounding transistors.

Considering the circuit manufactured with 28-nm tech-
nology from GLOBALFOUNDRIES, we used the following

FIGURE 1. (a) Structure of the gate-stack for an FEoL FeFET.
(b) Symbol used to represent the FeFET in circuit schematics.

parameters for the sizes of the different transistors.
1) n-type FeFET→ W = 500 nm and L = 500 nm.
2) nMOS→ W = 80 nm and L = 36 nm.
3) pMOS→ W = 130 nm and L = 50 nm.

We choose to use such large FeFETs to ensure proper
functionality (in particular, reliable program/erase opera-
tions) [20] and provide a proof of concept of the TC-MEM
circuit of 1 and 2 bit. The type of FeFET used in this
article has already been extensively studied in the literature
[20]–[22]. A summary of its operation is given in the
following paragraph.

Depending on the polarization of the FE capacitor, the
threshold voltage of the transistor varies. In the down polar-
ization state (of the FE oxide layer), the FeFET will act
almost as a normal transistor. We refer to this behavior as the
low threshold voltage (LVT) state for the FeFET. In the up
polarization state, the FE capacitor will prevent the transistor
from switching from the OFF-state to the ON-state. We refer
to this behavior as the high threshold voltage (HVT) state for
the FeFET. To change the polarization of the FE capacitor,
a negative or positive voltage pulse high and long enough to
exceed the coercive electrical field of the FE layer has to be
applied at the gate of the FeFET.

B. FeFET WRITING SCHEME
In this article, we propose to create a FeFET-based circuit
that can be used as TCAM or as normal memory. To easily
read both values (0 and 1), it is necessary to achieve a clear
separation between the LVT and HVT states of the FeFET.
This separation is achieved by carefully choosing the writing
scheme of the FeFETs. To do so, it is crucial to characterize
how the threshold voltage of the FeFET varies with writing
pulses. We used single pulses with voltages from 2.25 to 5 V
and a duration from 0.1 to 15 µs.
The experimental results of this characterization are pre-

sented in Fig. 2, where the threshold voltage of a FeFET
is recorded for varying amplitudes and time duration of the
write pulse. It is worth noticing that an LVT (close to 0 V)
can be achieved with a write pulse voltage above 4 V and a
duration of 0.1 µs. However, it is safer to use longer writing
pulses to ensure that the polarization of the FeFET has been
correctly switched, as demonstrated in [21]. Consequently,
we choose to use a write amplitude of ±4 V and a time
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FIGURE 2. Variation of the threshold voltage of a FeFET
transistor according to the amplitude and the time duration of
the write pulse on the gate of the FeFET.

FIGURE 3. Single FeFET circuit used to plot the voltage
characteristic shown in Fig. 4.

duration of 10 µs. This implies that only the two strong
polarization states (HV and LVT) of the FeFETs are used,
avoiding the analog behavior used in [23]. Consequently,
even if a large FeFET is used to prove the concept of the
TC-MEM, it will be possible to scale down the cell dimension
without observing variability issues. Finally, we choose the
symmetric program/erase voltages to simplify programming
circuits even if Fig. 2 only shows the program case, and the
erase operation might behave slightly different.

With the electrical characteristics of the write pulses cho-
sen, it is now possible to define the writing scheme of the
FeFET.

1) A positive 4-V pulse during 10 µs will switch the
FeFET into its HVT state. This is equivalent to storing
a 0 inside the FeFET.

2) A negative 4-V pulse during 10 µs will switch the
FeFET into its LVT state. This is equivalent to storing
a 1 inside the FeFET.

With this writing scheme, the circuit presented in Fig. 3
is used to plot the output (drain) voltage characteristic of the
FeFET, as shown in Fig. 4. To generate this output voltage
characteristic for each polarization of the FeFET, we use the
following steps.

1) The FeFET is programmed or erased using our writing
scheme.

FIGURE 4. Voltage characteristic of the FeFET using +/−4-V
writing pulses during 10 µs.

FIGURE 5. Basic 1-bit circuits implementing (a) memory cell and
(b) TCAM.

2) The output Vd is precharged to Vdd (i.e., the pMOS
transistor is passing, and the nMOS is not passing).

3) Vp and Vn are set to Vdd .
4) A voltage ramp from 0 to 2 V is applied; Vg and Vd are

measured.

It is possible to see that, in theHVT state, the output voltage
of the FeFET remains high (i.e., at logical level 1) for the
entire gate voltage range (from 0.0 to 1.2 V). Conversely,
when the FeFET is in its LVT state, the output shows that
the FeFET acts as a conventional nMOS transistor, turning
on when Vg ≈ 0.4 V.

C. SINGLE-DEVICE PROGRAM/ERASE ENERGY
CONSUMPTION
Considering the design of the test chip, one row of the chip
contains different test structures, and it is difficult to extract
the exact energy consumption of a single FeFET transistor.
Furthermore, only N -type FeFETs are included in the circuit.
This led to a particular type of circuit design to limit the
energy consumption. Indeed, all test structures of the man-
ufactured test chip use a dynamic logic design style, such as
that presented in Fig. 3. Due to this design style, read energy
depends mainly on the output load capacitance such that the
measurement of the output current is not representative of a
real design.

Concerning program/erase power consumption, four
FeFETs are evaluated at the same time without the other test
structures when characterizing the test chip. Since we focus
on functionality and proof of concept rather than performance
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FIGURE 6. Schematic of the 1-bit TC-MEM cell.

in this article, we used large FeFETs such that the energy
consumption is significantly higher than it would be for
optimized circuits, such as presented in [17] and [18]. Indeed,
large capacitors are necessary to guarantee reliable switching,
but the capacitor size is directly linked to the FET size in the
FEoL approach: this is one shortcoming of the FEoL FeFET.
However, extracting an estimation of the power consumption
on the test chip is interesting to make a projection and
comparison with other technologies for future work.

To extract the energy consumption of one FeFET during
write operations, the current is measured at the gate of the
FeFET in order to characterize the energy used to change
the polarization of the FeFET. The energy computed is then
divided by 4 to recover the energy consumption of a single
FeFET. According to these measurements, the write energy
consumption of our FeFET transistor is given as follows:
1) 6.64e−10 J to write a 0 inside the FeFET;
2) 5.82e−10 J to write a 1 inside the FeFET.

III. DESIGN OF THE TC-MEM MEMORY
In this section, the design of the 1-bit TC-MEM cell is pre-
sented and scaled to 2 bit andmore. The target function for the
TC-MEM is to be accessible both for content search memory
and normal (address search) memory operations.

A. 1-BIT TC-MEM CIRCUIT STRUCTURE
To design the 1-bit TC-MEM cell, two modes of oper-
ations are required. The first mode of operation for the
TC-MEM cell corresponds to the normal memory mode. This
is achieved with a single FeFET transistor, as presented in
Fig. 5(a). The FeFET realizes a NAND operation between the
value stored in its FE layer and the evaluating input to the
gate, as presented in [21].

The second mode of operation corresponds to the TCAM
mode, for which the structure is presented in Fig. 5(b). Two
FeFETs connected in parallel can be programmed to realize
an XOR operation [22]. The XOR operation is fundamental
to TCAM operations, as presented in [10]. As shown in
Fig. 5(b), the output ‘‘Y’’ is high if and only if both FeFETs
are not conducting. Considering that one FeFET realizes a

FIGURE 7. Layout of the 1-bit TC-MEM cell without the shared
precharge transistor.

NAND operation, we can summarize the logical behavior of
this circuit with the following equation:

Y =
(
A · B

)
·

(
A · B

)
=
(
A+ B

)
· (A+ B)

= A⊕ B. (1)

To create the 1-bit TC-MEM cell, both functionalities must
be accessible within the same circuit. This is made possible
by adding an nMOS transistor between the two FeFETs
connected in parallel, as presented in Fig. 6. The layout
corresponding to this circuit is shown in Fig. 7. In the circuit
presented in Fig. 6, if the mode input (M ) is low (M = 0), the
nMOS transistor is in the OFF-state. This implies that only
FeFET2 can change the output ML/WL (match/word line in
TCAM/memory modes, respectively). This corresponds to
the memory mode.

In the opposite state, ifM is high (M = 1), the nMOS is in
the ON-state. FeFET1 and FeFET2 are connected in parallel:
this corresponds to the TCAM mode.

The Vp input is used to precharge the ML/WL line to
Vdd before the evaluation phase (conditional discharge of the
ML/WL line via the network of FeFETs). Due to pad limita-
tions on the manufactured test chip, the precharge transistor
is shared with multiple TC-MEM cells in the same pad row.
Fig. 7 presents the layout of the 1-bit TC-MEM without the
shared precharge transistor.

In Fig. 8, the result of the measurement of the 1-bit
TC-MEM circuit is presented. The write operation is not pre-
sented, and only read operations in both TCAM and memory
modes are shown. The read time used for these measurements
is 10 µs for each evaluation. In the first part of Fig. 8, the
TC-MEM circuit has a logical 1 stored inside, i.e., FeFET1
is in the LVT state and FeFET2 is in the HVT state. In this
configuration, the output (ML/WL) in the TCAM mode is
discharged only ifV0 is high (whatever the value ofV1) during
evaluation. In the memory mode, the output remains high
independently of the inputs, meaning that a 1 is read.

In the second part of Fig. 8, the value stored inside the
TC-MEM cell is 0, i.e., FeFET1 is in the HVT state and
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FIGURE 8. Output measurement of the 1-bit TC-MEM circuit in
TCAM and memory models. For reading operation (TCAM and
memory modes), V0 and V1 follow: Vx = 0→ Vx = 0 V and
Vx = 1→ Vx = 1.2 V, with x ∈ {0;1}.

FeFET2 is in LVT state. In the TCAM mode, ML/WL is
discharged only if V1 is high (whatever the value of V0 during
evaluation). In the memory mode, the output is discharged
when V1 = 1, meaning that a 0 is read.

From Fig. 8, it can be seen that, in the TCAM mode,
if V0 = V1, the ML/WL output is the same indepen-
dently of the value (0 or 1) stored inside the TC-MEM
circuit. This means that the input combinations V0 =
V1 = 0 and V0 = V1 = 1 correspond to the
‘‘don’t care’’ state of the TCAM. If V0 = V1 = 0,
the output remains high for both values stored inside the
cell—this ‘‘don’t care’’ state will be referred to as the ‘‘block-
ing’’ don’t care state. IfV0 = V1 = 1, the output is discharged
independently of the value stored inside the cell—this ‘‘don’t
care’’ state will be referred to as the ‘‘passing’’ don’t care
state.

In the memory mode, the value stored inside the TC-MEM
is read if V1 = 1. Table 1 summarizes this behavior and these
features.

Section III-B explains how to scale the TC-MEM circuit to
multiple bits cells.

B. SCALING THE TC-MEM TO 2 BIT AND MORE
To combine several 1-bit TC-MEM cells, it is important to
keep in mind that we are targeting dual functionality. In [13],
themultibit TCAMcircuit is achieved by connecting different
bits in parallel to the same match line. This is not possible
for the TC-MEM circuit because it will cause issues in the
memory mode. Indeed, even if FeFETs connected in parallel
are disconnected in the memory mode, the multibit TC-MEM
cell in parallel will create forbidden states for some inputs.
This will imply a more complex control logic and a different

TABLE 1. Summary of the 1-bit TC-MEM cell behavior.

FIGURE 9. Schematic of a 2-bit TC-MEM circuit.

evaluation protocol for TCAM andmemorymodes. The other
possibility is to connect multiple TC-MEM cells in series,
as presented in Fig. 9.

The two 1-bit TC-MEM circuits are serially connected by
the sc line. An additional nMOS transistor (Tm) is added to
the circuit to avoid the creation of a floating node between
lower and upper bitcells in the memory mode. In addition, Tm
establishes the necessary ground connection to discharge the
upper word line (WL0) in thememorymode (i.e., it is possible
to read the upper bit A0). The Tm transistor is a regular nMOS
transistor of the considered 28-nm SLP technology from
GLOBALFOUNDRIES. Its dimensions are W = 80 nm and
L = 36 nm. Fig. 10 presents the layout corresponding to the
circuit presented in Fig. 9 without the precharge transistors,
which are shared with other structures of the same pad row in
the test chip.

The operation of the circuit is given as follows: in
the TCAMmode (M = 1), the serial connection between the
two bitcell of the TC-MEM does not lead to discharge of the
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FIGURE 10. Layout of a 2-bit TC-MEM circuit with the M input inverter but without precharge transistors.

match line (ML) if one of the two bitcells does not match.
Considering (1), this can be summarized by the following
equation:

ML =
(
V0 · A0 · V1 · A0

)
+

(
V2 · A1 · V3 · A1

)
. (2)

Equation (2) implies that the match line will be low only if
the correct value is presented for the entire 2-bit word.

In the memory mode (M = 0), the upper bitcell is discon-
nected from the lower bitcell due to the Tm transistors, which
connects the source of both FeFET in the upper bitcell to the
ground. In this way, it is possible to properly read both bits of
the 2-bit TC-MEM using word lines WL0 and WL1.
In addition, the 2-bit TC-MEM offers the possibility to

perform a partial word search (in TCAM mode) by using the
blocking and passing don’t care states. For example, if only
A0 is considered during TCAM search, it is possible to force
the lower bit (A1) to its ‘‘passing’’ don’t care state in order to
search only for A0. In the same way, if only A1 is considered,
it is possible to force the upper bit (A0) to any don’t care
state (‘‘blocking’’ or ‘‘passing’’). In the case of partial word
search, all output lines serve as partial match lines. However,
if the lower bit is in the ‘‘blocking’’ state, all the rest of the
TC-MEM cells will be in a ‘‘blocking’’ don’t care state.

Fig. 11 presents the output voltages ML/WL0 and
WL1 measured experimentally on the test chip with stored
values A0 = 0 and A1 = 1. Table 2 summarizes these
results with the corresponding TCAM state (i.e., ‘‘blocking’’
or ‘‘passing’’ don’t care state, partial search, and full search).

Table 3 presents the results in the memory mode.
In Table 3, it is important to highlight that, because A0 = 1,
the fact that the lower bitcell output WL0 is never discharged
in the memory mode is a normal behavior.

C. COMPARISON OF THE TC-MEM WITH OTHER
FeFET-BASED TCAM AND COMBINED CIRCUITS
Table 4 can be used to compare the TC-MEM with other
FeFET-based circuits from [9], [17], and [18]. In this table,
we extract the number directly from [9], [17], and [18]. This

TABLE 2. Summary of the 2-bit TC-MEM cell behavior in the
TCAM mode with A0 = 0 and A1 = 1 from Fig. 11.

TABLE 3. Summary of the 2-bit TC-MEM cell behavior in the
memory mode (M = 0) with A0A1 = 10 stored inside.

comparison is quite difficult because we are only proposing
a proof of concept using large FeFET with test chip measure-
ment, while the previous works propose simulation-based
results on a 45-nm predictive technology. In consequence, the
write energy is significantly higher using our measurements.
However, assuming an ideal case where FeFETs are imple-
mented with the minimum size allowed by the technology
as done in previous works and the same write time, a linear
projection on the write energy predicts write energy of 11.5 fJ
per bit compared to 156 fJ per bit for [17] and 125 fJ per bit
for [18]. In [9], the write energy is about 1.56 fJ per bit for
TCAM only.

From the area point of view, the TC-MEM combined bit-
cell is a 1T-2FeFET circuit compared to 4T-2FeFET for [17]
and 2T-2FeFET for [9].
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FIGURE 11. Measurement of WL1 and ML/WL0 of the 2-bit TC-MEM circuit with A0 = 0 and A1 = 1 in the TCAM mode.

TABLE 4. Comparison of different circuits from [9], [17], and [18] and this work from measurement and projection.

The TC-MEM circuit can also be generalized to an n-
bitcell using serial connections. The number of transistors
(#T ) needed to realize an n-bit TC-MEM cell is

#T = n (2 FeFET+ 1 nMOS)+ (n− 1) (1 nMOS)

= 2n FeFET+ (2n− 1) nMOS. (3)

Equation (3) does not take the precharge transistors into
account because their number will depend on the implemen-
tation of the full TC-MEM array. If only one output line is set
for each bit of a word, n precharge transistors will be needed.
Considering a full TC-MEM array with n-bit word size, the
read time in TCAM mode will strongly depend on the size n
of the words because of the serial connections. This will limit
the size of the possible word to match with speed constraints
for complete circuit design.

IV. APPLICATIONS OPPORTUNITIES
In Section III, we detailed the design elementary bitcell
of the TC-MEM memory and show how it is possible to
scale it to a multibit circuit. In this section, we discuss
the application opportunities brought by this circuit. The
TC-MEM circuit opens new functionalities due to its dual
behavior (TCAM and memory), for example, standard mem-
ory, TCAM, partial word search, reversible computing, and
in-memory computing.

Standard memory and TCAM functionalities have already
been presented in Section III. This section presents the addi-
tional functionalities.

A. REVERSIBLE COMPUTING
Reversible computing refers to applications where some
functions and their inverse need to be executed. Let us con-
sider a reversible function f : x −→ f (x). Storing the

FIGURE 12. n-bit TC-MEM array simplified schematic.

results f (x) inside the TC-MEM array allows us to compute
f and f −1.

1) In the memory mode, calling the address x gives f (x).
2) In the TCAM mode, searching for the word y = f (x)

gives the inverse function: f −1 : y −→ f −1(y) = x.
This feature is particularly interesting in cryptography for

example. Indeed, numerous cryptographic algorithms use
substitution functions, and classic processing architectures
require two address spaces in memory to implement the
encryption and decryption functions. Using the TC-MEM,
it is possible to implement encryption and decryption in a
single address space. In addition, the symmetric structure of
the TC-MEM (the value and its complement are stored) may
lead to symmetric energy consumption to read ‘‘0’’ or ‘‘1’’ in
both TCAM and memory modes, which is interesting against
classical side-channel attacks, but further evaluation and such
attacks must be tested.

B. PARTIAL WORD SEARCH
As explained in Section III, it is possible to search for only
parts of words stored inside the TC-MEM. Let us consider the
word A = An−1, . . . ,A1A0 of the TC-MEM array presented
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in Fig. 12 and two integers x and y such that 0 < x < y <
n− 1. Three cases are possible.

1) The part An−1An−2, . . . ,Ay of A is searched: to do this,
the remaining bits Ay−1Ay−2, . . . ,A0 of A have to be
set to the ‘‘passing’’ don’t care state.

2) The part AxAx−1, . . . ,A0 of A is searched: to do this,
the remaining bits An−1An−2, . . . ,Ax+1 of A can be set
to the ‘‘passing’’ or ‘‘blocking’’ don’t care state.

3) The part AyAy−1, . . . ,Ax of A is searched: to do this,
the least significant bits Ax−1Ax−2, . . . ,A0 of A have
to be set to the ‘‘passing’’ don’t care state, while the
most significant bits An−1An−2, . . . ,Ay+1 of A can be
set to the ‘‘passing’’ or ‘‘blocking’’ don’t care state.

In Fig. 11 and Table 2, this feature is proven to be func-
tional with the partial research of A0 or A1. However, the
architecture proposed in this article cannot be used to search
multiple parts of the same word simultaneously.

C. IN-MEMORY COMPUTING
It is possible to directly use the TC-MEM circuit in the
memory mode to achieve an and operations. Indeed, calling
two words at a time (A and B) from Fig. 12, we get the
following equation:

∀i ∈ [0; n− 1] , WLi = Ai · Bi. (4)

In the TCAM mode, if a value X = Xn−1 · · ·X1X0 is pre-
sented to the address containing the word A, the generaliza-
tion of (2) gives the following equation:

∀i ∈ [0; n− 1] , MLi =
i∑

k=0

(Ak ⊕ Xk) . (5)

Other logical functions, such as binary XOR, require the archi-
tecture of the TC-MEM array to be modified.

V. CONCLUSION AND FUTURE WORKS
In this article, we presented a new and hybrid memory
circuit that combines TCAM and normal memory function-
alities: the TC-MEM. The 1-bit TC-MEM circuit design was
discussed in detail, and its scaling to multibit TC-MEM
circuits was demonstrated. The results presented in this
article have been measured on circuits fabricated using
28-nm FeFET technology and proved the dual functionalities
of the TC-MEM. The utilization of other functionalities, such
as partial search, reversible computing, and IMC, was also
discussed.

The future investigation includes the use of the circuit
to implement IMC operations to target AI or cryptographic
computing. A full TC-MEM array with different word sizes
will be also implemented to investigate read time operation
with serial connection. Investigation on search delay and
energy will be done on a full TC-MEM array for application-
oriented evaluation. Finally, new generations of the TC-MEM
will be explored in order to enhance the functionalities of this
circuit.
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