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Mathematical Justification of a Compressible Bi-Fluid System
with Different Pressure Laws:

A Semi-Discrete approach and Numerical illustrations

D. Bresch∗, C. Burtea † F. Lagoutière ‡

July 25, 2022

Abstract

In this paper, we justify mathematically a compressible bifluid system with two different pressure
state laws starting from an ODE system which somehow mimics the physical situation at the
mesoscopic scale using the Lagrangian coordinates to fix the interfaces. In the last part, we show
how the derivation of the macroscopic system may be helpful from a numerical point of view to
simulate a mixture at the mesoscopic scale. This paper is a semi-discrete version of [5] where the
first justification of such a mixture model is proposed. In the present justification, based on a semi-
discrete scheme, the purpose and the frame might be more clear to the reader, and the numerical
illustrations given in the last part (with a totally discrete scheme that is asymptotic preserving)
give some strong hints on the phenomena that are involved.

Résumé
Dans ce papier, nous justifions mathématiquement un système bifluide compressible avec deux

lois de pression pouvant être différentes en partant d’un système d’équations différentielles or-
dinaires qui représentent la situation d’un mélange à l’échelle mésoscopique quand on utilise les
coordonnées lagrangiennes pour fixer les interfaces. Cet article est une version semi-discrète de [5]
où la première justification rigoureuse de tels modèles multi-fluides est proposée. La présente dé-
marche, complémentaire de la précédente et basée sur un schéma semi-discret, les buts et le cadre
de travail sont sans doute plus aisés à comprendre, et les illustrations numériques de la dernière
partie (obtenue avec un schéma totallement discret préservant l’asymptotique) permettent de saisir
mieux les phénomènes en jeu dans cette modélisation.

Mathematics Subject Classification: 76N10, 35Q30.
Keywords. Compressible Flows, Bi-Fluid System, semi-discrete approach, Hoff Solution, Homog-
enization, Numerical Schemes.

1 Introduction

The mathematical derivation of bifluid systems with the same pressure law for the two compo-
nents starting from a continuous isentropic compressible Navier-Stokes system with highly oscillating–
concentrated initial density has been firstly studied in the one-dimension in space case by W.E. [16],
D. Serre [34] in parallel with A.A. Amosov and A.A. Zlotinkov [3] for instance. Recently, P. Plotnikov
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and I. Sokolowski [32] on the one hand and D. Bresch and M. Hillairet [6]- [7] on the other hand have
investigated the multi-dimension in space case. More precisely, the first authors consider compressible
Navier-Stokes equations with constant viscosities with rapidly oscillating initial data. Working on
global weak-solution in the spirit of Leray, using Young measures theory, it is possible to derive kinetic
equations (in the spirit of Lions, Perthame, Tadmor) which encode the mixing dynamic. However, as
explained by D. Bresch, M. Hillairet and X. Huang [19], [6], [8], [7] and [20] multifluid systems are
interpreted as reduced systems satisfied by particular Young measure (namely convex combinations of
a finite number of Dirac masses) solutions of the homogenized compressible Navier-Stokes equation.
Proving propagation of the number of Dirac masses in Young measure solutions to this homogenized
equation is then the key point to derive the multifluid system with new relaxation terms. This requires
to works on solutions with intermediate regularity in the spirit of D. Hoff [23] and B. Desjardins [12]
namely with initial density in L∞(Ω) and initial velocity in H1(Ω). However starting with the com-
pressible Navier-Stokes equations with the monotone law p(ρ) = aργ (with a > 0 and γ > 1) and
choosing appropriate oscillating initial density provides bi-fluid system at the macroscopic scale with
the same pressure law for the two components constituting the mixture. In order to obtain physical
interesting systems from an application view-point, it is important to be able to consider different
pressure laws depending on the components. More precisely it is this open problem, that we want to
address in this paper, to mathematically justify the following system governing (α±, ρ±, u) (an equa-
tion on g± means two equations: one on g+ and the other on g−) with periodic boundary conditions
on (0, 1) and corresponding initial data:

∂tα± + u ∂xα± =
α+α−

α+µ− + α−µ+
(σ± − σ∓),

∂t(α±ρ±) + ∂x (α±ρ±u) = 0,

∂t (ρu) + ∂x
(
ρu2
)
− ∂x(µeff∂xu) + ∂xpeff = 0,

α+ + α− = 1 with 0 ≤ α± ≤ 1,
ρ = α+ρ+ + α−ρ− with 0 < ρ± <∞

(1.1)

where
µeff =

µ+µ−
α+µ− + α−µ+

, peff =
α+p+(ρ+)µ− + α−p−(ρ−)µ+

α+µ− + α−µ+
(1.2)

with s 7→ p+(s) and s 7→ p−(s) two given monotone pressure laws satisfying

p± ∈ C1([0,+∞)) such that p±(0) = 0 and a±s
γ±−1 − b± ≤ p′±(s) ≤ 1

a±
sγ±−1 + b± (1.3)

for some constants γ± > 1 and a± > 0, b± ≥ 0 and µ± two positive given constant viscosities that
may be different for each component and where σ+ and σ− are given through the formula

σ± = −µ±∂xu+ p±(ρ±). (1.4)

Remark that the form of the expressions µeff and peff is similar from what we could obtain in homog-
enization for elliptic equations in one dimension. We explain formally in the appendix how equation
(1.1)1 may be derived with a discrete approach of the mixture. This provides an equation on the
volumic fractions α± for each component with a relaxation term depending on the two viscosities µ+

and µ− and two pressure state laws p+ and p− that may be different.
In all the following, the term meso will denote what concerns the scale at which the two fluids are

separated, while the term macro concerns the macroscopic mixture model in which the fluid are not
separated.

In a first part, we mathematically justify that the system (1.1)–(1.4) can be obtained by homoge-
nization of a system of ODEs which contains an order parameter c and which describes the physics of
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the mixture at the mesoscale : this is the main result of the paper (see Theorem 1). The originality
of the present paper is that the the mesocopic model is a system of ODEs rather than a PDE model
as it is ussualy assumed see [19], [6], [8], [7], [20], [5]. For more recent applications of this method see
M. Hillairet, H. Mathis and N. Seguin [21, 22]. We refer the reader to the recent work ok V. Perrier
and E. Gutiérrez [31] where the mesoscopic model is of Euler type and stochastic homogenisation is
performed in order to obtain an averaged model. See also the discrete equation method of R. Abgrall
and R. Saurel in [1].

Then in a second part, we show how the derivation of (1.1)–(1.4) may be helpful from a numerical
point of view to simulate mixture at the meso-scale. In some sense we revisit the seminal works
by [13], [10], [11] and [2]. We present asymptotic preserving scheme using the macroscopic model to
choose an appropriate flux quantity. In the appendix, for reader’s convenience, we present a formal
derivation of (1.1)1 starting from the description of the physical situation at the mesoscale for readers
who are not familiar with mathematical justifications.

Important notation. In all the paper long, we denote by Dt the Lagrangian time derivative defined as
follows when applied on a quantity g: Dtg = ∂tg + u∂xg. This derivative will also be denoted ġ in the
rest of the paper.

2 Statement of the main result

Let us first describe the mesoscopic system under consideration on [0, 1]. It corresponds to a physical
description of a two-components system governed by ODEs on each cell (number of cells J ∈ N\{0}
in [0, 1) and location of cell interfaces position xj). Letting the number of cells go to infinity with
appropriate assumptions on the data, we are able to mathematically justify the derivation of the bifluid
system (1.1)–(1.4). More precisely, let J ∈ N \ {0} be the number of cells in [0, 1). Let (xj−1/2(t))Jj=1

be the collection of cell interface positions at time t. One assumes 0 ≤ xj−1/2 < xj+1/2 < 1 for any
j ∈ {1, . . . , J − 1} (this set will also be denoted 1, J − 1. In order to take into account the fact that
the problem under consideration is posed on T in a simple manner, i.e. without taking care of the
cells and quantities on the boundary, we extend all the data over R and Z by periodicity. The cells
themselves are denoted by [xj−1/2, xj+1/2) for j ∈ Z. The maximum length of these cells is intended
to be small (and to tend to 0 as J tends to ∞ to reach convergence).

We first consider the following mesoscopic system of ODEs, which is inspired by the structure of the
system (1.1) in Lagrangian coordinates. As the fluids have to remain pure (not mixed) in every cell
(this is encoded by the constraint cj(1−cj) = 0 in the following), we consider a Lagrangian, or pseudo-
Lagrangian1 mesoscale approach in which the cells follow the fluid in its transport, namely in which
the edges of every cell moves at the fluid velocity namely

ẋj+ 1
2

= uj+ 1
2
, (2.1)

and the physical model in each cell

ċj = 0,
d
dt (ρj∆xj) = 0,
ρj+ 1

2
∆xj+ 1

2
u̇j+ 1

2
+ pj+1 − pj

=

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}
,

(2.2)

1It can be called pseudo-Lagrangian because, although the solution is actually expressed in the classical Euler variable,
the scheme strongly uses the Langrange formulation of the system.
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where

pj = p(ρj , cj) with p(ρ, c) = cp+(ρ) + (1− c)p−(ρ), µ(cj) = cjµ+ + (1− cj)µ−

with s 7→ p−(s) and s 7→ p+(s) are two increasing functions satisfying (1.3), and where
∆xj = xj+ 1

2
− xj− 1

2
,

∆xj+ 1
2

=
∆xj + ∆xj+1

2
,

ρj+ 1
2

=
ρj∆xj + ρj+1∆xj+1

∆xj + ∆xj+1
.

(2.3)

for all j ∈ 0, J − 1 with the periodic condition
c0 = cJ ,
ρ0 = ρJ ,

u 1
2

= uJ+ 1
2
, u− 1

2
= uJ− 1

2
.

(2.4)

System (2.1) has to be completed with initial condition

cj |t=0 = c0
j , ρj |t=0 = ρ0

j , xj+1/2|t=0 = x0
j+1/2, uj+1/2|t=0 = u0

j+1/2, (2.5)

satisfying the following constraints:

x0
− 1

2

< x0
1
2

< x0
3
2

< · · · < x0
J− 1

2

,

c0
j ∈ {0, 1},
there exist ρ0 and ρ0 such that 0 < ρ0 ≤ ρ0

j ≤ ρ0 <∞,

there exists A such that
∥∥∥∥(u0

j+ 1
2

)
j∈0,J−1

∥∥∥∥2

Ĥ1
J

=

J−1∑
j=0

∣∣∣u0
j+ 1

2

∣∣∣2 ∆x0
j +

J−1∑
j=0

∣∣∣∣∣∣
u0
j+ 1

2

− u0
j− 1

2

∆x0
j

∣∣∣∣∣∣
2

∆x0
j ≤ A <∞.

(2.6)
Remark: From the previous system of equations we also deduce that

˙(∆xj) = uj+ 1
2
− uj− 1

2
,

d
dt

(
ρj+ 1

2
∆xj+ 1

2

)
= 0.

(2.7)

For any J ∈ N∗, having constructed the functions
(
cj , ρj , uj+ 1

2

)
j∈0,J−1

as above we construct

(ĉJ , ρ̂J , ûJ , σ̂J) : R× T1 → {0, 1} × R+ × R× R

defined by

ĉJ (t, x) = cj (t) if x ∈ [xj− 1
2

(t) , xj+ 1
2

(t)), (2.8)

ρ̂J (t, x) = ρj (t) if x ∈ [xj− 1
2

(t) , xj+ 1
2

(t)), (2.9)

ûJ (t, x) =
x− xj− 1

2

∆xj
uj+ 1

2
(t) +

xj+ 1
2
− x

∆xj
uj− 1

2
(t) if x ∈ [xj− 1

2
(t) , xj+ 1

2
(t)), (2.10)

σ̂J (t, x) =
x− xj
∆xj+ 1

2

σj+1 +
xj+1 − x
∆xj+ 1

2

σj for x ∈ [xj(t), xj+1(t)), (2.11)

4



denoting
xj = (xj−1/2 + xj+1/2)/2 (2.12)

and

σj = µ(cj)
uj+ 1

2
− uj− 1

2

∆xj
− pj (2.13)

with
µ(cj) = cjµ+ + (1− cj)µ−, pj = cjp+(ρj) + (1− cj)p−(ρj).

In Proposition 3.5, we will show the following bounds on (ĉJ , ρ̂J , ûJ , σ̂J):

ĉJ (t, x) ∈ {0, 1},
0 <

1

C
≤ ρ̂J (t, x) ≤ C,∫ 1

0
ρ̂J |ûJ |2 (t, x) dx+

∫ 1

0
H (ρ̂J (t, x) , ĉJ (t, x)) dx

+

∫ t

0

∫ 1

0
µ (ĉJ (τ, x)) |∂xûJ (τ, x)|2 dxdτ ≤ C,

‖∂xûJ‖L2
t,x

+ ‖∂tûJ‖L2
t,x

+ min {1, t} ‖∂tûJ (t)‖L2
x
≤ C,∫ t

0

∫ 1

0
|∂xσ̂J (τ, x)|2 dxdτ + min {1, t}

∫ 1

0
|∂xσ̂J (t, x)|2 dx

+

∫ t

0
(supx∈[0,1] |∂xσ̂J (τ, x)|)

4
3
−dτ ≤ C∫ t

0

∫ 1

0
min{1, τ} |∂tσ̂J (τ, x)|2 dxdτ ≤ C

(2.14)

where C a positive constant depending only on the initial data and the time variable t, and where

H(ρj , cj) = cjH+(ρj) + (1− cj)H−(ρj) with H±(s) = ρ

∫ ρ

0
p±(τ)/τ2 dτ. (2.15)

With such uniform estimates, we will be able to formulate the main theorem, namely the conver-
gence of the mesoscopic system (2.1)– (2.6) through definitions (2.8)–(2.13) to the macroscopic system
(1.1)–(1.4): this result will be obtained using Propositions 3.2–3.5 and the classical uniqueness results
for transport equations with measure initial data.

Theorem 1. Consider p+, p− two given monotone pressure laws satisfying (1.3) and assume the initial
sequence of data satisfies (2.6). Then, there exists a unique global solution {(cj , ρj , xj+ 1

2
, uj+ 1

2
)}j=0,...,J

of the mesoscopic system of odes (2.1)–(2.5). Then (ĉJ , ρ̂J , ûJ , σ̂J) defined by (2.8)–(2.13), satisfy the
uniform estimates (2.14) on [0, T ] for any T ∈ (0,∞]. Let Θ0

J be defined by

〈
Θ0
J , b
〉

:
def.
=

∫
T1

b
(
x, ρ̂0

J(x), ĉ0
J(x)

)
dx, ∀ b ∈ Cc

(
T1
x×Rξ × [0, 1]

)
. (2.16)

Assume there exists α0
+, α

0
− ∈ L1(T1, [0, 1]) and ρ0

+, ρ
0
− ∈ L∞(T1,R+) such that

〈
Θ0
J , b
〉
−→J→+∞ 〈Θ0, b〉 =

∫
T1

(α0
+(x)b

(
x, ρ0

+(x), 1
)

+ α0
−(x)b

(
x, ρ0
−(x), 0

)
)dx (2.17)

for all b ∈ Cc(T1
x × Rξ × [0, 1]), and u0 ∈ H1(T1) such that û0

J ⇀ u0 in H1(T1). Then there exists
α+, α− ∈ L1((0, T ) × T1, [0, 1]), ρ+, ρ− ∈ L∞((0, T ) × T1) and u ∈ H1((0, T ) × T1) such that, for all
b ∈ Cc(T1

x × Rξ × {0, 1}):

• ûJ ⇀ u in H1((0, T )× T1),
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•

〈ΘJ , b〉 :
def.
=

∫
T1

b (x, ρ̂J(t, x), ĉJ(t, x)) dx

−→J→+∞ 〈Θ, b〉 =

∫
T1

(α+(t, x)b (x, ρ+(t, x), 1) + α−(t, x)b (x, ρ−(t, x), 0))dx, (2.18)

• (α+, α−, ρ+, ρ−, u) satisfy (1.1)–(1.4) with the initial conditions

α±|t=0 = α0
±, ρ±|t=0 = ρ0

±, u|t=0 = u0.

In particular, one has that

ρ̂J ⇀ α+ρ+ + α−ρ− weakly− ? in L∞((0, T )× T1),

p(ρ̂J , ĉJ) ⇀ α+p+(ρ+) + α−p−(ρ−) weakly− ? in L∞((0, T )× T1).

In the numerical part, we will consider a time discretization of the semi-discrete physical description
that has been proposed to determine the limit macroscopic system. Note that knowing theoretical
properties will help to define appropriate quantities at the numerical level. We will present some
illustrations, both with equal viscosities and with different viscosities.

3 Main steps

The proof of Theorem 1 will be divided in several steps:

• In a first stage, we prove global existence and uniqueness of solutions for the system of ordinary
differential equations (2.1)–(2.6), see Proposition 3.1.

• Next, we study the functions introduced in (2.8)-(2.11). An important feature in our development
is that ĉJ and ρ̂J verify transport equations with velocity ûJ (see Proposition 3.2). Morever we
establish the uniform estimates (2.14) for (ĉJ , ρ̂J , ûJ , σ̂J) , see Proposition 3.3.

• Finally, introducing the measure ΘJ defined by 3.10 and passing to the limit J → +∞ we obtain
a kinetic equation for Θ = limJ→+∞ΘJ , (see Proposition 3.5). From this kinetic equation and
with the appropriate assumptions (2.17) for the initial data, we are able to characterize the
measure Θ and thus to prove the main Theorem 1 obtained finally from Proposition 3.6. More
precisely, we show that if Θ is initially a convex combination of two Dirac masses then, this
structure is preserved for all later times.

The following quantities (mass, energy, Hoff energy functionals) will play a crucial role to show uniform
estimates which will help us to pass to the limit as J → +∞ and get the macroscopic model:

– The total mass:

M (t) =

J−1∑
j=0

ρj (t) ∆xj (t) (3.1)

– The basic energy functional:

E (t) =
1

2

J−1∑
j=0

ρj+ 1
2

(t)
∣∣∣uj+ 1

2
(t)
∣∣∣2 ∆xj+ 1

2
(t) +

J−1∑
j=0

H(ρj (t) , cj (t))∆xj (t)
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+

t∫
0

J−1∑
j=0

µ (cj (τ))

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2

∆xj (τ) dτ (3.2)

where H is defined in (2.15).

– The first Hoff energy functional:

EH1 (t) =
1

2

J−1∑
j=0

µ (cj (t))

∣∣∣∣∣uj+ 1
2

(t)− uj− 1
2

(t)

∆xj (t)

∣∣∣∣∣
2

∆xj (t)

+

t∫
0

J−1∑
j=0

ρj+ 1
2

(τ)
∣∣∣u̇j+ 1

2
(τ)
∣∣∣2 ∆xj+ 1

2
(τ) dτ, (3.3)

– The second Hoff energy functional:

EH2 (t) =
1

2
min {1, t}

J−1∑
j=0

ρj+ 1
2

(t)
∣∣∣u̇j+ 1

2
(t)
∣∣∣2 ∆xj+ 1

2
(t)

+

t∫
0

min {1, τ}
J−1∑
j=0

µ (cj (τ))

∣∣∣∣∣ u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)

∆xj (t)

∣∣∣∣∣
2

∆xj (τ) dτ. (3.4)

We formalize our first result in the following proposition.

Proposition 3.1. System (2.1) with initial data satisfying (2.6) admits a unique global solution. More-
over, it satisfies the following uniform estimates with respect to J :

1

C1
ini (t)

≤ ρj (t) ≤ C1
ini (t) , for all j ∈ 0, J − 1,

1

C2
ini (t)

∆x0
j ≤ ∆xj (t) ≤ ∆x0

jC
2
ini (t) , for all j ∈ 0, J − 1,

cj ∈ {0, 1}

and the bounds {
M(t) = M0, E(t) = E0

EH1 (t) + EH2 (t) ≤ C3
ini (t) .

where C1
ini (·), C2

ini (·) and C3
ini (·) are strictly positive increasing continuous functions that depend only

on M0 = M(0), E0 = E(0), ρ0, ρ0, and
∥∥∥∥(u0

j+ 1
2

)
j∈0,J−1

∥∥∥∥
Ĥ1
J

.

The proof of this proposition is the purpose of Section (3.1) hereafter.

Once we will have obtained the qualitative information stated in Proposition 3.1 for the system of
ordinary differential equations, we will translate this into information for (ĉJ , ρ̂J , ûJ , σ̂J) defined by
(2.8)-(2.11). First, we observe the following remarkable equations which will be crucial to derive System
(1.1)–(1.4).

Proposition 3.2. The functions (ĉJ , ρ̂J , ûJ) verify the following transport equations{
∂tĉJ + ûJ∂xĉJ = 0,
∂tρ̂J + ∂x (ρ̂J ûJ) = 0,

(3.5)
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with initial data {
ρ̂J |t=0 = ρ̂0

J ,

ĉJ |t=0 = ĉ0
J ,

in the sense of distributions.

Of course, the estimates announced in Proposition 3.1 can be used in order to estimate various
norms of the functions (ĉJ , ρ̂J , ûJ , σ̂J). More precisely, we have the following result.

Proposition 3.3. Consider discrete initial data verifying the hypothesis (2.6), and the corresponding
globally defined solution of the system of ODEs (2.1)–(2.4). Consider the functions (ĉJ , ρ̂J , ûJ , σ̂J)
given by (2.8)– (2.11). Then (ĉJ , ρ̂J , ûJ , σ̂J) satisfies (2.14). Up to a subsequence, we have

ρ̂J ⇀
? ρ, p(ρJ , cJ) ⇀? peff in L∞((0, T )× T1),

ûJ ⇀ u in H1((0, T )× T1) and strongly in C([0, T ];L2(T1),
σ̂J ⇀ σ = µeff∂xu− peff in L2(0, T ;H1(T1))

(3.6)

with
µeff =

1〈
1

µ(ĉJ)

〉 , peff =
1〈
1

µ(ĉJ)

〉 〈ĉJ p+(ρ̂J)

µ+
+ (1− ĉJ)

p−(ρ̂J)

µ−

〉
, (3.7)

where 〈·〉 denotes the weak limit. Moreover, we have that{
∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu2)− ∂x(µeff∂xu) + ∂xpeff = 0.

(3.8)

Since nonlinear functions are involved, we cannot link a priori µeff , peff with the weak limits of
the sequences ρ̂J , ĉJ . Moreover, as explained previously, the density ρ̂J and the parameter ĉJ are
expected to widely oscillated w.r.t. the space variable. For this reason, one cannot hope to obtain
strong convergence in Lebegue spaces for these sequences.

In order to identify σ̂J with the weak limits of the other unknowns, we follow the approach from [6]
where the authors noticed that this identification is similar to the classical homogenisation problem
for the elliptic equation

−∂x(aε∂xuε) = F

where aε(x) = a(x/ε) where a is 1-periodic. It is well know from works by F. Murat and L. Tartar
that the system verified by the weak limit of ū is

−∂x(ā∂xū) = F

where
ā =

1〈
1

a

〉
(this can be proved using the uniform bounds of aε∂xuε in H1 under the assumption aε ≥ c > 0). In
our setting, some form of compactness is known to hold for σ̂J although we have to take care of the
fact that ĉJp+(ρ̂J)+(1− ĉJ)p−(ρ̂J) appears in the definition of σ. This kind of information is deduced
through the uniform estimates from the two Hoff functionals.

In order to finish the proof of our main result, we still have to obtain an equation for the volume
fraction and to identify the limits µeff and peff through a closed system. To this end, we associate
the sequence (ρ̂J , ĉJ)n∈N with a sequence of measures on the space T1

x × Rξ × [0, 1] (here Rξ must be
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understood as the range of the ρ̂J while [0, 1] is the interval where ĉJ belong to). Namely, given n ≥ 0
and t ≥ 0, we consider the measure on T1

x × Rξ × [0, 1] as defined by

〈ΘJ (t) , b〉 :
def.
=

∫
T1

b (x, ρ̂J (t, x) , ĉJ(t, x)) dx, for b ∈ Cc
(
T1
x×Rξ × [0, 1]

)
. (3.9)

We have the following proposition.

Proposition 3.4. For fixed J ∈ N one has

ΘJ ∈ Cw([0,∞);M+(T1
x×Rξ × [0, 1])) (3.10)

with
Supp(ΘJ(t)) ⊂ T1

x × [C−1, C]× [0, 1] 〈ΘJ , 1〉 = 1. ∀ t ≥ 0, (3.11)

where C is a strictly positive real number depending only on the data and the existence time T .

Proof. The second identity (3.11) being obvious we only discuss (3.10). First, we note that, by defini-
tion ΘJ is continuous in b for the topology of L1(T1

x; C(Rξ × [0, 1])). Consequently, a standard density
argument entail that we only need to prove that t 7→ 〈ΘJ(t), b〉 is continuous when b ∈ C1

c

(
T1
x×Rξ

)
.

For this, we write that

|〈ΘJ (t) , b〉 − 〈ΘJ (s) , b〉| ≤ ‖∂2b‖L∞
∫
T1

|ρ̂J (t, x)− ρ̂J (s, x)| dx, ∀ (t, s) ∈ [0,∞)2,

and the fact that ρ̂J ∈ C
(
[0,∞), L1

(
T1
))

allows to conclude.

Once these measures are constructed, the rigorous justification of system (1.1)–(1.4) (namely the
main result of the paper) reduces to the following two propositions:

Proposition 3.5. Up to the extraction of a subsequence, we have ΘJ ⇀ Θ in Cw([0,∞);M+(T1
x ×

Rξ × [0, 1])) where Θ satisfies

∂tΘ + ∂x (uΘ)− ∂ξ
(

1

µ(η)
(σξ + ξp(η, ξ))Θ

)
− 1

µ(η)
(σ + p (η, ξ))Θ = 0 (3.12)

with
µ(η) = ηµ+ + (1− η)µ−, p(η, ξ) = ηp+(ξ) + (1− η)p−(ξ)

and (u, σ) defined in (3.6)–(3.7).

The measure Θ encodes information regarding weak limits of (nonlinear) functions of (ρ̂J , ĉJ). More
precisely, observe that for all ψ ∈ C∞per (R) we have that∫

T1

ψ (x) 〈b (ρ, c)〉 (t, x) = lim
J→∞

∫
T1

ψ (x) b (ρ̂J (t, x) , ĉJ (t, x)) = lim
J→∞

〈ΘJ (t) , ψb〉

= 〈θ (t) , ψb〉 . (3.13)

The next proposition states that if initially we have some extra information on the structure of the
measure Θ then, this structure is conserved for later times.

Proposition 3.6. Assume there exists (α0
+, α

0
−, ρ

0
+, ρ

0
−) ∈ L∞(T1) such (2.17) holds:

〈
Θ0
J , b
〉
→ 〈Θ0, b〉 =

∫
T1

(α0
+(x)b

(
x, ρ0

+(x), 1
)

+ α0
−(x)b

(
x, ρ0
−(x), 0

)
)dx

9



for all b ∈ C(T1
x × Rξ × [0, 1]) then there exists (α+, α−, ρ+, ρ−) ∈ L∞((0, T ) × T1) such that, for all

b ∈ C(T1
x × Rξ × [0, 1]):

〈ΘJ , b〉 :
def.
=

∫
T1

b (x, ρ̂J(t, x), ĉJ(t, x)) dx

→ 〈Θ, b〉 =

∫
T1

(α+(t, x)b (x, ρ+(t, x), 1) + α−(t, x)b (x, ρ−(t, x), 0))dx. (3.14)

In particular, this helps to conclude that together with u such that

ρ̂J ⇀ α+ρ+ + α−ρ− weakly− ? in L∞((0, T )× T1),

p(ρ̂J , ĉJ) ⇀ α+p+(ρ+) + α−p−(ρ−) weakly− ? in L∞((0, T )× T1),

along with
ûJ ⇀ u in H1((0, T )× T1)

and that (α+, α−, ρ+, ρ−) satisfy (1.1)–(1.4) with the initial conditions

α±|t=0 = α0
±, ρ±|t=0 = ρ0

±, u|t=0 = u0.

Let us briefly explain why the above proposition is sufficient to conclude the proof of Theorem 1.
Using (3.14) along with the identity (3.13) we obtain that for all ψ ∈ C∞per (R)

lim
J→+∞

〈ΘJ , ψb〉 =

∫
T1

ψ (x) 〈b (ρ, c)〉 (t, x) = 〈Θ (t) , ψb〉

=

∫
T1

(α+ (t, x) b (ρ+ (t, x) , 1) + α− (t, x) b (ρ− (t, x) , 0))ψ (x)

which allows us to make the identification

〈b (ρ, c)〉 (t, x) = α+ (t, x) b (ρ+ (t, x) , 1) + α− (t, x) b (ρ− (t, x) , 0) .

Then, recovering the equations verified by α± is achieved via equation (3.12) written for functions ψη
and ψ (1− η), and the above formula. We refer to [7,19] for complete details regarding this procedure.

4 Proof of Proposition 3.1

The objective of this section is to prove the results announced in Proposition 3.1. First we prove a
local existence result, then we show uniform estimates and an upper and lower bound for the density to
conclude on the global existence. Then we prove some high-order estimates with appropriate weights
in time.

4.1 Existence of a local solution for Cauchy problems associated with (2.1)

In order to obtain local existence of a unique solution, let us observe first from (2.2)1 and (2.2)2 that

cj (t) = cj (0) , ρj (t) =
ρj (0) ∆xj (0)

xj+ 1
2

(t)− xj− 1
2

(t)
, ρj+ 1

2
(t) ∆xj+ 1

2
(t) = ρj+ 1

2
(0) ∆xj+ 1

2
(0) , j = 0, . . . , J−1,

and therefore that System (2.1) is nothing but a system of ordinary differential equations of the form
DtX = U,
DtU = F (X,U) ,
(X,U) = (X0, U0) ,

(4.1)
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with X =
(
xj+ 1

2

)
j=0,J−1

∈ RJ and U =
(
uj+ 1

2

)
j=0,J−1

∈ RJ and F : D → RJ is a nonlinear function

where
D =

{
(X,U) ∈ RJ × RJ : x 1

2
< x 3

2
< · · · < xJ− 1

2

}
which is an open set of RJ × RJ . Owing to the fact that F is C∞ on D, we obtain via the Cauchy-
Lipschitz-Peano theorem that for any initial data (X0, U0) ∈ D, there exists a unique maximal solution
for (4.1)

(X,U) : [0, Tmax)→ D

with

• either Tmax =∞

• or Tmax <∞ and
lim

t→Tmax

(X (t) , U (t)) ∈ ∂D.

This second case means that which means that

• either
lim

t→Tmax

|X (t)|+ |U (t)| =∞ (4.2)

• or
sup

t∈[0,Tmax)
{|X (t)|+ |U (t)|} <∞

and there exists j0 ∈ 1, J − 1 such that,
for a sequence of times (tn)n≥0 such thattn → Tmax,

lim
n→∞

xj0 (tn) = lim
n→∞

xj0+1 (tn)

(4.3)

where |·| stands for the euclidean norm of RJ . In the following sections we obtain estimates for the
system of ODEs (2.1) that will prove that none of the scenarios (4.2) nor (4.3) happen. Note that
these estimates mimic the one from the continuous case.

4.2 Mass conservation and basic energy estimates

First of all owing to the periodicity condition (2.4), we have that

J−1∑
j=0

∆xj (t) = 1.

Moreover, from (2.2)2, we have that

J−1∑
j=0

ρj∆xj(t) =
J−1∑
j=0

ρ0
j∆x

0
j

not.
= M0. (4.4)

We start from the following three equations
∆xj

dρj
dt

+ ρj

(
uj+ 1

2
− uj− 1

2

)
= 0,

ċj = 0

∆̇xj = uj+ 1
2
− uj− 1

2
.

(4.5)
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Consider H given by (2.15). We multiply the first equation of (4.5) with ∂ρH (ρj , cj) , the second one
with ∂cH (ρj , cj) respectively the third one with H (ρj , cj) in order to obtain

d

dt
(H (ρj , cj) ∆xj) + (ρj∂ρH (ρj , cj)−H (ρj , cj))

(
uj+ 1

2
− uj− 1

2

)
= 0,

which gives, using the definition of H, the following equation:

d

dt
(H (ρj , cj) ∆xj) + pj

(
uj+ 1

2
− uj− 1

2

)
= 0. (4.6)

Next, multiplying the momentum equation with uj+ 1
2
we get that

ρj+ 1
2
∆xj+ 1

2

1

2

d

dt

∣∣∣uj+ 1
2

∣∣∣2 + (pj+1 − pj)uj+ 1
2

=

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}
uj+ 1

2
.

Taking in account (2.7) and summing over j ∈ 0, J we obtain that

1

2

d

dt

J−1∑
j=0

ρj+ 1
2

∣∣∣uj+ 1
2

∣∣∣2 ∆xj+ 1
2

+

J−1∑
j=0

(pj+1 − pj)uj+ 1
2

=
J−1∑
j=0

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}
uj+ 1

2
. (4.7)

Observe that using the periodic boundary conditions (2.4) and equation (4.6), we get that

J−1∑
j=0

(pj+1 − pj)uj+ 1
2

= −
J−1∑
j=0

pj

(
uj+ 1

2
− uj− 1

2

)
=

d

dt

J−1∑
j=0

H (ρj , cj) ∆xj . (4.8)

Also, we see that

J−1∑
j=0

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}
uj+ 1

2
= −

J−1∑
j=0

µ (cj)
1

∆xj

(
uj+ 1

2
− uj− 1

2

)2
. (4.9)

Gathering (4.7), (4.8) and (4.9) we obtain that

1

2

d

dt

J−1∑
j=0

ρj+ 1
2

∣∣∣uj+ 1
2

∣∣∣2 ∆xj+ 1
2

+
d

dt

J−1∑
j=0

H (ρj , cj) ∆xj = −
J−1∑
j=0

µ (cj)
1

∆xj

(
uj+ 1

2
− uj− 1

2

)2
,

which in turn implies that
E (t) = E0 (4.10)

for all t ≥ 0, where E is the basic energy functional defined by relation (3.2).

4.3 Upper and lower bound for the density

Using (2.2)2 and (2.7)1, we get

dρj
dt

∆xj + ρj

(
uj+ 1

2
− uj− 1

2

)
= 0,

which we rewrite as
d log ρj
dt

+
uj+ 1

2
− uj− 1

2

∆xj
= 0. (4.11)
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Multiplying the last relation by µ (cj) and using that ċi = 0 we get that

d

dt
[µ (cj) log ρj ] + µ (cj)

uj+ 1
2
− uj− 1

2

∆xj
= 0. (4.12)

Next, fix arbitrary q, ` ∈ 0, J − 1 and take the sum in the momentum equation from j = ` to j = q− 1
in order to obtain

d

dt

q−1∑
j=`

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2
+ pq − p` = µ (cq)

uq+ 1
2
− uq− 1

2

∆xq
− µ (c`)

u`+ 1
2
− u`− 1

2

∆x`
.

Using (4.12) we get that, for any l ∈ 0, J − 1,

d

dt


q−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2
+ µ (cq) log ρq

+ pq

=
d

dt


`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

− µ (c`)
u`+ 1

2
− u`− 1

2

∆x`
+ p`.

Now, for all ` ∈ 0, J − 1, multiply the previous relation with ∆x` and take the sum over ` ∈ 0, J − 1
in order to obtain that:

d

dt


q−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2
+ µ (cq) log ρq

+ pq

=

J−1∑
`=0

∆x`
d

dt

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2
+

J−1∑
`=0

[
p`∆x` − µ (c`) (u`+ 1

2
− u`− 1

2
)
]
. (4.13)

Observe that

J−1∑
`=0

∆x`
d

dt

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

=
d

dt


J−1∑
`=0

∆x`

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

−
J−1∑
`=0

d∆x`
dt

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

=
d

dt


J−1∑
`=0

∆x`

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

−
J−1∑
`=0

(
u`+ 1

2
− u`− 1

2

) `−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2
. (4.14)

Integrating (4.13) in time and using (4.14), we get, for any q,

µ (cq (t)) log ρq (t) +

∫ t

0
pq (τ) dτ = µ (cq (0)) log ρq (0)

+

q−1∑
j=`

ρj+ 1
2

(0)uj+ 1
2

(0) ∆xj+ 1
2

(0)−
q−1∑
j=`

ρj+ 1
2

(t)uj+ 1
2

(t) ∆xj+ 1
2

(t)−
∫ t

0

J−1∑
`=0

µ (c` (τ)) (u`+ 1
2

(τ)−u`− 1
2

(τ))

+

∫ t

0

J−1∑
`=0

(
u`+ 1

2
(τ)− u`− 1

2
(τ)
) `−1∑
j=0

ρj+ 1
2

(τ)uj+ 1
2

(τ) ∆xj+ 1
2

(τ) +

∫ t

0

J−1∑
`=0

p` (τ) ∆x` (τ)
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+


J−1∑
`=0

∆x`

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

 (t)−


J−1∑
`=0

∆x`

`−1∑
j=0

ρj+ 1
2
uj+ 1

2
∆xj+ 1

2

 (0) (4.15)

We will use the above equation to show that ρj (t) is bounded for any j and t.
Recalling that E0 = E(0) where E is the energy functional defined by (3.2) and M0 = M(0) where
M is the discrete total mass defined by (3.1), we get (thanks to the Cauchy-Schwarz inequality) the
following bounds:

q∑
j=`

ρj+ 1
2

(0)uj+ 1
2

(0) ∆xj+ 1
2

(0)−
q∑
j=`

ρj+ 1
2

(t)uj+ 1
2

(t) ∆xj+ 1
2

(t) ≤ 2
√

2E
1
2
0 M

1
2

0 , (4.16)

∫ t

0

J−1∑
`=0

µ (c` (τ)) (u`+ 1
2

(τ)− u`− 1
2

(τ)) ≤
√
t

(
sup

`∈0,J−1

µ (c` (0))

)1/2

E
1
2
0 , (4.17)

∫ t

0

J−1∑
`=0

(
u`+ 1

2
(τ)− u`− 1

2
(τ)
) `−1∑
j=0

ρj+ 1
2

(τ)uj+ 1
2

(τ) ∆xj+ 1
2

(τ)

+

∫ t

0

J−1∑
`=0

p` (τ) ∆x` (τ) ≤
(

2M0t

inf µ

) 1
2

E0 + tC(γ+, γ−)E0, (4.18)

with C(γ+, γ− is a constant coming from the properties (1.3) of the pressure state laws, the expression
of H(ρ, c) and its control through the energy. For the fourth line of (4.15), we have similar estimates
than the first one because of the control of the total mass. We conclude that there exists a constant
C0 > 0 depending on E0, M0, sup

`∈0,J−1

µ (c` (0)), inf
`∈0,J−1

µ (c` (0)) and c0 such that

max
j∈0,J−1

ρj (t) ≤ max
j∈0,J−1

ρj (0) exp ((1 + t)C0) . (4.19)

Using once more the estimates (4.16), (4.17), (4.18) and (4.19) we conclude that there exists a constant
C1 > 0 depending on E0, M0, sup

`∈0,J−1

µ (c` (0)), inf
`∈0,J−1

µ (c` (0)) and c0 such that

min
j∈0,J−1

ρj (0) exp (− (1 + C1) exp ((1 + t)C1)) ≤ min
j∈0,J−1

ρj (t) (4.20)

We deduce that there exists an increasing continuous function C1
ini (t) depending on E0,M0, max

`∈0,J−1
µ (c` (0)) ,

min
`∈0,J−1

µ (c` (0)) , ρ0,ρ0 such that

1

C1
ini (t)

≤ ρq (t) ≤ C1
ini (t) (4.21)

for any q ∈ 0, J − 1.

4.4 Global existence for the Cauchy problem associated with (2.1)

The estimates obtained in the last two sections ensure that the solution for the system of ODEs (2.1)
is globally defined. First of all, we see that owing to the energy conservation equation (4.10) for all
t ∈ [0, Tmax) we have that(

max
j∈0,J−1

∣∣∣uj+ 1
2

(t)
∣∣∣)2

≤
J−1∑
j=0

∣∣∣uj+ 1
2

(t)
∣∣∣2 ≤ 1

min
j∈0,J−1

(ρj+ 1
2

(0) ∆xj+ 1
2

(0))

J−1∑
j=0

ρj+ 1
2
(t)
∣∣∣uj+ 1

2
(t)
∣∣∣2 ∆xj+ 1

2
(t)
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≤ 2E0

min
j∈0,J−1

(ρj+ 1
2

(0) ∆xj+ 1
2

(0))
.

Next, owing to the fact that
ẋj+ 1

2
= uj+ 1

2

and to the last inequality, we obtain that

∣∣∣xj+ 1
2

(t)
∣∣∣ ≤ ∣∣∣xj+ 1

2
(0)
∣∣∣+

 2E0

min
j∈0,J−1

(ρj+ 1
2

(0) ∆xj+ 1
2

(0))


1/2

t.

Thus, the first blow-up scenario (4.2) cannot happen.

Remark 4.1. The above estimates degenerate when J → +∞, however they are sufficient for the
purpose of obtaining existence of global solutions for the ODE system (2.1) for a fixed value of J ∈ N∗.

Finally, recalling the relation (4.21) along with

ρq (t) =
ρq (0) ∆xq (0)

∆xq (t)
,

we infer that there exists an increasing continuous function C2
ini (t) depending on E0,M0, max

`∈0,J−1
µ (c` (0)) ,

min
`∈0,J−1

µ (c` (0)) , ρ0,ρ0 such that for all q ∈ 0, J − 1 the following holds true:

∆xq (0)

C2
ini (t)

≤ ∆xq (t) ≤ C2
ini (t) ∆xq (0) .

Thus the second blow-up scenario (4.3) cannot happen: the unique solution is global.

4.5 Control of the first Hoff energy functional defined in (3.3)

Let us multiply the momentum equation with u̇j+ 1
2
and take the sum over all j ∈ 0, J − 1 and observe

that this yields

J−1∑
j=0

ρj+ 1
2

∣∣∣u̇j+ 1
2

∣∣∣2 ∆xj+ 1
2

+
J−1∑
j=0

µ (cj)
uj+ 1

2
− uj− 1

2

∆xj

(
u̇j+ 1

2
− u̇j− 1

2

)
=

J−1∑
j=0

pj(u̇j+ 1
2
− u̇j− 1

2
). (4.22)

Note that
J−1∑
j=0

µ (cj)
uj+ 1

2
− uj− 1

2

∆xj

(
u̇j+ 1

2
− u̇j− 1

2

)

=
1

2

J−1∑
j=0

1

∆xj

d

dt

(
µ (cj)

[
uj+ 1

2
− uj− 1

2

]2
)

=
1

2

d

dt

J−1∑
j=0

µ (cj)

∆xj

[
uj+ 1

2
− uj− 1

2

]2
− 1

2

J−1∑
j=0

d

dt

(
1

∆xj

)
µ (cj)

[
uj+ 1

2
− uj− 1

2

]2

=
1

2

d

dt

J−1∑
j=0

µ (cj)

∆xj

[
uj+ 1

2
− uj− 1

2

]2
+

1

2

J−1∑
j=0

µ (cj)

(∆xj)2

[
uj+ 1

2
− uj− 1

2

]3
.
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The above relation allows to put Equation (4.22) under the form

J−1∑
j=0

ρj+ 1
2

∣∣∣u̇j+ 1
2

∣∣∣2 ∆xj+ 1
2

+
1

2

d

dt

J−1∑
j=0

µ (cj)

[uj+ 1
2
− uj− 1

2

∆xj

]2

∆xj

=
J−1∑
j=0

pj(u̇j+ 1
2
− u̇j− 1

2
)− 1

2

J−1∑
j=0

1

(∆xj)2
µ (cj)

[
uj+ 1

2
− uj− 1

2

]3
. (4.23)

Next, observe that

J−1∑
j=0

pj(u̇j+ 1
2
− u̇j− 1

2
)

=
d

dt

J−1∑
j=0

pj(uj+ 1
2
− uj− 1

2
)−

J−1∑
j=0

ṗj(uj+ 1
2
− uj− 1

2
)

=
d

dt

J−1∑
j=0

pj(uj+ 1
2
− uj− 1

2
) +

J−1∑
j=0

ρj∂ρp (ρj , cj)
1

∆xj
(uj+ 1

2
− uj− 1

2
)2.

On the other hand, one has

− 1

2

J−1∑
j=0

1

(∆xj)2
µ (cj)

[
uj+ 1

2
− uj− 1

2

]3
= −1

2

J−1∑
j=0

1

∆xj

[
uj+ 1

2
− uj− 1

2

]2
{
µ (cj)

uj+ 1
2
− uj− 1

2

∆xj
− p (ρj , cj)

}

− 1

2

J−1∑
j=0

p (ρj , cj)

∆xj

[
uj+ 1

2
− uj− 1

2

]2

Thus, we can put (4.23) under the form

1

2

d

dt

J−1∑
j=0

µ (cj)

[uj+ 1
2
− uj− 1

2

∆xj

]2

∆xj +
J−1∑
j=0

ρj+ 1
2

∣∣∣u̇j+ 1
2

∣∣∣2 ∆xj+ 1
2

=
d

dt

J−1∑
j=0

pj(uj+ 1
2
− uj− 1

2
) +

J−1∑
j=0

(
ρj∂ρp (ρj , cj)−

p (ρj , cj)

2

)
1

∆xj
(uj+ 1

2
− uj− 1

2
)2

− 1

2

J−1∑
j=0

1

∆xj

[
uj+ 1

2
− uj− 1

2

]2
{
µ (cj)

uj+ 1
2
− uj− 1

2

∆xj
− p (ρj , cj)

}
.

Thus, recalling the notation introduced in (3.3) we have that

EH1 (t) ≤ EH1 (0) +

J−1∑
j=0

pj (t) (uj+ 1
2

(t)− uj− 1
2

(t))−
J−1∑
j=0

pj (0) (uj+ 1
2

(0)− uj− 1
2

(0))

+

∫ t

0

J−1∑
j=0

(
ρj∂ρp (ρj , cj)−

p (ρj , cj)

2

)
1

∆xj
(uj+ 1

2
− uj− 1

2
)2

− 1

2

∫ t

0

J−1∑
j=0

1

∆xj

[
uj+ 1

2
− uj− 1

2

]2
{
µ (cj)

uj+ 1
2
− uj− 1

2

∆xj
− p (ρj , cj)

}
. (4.24)

We now will estimate the right hande side of the above inequality. We begin with
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J−1∑
j=0

pj (t) (uj+ 1
2

(t)− uj− 1
2

(t)) ≤

2
J−1∑
j=0

p2
j (t)

µ (cj)
∆xj

 1
2
1

2

J−1∑
j=0

µ (cj)

(
uj+ 1

2
(t)− uj− 1

2
(t)

∆xj

)2

∆xj

 1
2

≤ 1

η

J−1∑
j=0

p2
j (t)

µ (cj)
∆xj + ηEH1 (t) , (4.25)

for any η > 0.
Next, we observe that owing to (4.10) and (4.21) we have that∫ t

0

J−1∑
j=0

(
ρj∂ρp (ρj , cj)−

p (ρj , cj)

2

)
1

∆xj
(uj+ 1

2
− uj− 1

2
)2 (4.26)

≤ sup
(c,ρ)∈[c0,c0]×[C1

ini(t)
−1,C1

ini(t)],

{
2ρ∂ρp (ρ, c)− p (ρ, c)

2µ(c)

}
E0 (4.27)

where c0 = infj cj(0) and c0 = supj cj(0). Let us now conseider the last term of (4.24). Denoting

σj = µ (cj)
uj+ 1

2
− uj− 1

2

∆xj
− p (ρj , cj) (4.28)

we observe that
d

dt

q−1∑
`=j

ρ`+ 1
2
u̇`+ 1

2
∆x`+ 1

2
− σq = −σj .

Multiplying the last relation with
∆xq
µ (cq)

and summing over q leads to

J−1∑
q=0

∆xq
µ (cq)

q−1∑
`=j

ρ`+ 1
2
u̇`+ 1

2
∆x`+ 1

2
−
J−1∑
q=0

σq
µ (cq)

∆xq = −σj
J−1∑
q=0

∆xq
µ (cq)

.

Observe that using (4.28) and the periodicity we have that

J−1∑
q=0

σq
µ (cq)

∆xq =

J−1∑
q=0

p(ρq, cq)

µ (cq)
∆xq ≤ C(γ+, γ−)

E0

min
j∈0,J−1

µ
(
c0
j

)
(C(γ+, γ−) has been indroduced in (4.18)). Thus, we have that for all j ∈ 0, J − 1

J−1∑
q=0

∆xq
µ (cq)

|σj | ≤ C(γ+, γ−)
E0

min
j∈0,J−1

µ
(
c0
j

) +
(M0)1/2

min
j∈0,J−1

µ
(
c0
j

) (J−1∑
`=0

ρ`+ 1
2

∣∣∣u̇`+ 1
2

∣∣∣2 ∆x`+ 1
2

) 1
2

so that we obtain

sup
j
|σj (t)| ≤

max
j∈0,J−1

µ
(
c0
j

)
min

j∈0,J−1
µ
(
c0
j

)
C(γ+, γ−)E0 + (M0)1/2

(
J−1∑
`=0

ρ`+ 1
2
(t)
∣∣∣u̇`+ 1

2
(t)
∣∣∣2 ∆x`+ 1

2
(t)

) 1
2

 (4.29)

for any t. From the above inequality we infer that∫ t

0

J−1∑
j=0

1

∆xj (τ)

[
uj+ 1

2
(τ)− uj− 1

2
(τ)
]2
σj (τ) dτ
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≤
∫ t

0
sup

j∈0,J−1

|σj (τ)|
µ (cj (τ))

J−1∑
j=0

µ (cj (τ))

∆xj (τ)

[
uj+ 1

2
(τ)− uj− 1

2
(τ)
]2
dτ

≤ η
∫ t

0

(
sup

j∈0,J−1

|σj (τ)|
µ (cj (τ))

)2

dτ +
1

4η

∫ t

0

J−1∑
j=0

µ (cj (τ))

∆xj (τ)

[
uj+ 1

2
(τ)− uj− 1

2
(τ)
]2

2

dτ

≤ 2η

max
j∈0,J−1

(µ
(
c0
j

)
)2

min
j∈0,J−1

µ
(
c0
j

)4

∫ t

0

{
C(γ+, γ−)2E2

0 +M0

(
J−1∑
`=0

ρ`+ 1
2

(τ)
∣∣∣u̇`+ 1

2
(τ)
∣∣∣2 ∆x`+ 1

2
(τ)

)}
dτ

+
2

4η

∫ t

0
EH1 (τ)

J−1∑
j=0

µ (cj (τ))

∆xj (τ)

[
uj+ 1

2
(τ)− uj− 1

2
(τ)
]2
dτ, (4.30)

for any η > 0.

Remark 4.2. From now on, as keeping the exact dependence of constants becomes cumbersome, we
will denote by C (t) a generic increasing function depending on the initial data throught M0, E0 ,ρ0,
ρ0, c0, c0, µ−, µ+ and

∥∥∥(u0
j+ 1

2

)j∈0,J−1

∥∥∥
H1
disc

.

Gathering the estimates (4.24), (4.25), (4.26) and (4.30) and taking η sufficiently small we obtain
that

EH1 (t) ≤ C (t) +
1

4η

∫ t

0
EH1 (τ)

J−1∑
j=0

µ (cj (τ))

∆xj (τ)

[
uj+ 1

2
(τ)− uj− 1

2
(τ)
]2
dτ.

Then using that
J−1∑
j=0

µ (cj (τ))

∆xj (τ)

[
uj+ 1

2
(τ)− uj− 1

2
(τ)
]2
∈ L1(0, T )

because of the control E(t) = E0 with E given by (3.2), Grönwall’s inequality implies that for all t ≥ 0

EH1 (t) ≤ C (t) .

Taking in consideration the estimate (4.29) along with the previous inequality we obtain that

t∫
0

[
sup
j
|σj (τ)|

]2

dτ ≤ C (t) . (4.31)

Note that, as the pressure is bounded, we also obtain that

t∫
0

[
sup
j

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
]2

dτ ≤ C (t) . (4.32)

4.6 Control of the second Hoff energy functional defined in (4.23)

Using that
d

dt
(ρj+1/2∆xj+1/2) = 0
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we take the time derivative in the momentum equation to get

ρj+ 1
2
∆xj+ 1

2
üj+ 1

2
+ ṗj+1 − ṗj =

d

dt

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}
.

Multiplying the above relation with u̇j+ 1
2
, we write that

1

2

d

dt

J−1∑
j=0

ρj+ 1
2
|u̇j+ 1

2
|2∆xj+ 1

2
+

J−1∑
j=0

u̇j+ 1
2

(ṗj+1 − ṗj)

=
J−1∑
j=0

u̇j+ 1
2

d

dt

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}
. (4.33)

Observe that

J−1∑
j=0

u̇j+ 1
2

(ṗj+1 − ṗj) = −
J−1∑
j=0

(
u̇j+ 1

2
− u̇j− 1

2

)
ṗj =

J−1∑
j=0

ρj∂ρp (ρj , cj)

∆xj

(
uj+ 1

2
− uj− 1

2

)(
u̇j+ 1

2
− u̇j− 1

2

)
.

(4.34)
Next, we see that

J−1∑
j=0

u̇j+ 1
2

d

dt

{
µ (cj+1)

uj+ 3
2
− uj+ 1

2

∆xj+1
− µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}

= −
J−1∑
j=0

(
u̇j+ 1

2
− u̇j− 1

2

) d

dt

{
µ (cj)

uj+ 1
2
− uj− 1

2

∆xj

}

= −
J−1∑
j=0

µ (cj)

(
u̇j+ 1

2
− u̇j− 1

2

)2

∆xj
+

J−1∑
j=0

(
u̇j+ 1

2
− u̇j− 1

2

)(
uj+ 1

2
− uj− 1

2

) 1

(∆xj)2

d∆xj
dt

µ(cj)

= −
J−1∑
j=0

µ (cj)

(
u̇j+ 1

2
− u̇j− 1

2

)2

∆xj
+
J−1∑
j=0

(
u̇j+ 1

2
− u̇j− 1

2

)
∆xj

(
uj+ 1

2
− uj− 1

2

)2

∆xj
µ(cj). (4.35)

Recall the notation introduced in (3.4). Multiply the relation (4.33) with min {1, t}, integrate in time
and using the previous two relations we arrive at

EH2 (t) =

∫ 1

0

J−1∑
j=0

ρj+ 1
2

(τ) |u̇j+ 1
2

(τ) |2∆xj+ 1
2

(τ) dτ

−
∫ t

0
min (1, τ)

J−1∑
j=0

ρj (τ) ∂ρp (ρj (τ) , cj (τ))

∆xj (τ)

(
uj+ 1

2
(τ)− uj− 1

2
(τ)
)(

u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)
)
dτ

+

∫ t

0
min (1, τ)

J−1∑
j=0

(
u̇j+ 1

2
(τ)− u̇j− 1

2
(τ)
)

∆xj (τ)

(
uj+ 1

2
(τ)− uj− 1

2
(τ)
)2

∆xj (τ)
dτ. (4.36)

In the following we estimate the terms appearing in the right hand side above.
The first term is bounded by the first energy:∫ 1

0

J−1∑
j=0

ρj+ 1
2

(τ) |u̇j+ 1
2

(τ) |2∆xj+ 1
2

(τ) dτ ≤ EH1 (t) . (4.37)
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The second term is treated as follows

−
∫ t

0
min (1, τ)

J−1∑
j=0

ρj (τ) ∂ρp (ρj (τ) , cj (τ))

∆xj (τ)

(
uj+ 1

2
(τ)− uj− 1

2
(τ)
)(

u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)
)
dτ

≤ 1

4η
C (t) + η

∫ t

0
min (1, τ)

J−1∑
j=0

(
u̇j+ 1

2
(τ)− u̇j− 1

2
(τ)

∆xj (τ)

)2

∆xj (τ) dτ (4.38)

for any η > 0, thanks to (4.32) and (4.19). Now we concentrate on the last term appearing in (4.36).
Using Cauchy’s inequality we obtain∫ t

0
min {1, τ}

J−1∑
j=0

u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)

∆xj (τ)

(
uj+ 1

2
(τ)− uj− 1

2
(τ)
)2

∆xj (τ)
dτ

≤ η
∫ t

0

J−1∑
j=0

min {1, τ}µ (cj (τ))

∣∣∣u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)
∣∣∣2

∆xj (τ)

+
1

4η

∫ t

0

J−1∑
j=0

1

µ (cj (τ))

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
4

∆xj (τ) dτ

≤ η
∫ t

0

J−1∑
j=0

min {1, τ}µ (cj (τ))

∣∣∣u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)
∣∣∣2

∆xj (τ)

+
1

4η
min

j∈0,J−1

1

µ2 (cj (0))
×
∫ t

0
sup

j∈0,J−1

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2 J−1∑
j=0

µ (cj (τ))

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2

∆xj (τ) dτ

≤ η
∫ t

0

J−1∑
j=0

min {1, τ}µ (cj (τ))

∣∣∣u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)
∣∣∣2

∆xj (τ)

+
1

4η
min

j∈0,J−1

1

µ2 (cj (0))
× EH1 (t)×

∫ t

0
sup

j∈0,J−1

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2

.

Owing to (4.32), ∫ t

0
sup

j∈0,J−1

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2

≤ C (t)

so that the last term is bounded.
Gathering the information above, we get

EH2 (t) ≤ C (t) +

∫ t

0

(
sup
j
|(Du)j (τ)|

)2

EH2 (τ) dτ

where (Du)j =
u
j+1

2
−u

j− 1
2

∆xj
. Recalling that(

sup
j
|(Du)j (τ)|

)2

∈ L1(0, T )

by (4.32), then using Grönwall’s inequality, we get that

EH2 (t) ≤ C (t) .

Proposition 3.1 is proved.
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5 Proof of Proposition 3.3

In this section we prove the result announced in Proposition 3.3. We begin by analyzing the density
ρ̂J and the volume fraction (or mass fraction, since at this level they are equal, and equal to 1 or 0)
ĉJ , then we look at the continuous velocity ûJ to conclude with the constraint σ̂J .

Estimates for the density ρ̂J and volume fraction ĉJ . First of all, obviously ĉJ , ρ̂J belong to
L∞

(
(0, T )× T1

)
for all T > 0 as it can be seen from estimate (4.19) and the fact that for all j, cj is

constant in time so that we infer the following: ĉJ (t, x) ∈ {0, 1},
1

C1
ini (t)

≤ ρ̂J (t, x) ≤ C1
ini (t) .

Next, we obviously have that

∫ 1

0
H (ρ̂J (t, x) , ĉJ (t, x)) dx =

J−1∑
j=0

xj+1(t)∫
xj(t)

H (ρ̂J (t, x) , ĉJ (t, x)) dx =
J−1∑
j=0

H (ρj , cj) ∆xj . (5.1)

Estimates for the continuous velocity ûJ . In the following lines we analyze the continuous velocity
ûJ .
First we observe the following estimate for the total kinetic energy.∫ 1

0
ρ̂J |ûJ |2 (t, x) dx

=
J−1∑
j=0

ρj (t)

∫ x
j+1

2

x
j− 1

2

|ûJ |2 (t, x) dx ≤ 2
J−1∑
j=0

ρj (t)
∣∣∣uj+ 1

2
(t)
∣∣∣2 ∆xj (t)

3
+ 2

J−1∑
j=0

ρj (t)
∣∣∣uj− 1

2
(t)
∣∣∣2 ∆xj (t)

3

≤ 2

3

J−1∑
j=0

(ρj (t) ∆xj (t) + ρj+1 (t) ∆xj+1 (t))
∣∣∣uj+ 1

2
(t)
∣∣∣2 =

4

3

J−1∑
j=0

ρj+ 1
2

(t)
∣∣∣uj+ 1

2
(t)
∣∣∣2 ∆xj+ 1

2
(t) ≤ 8

3
E0.

(5.2)

As ûJ (t, ·) is piecewise linear, it posseses a weak derivative that is piecewise constant, more precisely

∂xûJ (t, ·) =
uj+ 1

2
(t)− uj− 1

2
(t)

∆xj (t)
on
[
xj− 1

2
(t) , xj+ 1

2
(t)
)

for all t ≥ 0. We infer that

∫ t

0

∫ 1

0
µ (ĉJ (τ, x)) |∂xûJ (τ, x)|2 dxdτ =

∫ t

0

J−1∑
j=0

µ (cj (τ))

∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)
∣∣∣2

∆xj (τ)
≤ E0. (5.3)

Putting together (5.1), (5.2) and (5.3) we obtain the estimate on the second line of (2.14).
According to (4.32) we see that

t∫
0

(
sup
x∈[0,1]

|∂xûJ (t, x)|

)2

≤ C (t) . (5.4)
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Let us observe that for all t ≥ 0 and x ∈
[
xj− 1

2
(t) , xj+ 1

2
(t)
)
we have

∂tûJ (t, x) =
x− xj− 1

2
(t)

∆xj (t)
u̇j+ 1

2
(t) +

xj+ 1
2

(t)− x
∆xj (t)

u̇j− 1
2

(t)

−
x− xj− 1

2
(t)

∆xj (t)2

d∆xj
dt

uj+ 1
2

(t)−
xj+ 1

2
(t)− x

∆xj (t)2

d∆xj
dt

uj− 1
2

(t)

=
x− xj− 1

2
(t)

∆xj (t)
u̇j+ 1

2
(t) +

xj+ 1
2

(t)− x
∆xj (t)

u̇j− 1
2

(t)− ûJ (t, x)

(
uj+ 1

2
(t)− uj− 1

2
(t)
)

∆xj (t)

=
x− xj− 1

2
(t)

∆xj (t)
u̇j+ 1

2
(t) +

xj+ 1
2

(t)− x
∆xj (t)

u̇j− 1
2

(t)− ûJ (t, x) ∂xûJ (t, x)

We infer that

‖∂tûJ (t, ·)‖2L2
x
≤ 8

3

J−1∑
j=0

∣∣∣u̇j+ 1
2

(t)
∣∣∣2 ∆xj+ 1

2
(t) + 2 ‖ûJ (t, ·)‖2L∞x ‖∂xûJ (t, ·)‖2L2

x

≤ 8

3

J−1∑
j=0

∣∣∣u̇j+ 1
2

(t)
∣∣∣2 + 2 ‖∂xûJ (t, ·)‖4L2

x

from which we recover that∫ t

0
‖∂tûJ (τ, ·)‖2L2

x
+ min {1, t} ‖∂tûJ (t, ·)‖2L2

x
≤ C (t) . (5.5)

From (5.4) and (5.5) we get the fourth estimate (third line) of (2.14).

The Cauchy stress quantity σ̂J . Let us observe that we have

∂xσ̂J (t, x) =
σj+1 − σj

∆xj+ 1
2

for x ∈ [xj , xj+1), for any j.

Thus, owing to the fact that the Hoff-energy functionals are bounded we get that∫ t

0

∫ 1

0
|∂xσ̂J (τ, x)|2 dxdτ + min {1, t}

∫ 1

0
|∂xσ̂J (t, x)|2 dx (5.6)

=

∫ t

0

J−1∑
j=0

∣∣∣ρj+ 1
2

(τ) u̇j+ 1
2

(τ)
∣∣∣2 ∆xj+ 1

2
(τ) dτ + min {1, t}

J−1∑
j=0

∣∣∣ρj+ 1
2

(t) u̇j+ 1
2

(t)
∣∣∣2 ∆xj+ 1

2
(t) ≤ C (t) .

(5.7)

It turns out that we can recover an estimate for (∂xσ̂J)J in L4/3−
t L∞x uniformly in J . The argument

goes as follows: for any j and k we have that

∣∣∣u̇j+ 1
2

(t)
∣∣∣2 ≤ ∣∣∣u̇k+ 1

2
(t)
∣∣∣2 +

max{k,j}∑
`=min{k,j}+1

∣∣∣u̇`+ 1
2

(t)− u̇`− 1
2

(t)
∣∣∣ ∣∣∣u̇`+ 1

2
(t) + u̇`− 1

2
(t)
∣∣∣

≤
∣∣∣u̇k+ 1

2
(t)
∣∣∣2 +

J−1∑
`=0

∣∣∣u̇`+ 1
2

(t)− u̇`− 1
2

(t)
∣∣∣ ∣∣∣u̇`+ 1

2
(t) + u̇`− 1

2
(t)
∣∣∣

≤
∣∣∣u̇k+ 1

2
(t)
∣∣∣2
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+

min {1, t}
∑J−1

`=0

µ(cj)

∣∣∣∣u̇`+1
2

(t)−u̇
`− 1

2
(t)

∣∣∣∣2
∆x`


1
2

inf
j=0,J−1

µ
(
c0
j

) 1
2

min {1, t}
1
2

{
2

J−1∑
`=0

∣∣∣u̇`+ 1
2

(t)
∣∣∣2 ∆x`+ 1

2

} 1
2

for any t > 0,

where we have used that
2∆x`+ 1

2
= ∆x` + ∆x`+1.

The previous inequality implies that∣∣∣u̇j+ 1
2

(t)
∣∣∣ ≤ ∣∣∣u̇k+ 1

2
(t)
∣∣∣

+

min {1, t}
∑J−1

`=0

µ(cj)

∣∣∣∣u̇`+1
2

(t)−u̇
`− 1

2
(t)

∣∣∣∣2
∆x`


1
4

inf
j=0,J−1

µ
(
c0
j

) 1
4

min {1, t}
1
4

{
2

J−1∑
`=0

∣∣∣u̇`+ 1
2

(t)
∣∣∣2 ∆x`+ 1

2

} 1
4

.

Multiply the above inequality with ∆xk+ 1
2
and take the sum over k ∈ 0, J − 1 in order to obtain that

∣∣∣u̇j+ 1
2

(t)
∣∣∣ ≤ J−1∑

k=0

∣∣∣u̇k+ 1
2

(t)
∣∣∣∆xk+ 1

2

+

min {1, t}
∑J−1

`=0

µ(cj)

∣∣∣∣u̇`+1
2

(t)−u̇
`− 1

2
(t)

∣∣∣∣2
∆x`


1
4

inf
j=0,J−1

µ
(
c0
j

) 1
4

min {1, t}
1
4

{
2
J−1∑
`=0

∣∣∣u̇`+ 1
2

(t)
∣∣∣2 ∆x`+ 1

2

} 1
4

.

From the previous inequality and the fact that the two functionals EH1 and EH2 are bounded and
the fact that the density is bounded by below it follows that for all r ∈ [1, 4

3)∫ t

0

(
sup

j∈0,J−1

∣∣∣u̇j+ 1
2

(τ)
∣∣∣)r dτ ≤ C (t)

which obviously implies that∫ t

0
( sup
x∈[0,1]

|∂xσ̂J (τ, x)|)rdτ

=

∫ t

0
( sup
j∈0,J−1

∣∣∣∣∣σj+1 (τ)− σj (τ)

∆xj+ 1
2

(τ)

∣∣∣∣∣)rdτ =

∫ t

0
( sup
j∈0,J−1

∣∣∣ρj+ 1
2

(τ) u̇j+ 1
2

(τ)
∣∣∣)rdτ ≤ C (t)

for all r ∈ [1, 4
3). Together with (5.7), this gives the desired estimate.

Time derivative of the Cauchy stress σ̂J . The time derivative of σ̂J is given by

∂tσ̂J (t, x) =
x− xj
∆xj+ 1

2

σ̇j+1 +
xj+1 − x
∆xj+ 1

2

σ̇j
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−
uj+ 1

2
+ uj− 1

2

2∆xj+ 1
2

σj+1 +
uj+ 3

2
+ uj+ 1

2

2∆xj+ 1
2

σj

− x− xj
(∆xj+ 1

2
)2

(uj+ 3
2
− uj− 1

2

2

)
σj+1 −

xj+1 − x
(∆xj+ 1

2
)2

(uj+ 1
2
− uj− 3

2

2

)
σj

= T1j + T2j + T3j ,

for all t ≥ 0 and x ∈ [xj (t) , xj+1 (t)) and j ∈ 0, J − 1. We begin by treating the terms related to T1j .
First, we write that

J−1∑
j=0

xj+1∫
xj

∣∣∣∣∣xj+1 − x
∆xj+ 1

2

σ̇j

∣∣∣∣∣
2

≤
J−1∑
j=0

xj+1∫
xj

|σ̇j |2

2 ≤
J−1∑
j=0

xj+1∫
xj

µ2 (cj)

∣∣∣∣∣ u̇j+ 1
2
− u̇j− 1

2

∆xj

∣∣∣∣∣
2

+ 2

J−1∑
j=0

xj+1∫
xj

µ2 (cj)

∣∣∣∣uj+ 1
2
− uj− 1

2

∆xj

∣∣∣∣4 + 2

J−1∑
j=0

xj+1∫
xj

∣∣∣∣ ddtp (cj , ρj)

∣∣∣∣2

≤ 2 max
c∈[0,c]

µ (c)
J−1∑
j=0

xj+1∫
xj

µ (cj)

∣∣∣∣∣ u̇j+ 1
2
− u̇j− 1

2

∆xj

∣∣∣∣∣
2

+ 2

J−1∑
j=0

xj+1∫
xj

µ2 (cj)

∣∣∣∣uj+ 1
2
− uj− 1

2

∆xj

∣∣∣∣4

+ 2

J−1∑
j=0

xj+1∫
xj

|ρj∂ρp (cj , ρj)|2
∣∣∣∣uj+ 1

2
− uj− 1

2

∆xj

∣∣∣∣2
Concerning the first term in the right hand side above, observe that

t∫
0

min {1, τ}
J−1∑
j=0

xj+1∫
xj

µ (cj (τ))

∣∣∣∣∣ u̇j+ 1
2

(τ)− u̇j− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2

≤ EH2 (t) . (5.8)

Next, we have

J−1∑
j=0

xj+1∫
xj

µ2 (cj)

∣∣∣∣uj+ 1
2
− uj− 1

2

∆xj

∣∣∣∣4 =
J−1∑
j=0

µ2 (cj)

∣∣∣∣uj+ 1
2
− uj− 1

2

∆xj

∣∣∣∣4 ∆xj+ 1
2

≤ max
c∈[0,c]

µ (c) ( sup
j∈0,J−1

∣∣∣D (u)j (t)
∣∣∣)2

J−1∑
j=0

µ (cj)

∣∣∣∣uj+ 1
2
− uj− 1

2

∆xj

∣∣∣∣2 ∆xj+ 1
2

≤ max
c∈[0,c]

µ (c) ( sup
j∈0,J−1

∣∣∣D (u)j (t)
∣∣∣)2EH1 (t) ,

so that
t∫

0

J−1∑
j=0

xj+1∫
xj

µ2 (cj (τ))

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
4

≤ max
c∈[0,c]

µ (c)C (t)

∫ t

0
( sup
j∈0,J−1

∣∣∣D (u)j (τ)
∣∣∣)2dτ.

Thus, according to (4.32), we have

t∫
0

J−1∑
j=0

xj+1∫
xj

µ2 (cj (τ))

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
4

dτ ≤ C (t) . (5.9)
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At last, thanks to the uniform bounds on the density, we also have

t∫
0

J−1∑
j=0

xj+1∫
xj

|ρj (τ) ∂ρp (cj (τ) , ρj (τ))|2
∣∣∣∣∣uj+ 1

2
(τ)− uj− 1

2
(τ)

∆xj (τ)

∣∣∣∣∣
2

≤ C (t)

J−1∑
j=0

xj+1∫
xj

µ (cj (τ))

∣∣∣∣∣uj+ 1
2

(τ)− uj− 1
2

(τ)

∆xj (τ)

∣∣∣∣∣
2

≤ C (t) . (5.10)

Putting together (5.8), (5.9) and (5.10) we get that

t∫
0

min {1, τ}
J−1∑
j=0

|T1j (τ)|2 dτ ≤ C (t) . (5.11)

Next, in order to treat the terms related to T2j we write that

−
uj+ 1

2
+ uj− 1

2

∆xj+ 1
2

σj+1 +
uj+ 3

2
+ uj+ 1

2

∆xj+ 1
2

σj = −
(
uj+ 1

2
+ uj− 1

2

) σj+1 − σj
∆xj+ 1

2

−
uj+ 3

2
+ uj− 1

2

∆xj+ 1
2

σj .

Next, we remark that∫ t

0

∫ xj+1

xj

J−1∑
j=0

(
uj+ 1

2
(τ) + uj− 1

2
(τ)
)2
∣∣∣∣∣σj+1 (τ)− σj (τ)

∆xj+ 1
2

(τ)

∣∣∣∣∣
2

≤ 2 sup
t

sup
j
|uj+ 1

2
(t)|2 (t)

∫ t

0

J−1∑
j=0

∣∣∣∣∣σj+1 (τ)− σj (τ)

∆xj+ 1
2

(τ)

∣∣∣∣∣
2

∆xj+ 1
2

(τ) ≤ C (t) .

The second term is estimated as follows∫ t

0

J−1∑
j=0

∫ xj+1

xj

1

(∆xj+ 1
2

(τ))2

∣∣∣uj+ 3
2

(τ)− uj− 1
2

(τ)
∣∣∣2 |σj (τ)|2 dτ

≤
∫ t

0
(max

j
|σj (τ)|)2dτ sup

τ∈[0,t]

J−1∑
j=0

1

∆xj+ 1
2

(τ)

∣∣∣uj+ 3
2

(τ)− uj− 1
2

(τ)
∣∣∣2 ≤ C (t) .

Using the last two inequalities we get that

t∫
0

xj+1∫
xj

J−1∑
j=0

|T2j (τ)|2 dτ ≤ C (t) . (5.12)

Finally, let us take care of the terms related to T3j . Observe that∫ t

0

∫ xj+1

xj

J−1∑
j=0

|xj+1 (τ)− x|2

(∆xj+ 1
2

(τ))4

∣∣∣uj+ 3
2

(τ)− uj− 1
2

(τ)
∣∣∣2 |σj |2

≤
∫ t

0

J−1∑
j=0

1

∆xj+ 1
2

(τ)

∣∣∣uj+ 3
2

(τ)− uj− 1
2

(τ)
∣∣∣2 |σj |2

≤ sup
τ∈[0,t]

J−1∑
j=0

1

∆xj+ 1
2

∣∣∣uj+ 3
2
− uj− 1

2

∣∣∣2 ∫ t

0
(max

j
|σj |)2 ≤ C (t) .
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We get that
t∫

0

xj+1∫
xj

J−1∑
j=0

|T3j (τ)|2 dτ ≤ C (t) . (5.13)

Combining the estimates (5.11), (5.12) and (5.13) we obtain that∫ t

0

∫ 1

0
min{1, τ} |∂tσ̂J (τ, x)|2 dx ≤ C (t) .

This concludes the proof of the "uniform estimates" part of Proposition 3.3.

5.1 Limiting equations when J →∞

Consider discrete initial data verifying the hypothesis (2.6) along with the globally defined solution
of the system of ODEs (2.1)-(2.4). Furthermore, consider the functions (ĉJ , ρ̂J , ûJ , σ̂J) given by (2.8),
(2.9), (2.10) and (2.11). These function verify uniformly in J the estimates announced in (2.14) and
thus up to a subsequence we have that

ĉJ ⇀ c weakly- ∗ in L∞
(
(0, T )×T1

)
,

ρ̂J ⇀ ρ weakly- ∗ in L∞
(
(0, T )×T1

)
,

ûJ ⇀ u weakly in H1
(
(0, T )× T1

)
such that

∂xûJ ⇀ ∂xu weakly- ∗ in L2
(
(0, T ) ;L∞

(
T1
))

,
σ̂J ⇀ σ weakly in H1

(
(τ, T )× T1

)
for all τ > 0, such that

∂xσ̂J ⇀ ∂xσ weakly in L2
(
(0, T )×T1

)
.

(5.14)

In order to conclude the proof of Proposition 3.3 we have to obtain equations for ρ and u. First of all
we will prove Proposition 3.2. Let ψ ∈ D (R) and observe that
t∫

0

∫
R
ρ̂J (t, x) (∂tψ + ûJ∂xψ) (τ, x) dxdτ

=

t∫
0

∑
j∈Z

x
j+1

2
(τ)∫

x
j− 1

2
(τ)

ρ̂J (τ, x) (∂tψ + ûJ∂xψ) (τ, x) dx dτ =

t∫
0

∑
j∈Z

x
j+1

2
(τ)∫

x
j− 1

2
(τ)

ρj (τ) (∂tψ + ûJ∂xψ) (τ, x) dx dτ

=

t∫
0

∑
j∈Z

ρj (τ)


x
j+1

2
(τ)∫

x
j− 1

2
(τ)

∂tψ (τ, x) dx+ uj+ 1
2
ψ
(
τ, xj+ 1

2
(τ)
)
− uj− 1

2
ψ
(
τ, xj− 1

2
(τ)
)
−

x
j+1

2
(τ)∫

x
j− 1

2
(τ)

∂xûJψ (τ, x) dx

 dτ

=

t∫
0

∑
j∈Z


x
j+1

2
(τ)∫

x
j− 1

2
(τ)

∂t (ψ (τ, x) ρj (t)) dx+ uj+ 1
2
ψ
(
τ, xj+ 1

2
(τ)
)
− uj− 1

2
ψ
(
τ, xj− 1

2
(τ)
) dτ

=

t∫
0

∑
j∈Z

d

dt

x
j+1

2
(τ)∫

x
j− 1

2
(τ)

ψ (τ, x) ρj (τ) dx dτ =

t∫
0

d

dt

∑
j∈Z

x
j+1

2
(t)∫

x
j− 1

2
(t)

ψ (τ, x) ρ̂J (τ, x) dx dτ =

t∫
0

d

dt

∫
R
ψ (τ, x) ρ̂J (τ, x) dx dτ,

and, thus,
t∫

0

∫
R
ρ̂J (τ, x) (∂tψ + ûJ∂xψ) (τ, x) dx dτ =

∫
R
ψ (t, x) ρ̂J (t, x) dx−

∫
R
ψ (0, x) ρ̂J (0, x) dx.
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which is exactly the second equation of (3.5). The fact that ĉJ verifies the transport equation is proved
in the same way. This concludes the proof of Proposition 3.2.

Obviously, using the information from (5.14) we infer that ρ and u verify the first equation from
(3.8).

Let us now describe how to obtain an equation for u. Consider the auxiliary variables

m̂J (t, x) = ρj+ 1
2

(t)uj+ 1
2

(t) if x ∈ [xj , xj+1]

v̂J (t, x) =
xj+1 − x
∆xj+ 1

2

uj +
x− xj
∆xj+ 1

2

uj+1 if x ∈ [xj , xj+1] ,

where we define uj by

uj (t) =
uj− 1

2
(t) + uj+ 1

2
(t)

2
∀j ∈ Z

(recall the definition of ρj+ 1
2
in (2.3)). It is rather straightforward to check that

∂tm̂J + ∂x (m̂J v̂J) + ∂xσ̂J = 0 (5.15)

and that
m̂J ∈ L∞

(
(0, T ) ;L2

(
T1
))
, v̂J ∈ L2

(
(0, T ) ;H1

(
T1
))
.

Therefore we can extract subsequences

m̂J ⇀∗ m weakly- ? in L∞((0, T );L2(T1)) and

v̂J ⇀ v weakly in L2
(
(0, T ) ;H1

(
T1
))
.

Using (5.15) and the uniform bounds for (v̂J , m̂j , σ̂J)J we obtain

∂tm̂J ∈ L2
(
(0, T ) ;H−1

(
T1
))

uniformly, so that (see [27], Lemma 5.1., page 12)

∂tm+ ∂x(mv) + ∂xσ = 0.

It remains to identify u with v and m with ρu. Let us observe that

ûJ (t, xj (t)) =
uj− 1

2
(t) + uj− 1

2
(t)

2
= v̂J (t, xj (t)) ,

along with ∫ x
j+1

2

x
j− 1

2

ρ̂J ûJ = ρj∆xj
uj− 1

2
+ uj+ 1

2

2
. (5.16)

Since the computations are cumbersome yet straightforward we skip the details.

Next using that (∂xσ̂J)J is uniformly bounded in L2
(
(0, T )× T1

)
along with the fact that

(
∂t

1

µ (ĉJ)

)
J

is bounded in L2
(
(0, T ) ;H−1

(
T1
)

+ L2
(
T1
))

one can conclude that

∂xu−
〈
ĉJ
p+ (ρ̂J)

µ+
+ (1− ĉJ)

p− (ρ̂J)

µ−

〉
= lim

J→∞

σ̂J
µ (ĉJ)

=

〈
1

µ (ĉJ)

〉
σ.

This concludes the proof of Proposition 3.3.
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6 Proof of Proposition 3.5

We naturally divide the proof of Proposition 3.5 into two parts. First, we prove that the limiting
measures verify the equations (3.12) while in a second time we will prove that knowing that if at initial
time Θ has the special structure (2.17) then we can propagate this structure, i.e. (2.18) holds for all
time t > 0. This property will go along with the fact that the quantities (α+, α−, ρ+, ρ−) satisfy (1.1)
with u. Let us consider b (x, ξ, η) ∈ C1

c (T1
x × Rξ × [0, 1]). For all N ≥ 0 we write

ρ̂NJ (t) :
def.
= FN ∗ ρ̂J(t)

where FN is the Fejér kernel

FN (x) =
1

N + 1

(
sin (π (N + 1)x)

sin (πx)

)2

.

For t ∈ [0, T ] and p ∈ [1,∞) we have that{
limN→∞

∥∥ρ̂NJ (t)− ρ̂J(t)
∥∥
Lp(T1)

= 0,

limN→∞
∥∥ρ̂NJ − ρ̂J∥∥Lp([0,T ]×T1)

= 0.
(6.1)

Let us apply FN to the second transport equation in (3.5) and write that

∂tρ̂
N
J + ∂x

(
ρ̂NJ ûJ

)
= rN (ρ̂J , ûJ) , (6.2)

where rN (ρ̂J , ûJ) := ∂x((FN ∗ ρ̂J)ûJ)− ∂x(FN ∗ (ρ̂J ûJ)) satisfies (see [14, Lemma II.1]):

lim
N→∞

‖rN (ρ̂J , ûJ)‖L2([0,T ]×T1) = 0. (6.3)

Similarly, with the first transport equation of (3.5), we obtain:

∂tĉ
N
J + ûJ∂xĉ

N
J = rN (ĉJ , ûJ)− ĉNJ ∂xûJ + (c∂xu)NJ , (6.4)

with rN satisfying also (6.3). We multiply (6.2) with ∂2b(x, ρ̂
N
J , ĉ

N
J ) and (6.4) with ∂3b(x, ρ̂

N
J , ĉ

N
J ) and

we write that

∂tb(x, ρ̂
N
J , ĉ

N
J ) + ∂x

(
ûJ b(x, ρ̂

N
J , c

N
J )
)
− ûJ∂1b

(
x, ρ̂NJ , ĉ

N
J

)
+
(
ρ̂NJ ∂2b

(
x, ρ̂NJ , ĉ

N
J

)
− b

(
x, ρ̂NJ , ĉ

N
J

))
∂xûJ

=rN (ρ̂J , ûJ) ∂2b(x, ρ̂
N
J , ĉ

N
J ) + rN (ĉJ , ûJ)∂3b(x, ρ̂

N
J , ĉ

N
J )

−
[
ĉNJ ∂xûJ − (c∂xu)NJ

]
∂3b(x, ρ̂

N
J , ĉ

N
J )

Remark 6.1. Let us mention that by ∂tb(x, ρ̂NJ , ĉJ), ∂xb(x, ρ̂
N
J , ĉJ) we understand the derivative with

respect to time, space of the function

(t, x)→ b(x, ρ̂NJ (t, x), ĉJ(t, x))

while when using numbers ∂kb(t, x, ρ̂NJ ), k ∈ {1, 2, 3} represents the derivative of b with respect to its
kth variable computed in (x, ρ̂NJ (t, x), ĉJ(t, x)).
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In order to take advantage of the compactness properties of the stress σ̂J = µ(ĉJ)∂xûJ − p(ρ̂J , ĉJ),
see (3.6), we rewrite the above equation as

∂tb(x, ρ̂
N
J , ĉ

N
J ) + ∂x

(
ûJb(x, ρ̂

N
J , ĉ

N
J )
)
− ûJ∂1b(x, ρ̂

N
J , ĉ

N
J )

+
1

µ(ĉNJ )

(
ρ̂NJ ∂2b(x, ρ̂

N
J , ĉ

N
J )− b(x, ρ̂NJ , ĉNJ )

)
σ̂J

+
1

µ(ĉNJ )

(
ρ̂NJ ∂2b(x, ρ̂

N
J , ĉ

N
J )− b(x, ρ̂NJ , ĉNJ )

)
p
(
ρ̂NJ , ĉ

N
J

)
=rN (ρ̂J , ûJ) ∂2b(x, ρ̂

N
J , ĉ

N
J ) + rN (ĉJ , ûJ)∂3b(x, ρ̂

N
J , ĉ

N
J )

−
[
ĉNJ ∂xûJ − (c∂xu)NJ

]
∂3b(x, ρ̂

N
J , ĉ

N
J ).

(6.5)

Owing to (6.1), we get that, up to the extraction of a subsequence,
(ρ̂NJ , ĉ

N
J )→ (ρ̂J , ĉJ) a.e. [0, T ]× T1,

(ρ̂NJ (T ), ĉNJ (T ))→ (ρ̂J(T ), ĉJ(T )) a.e. T1,
(ρ̂NJ (0), ĉNJ (0))→ (ρ̂J(0), ĉJ(0)) a.e. T1.

(6.6)

Hence, by applying a dominated convergence argument, we obtain that the left-hand side of (6.5)
converges in D′((0, T )× T1) to

∂tb(x, ρ̂J , ĉJ) + ∂x (ûJb(x, ρ̂J , ĉJ))− ûJ∂1b(x, ρ̂J , ĉJ)

+
1

µ(ĉJ)
(ρ̂J∂2b(x, ρ̂J , ĉJ)− b(x, ρ̂J , ĉJ)) σ̂J

+
1

µ(ĉJ)
(ρ̂J∂2b(x, ρ̂J , ĉJ)− b(x, ρ̂J , ĉJ)) p (ρ̂J , ĉJ)

For the right-hand side, we apply (6.3) together with the regularity ∂xûJ ∈ L∞loc((0, T )× T1) to yield
that:

lim
N→∞

‖ĉNJ ∂xûJ − (c∂xu)NJ ‖L2
loc((0,T )×T) = 0.

This entails that:

∂tb(x, ρ̂J , ĉJ) + ∂x (ûJb(x, ρ̂J , ĉJ))− ûJ∂1b(x, ρ̂J , ĉJ)

+
1

µ(ĉJ)
(ρ̂J∂2b(x, ρ̂J , ĉJ)− b(x, ρ̂J , ĉJ)) σ̂J

+
1

µ(ĉJ)
(ρ̂J∂2b(x, ρ̂J , ĉJ)− b(x, ρ̂J , ĉJ)) p (ρ̂J , ĉJ) =

5∑
i=1

Ii = 0.

Let us now integrate in space this equality. We first observe that the integration of the second quantity
vanishes. Then using the definition of the sequences of measures ΘJ i.e.(3.9) namely

< ΘJ(t), b >=

∫
T1

b(x, ρ̂J(t, x), ĉJ(t, x)) =

∫
T1
x×Rξ×[0,1]

b dΘJ(t)

we get that:

∂tΘJ + ∂x (ûJΘJ)− ∂ξ
((

ξσ̂J
µ(η)

+
ξp (η, ξ)

µ(η)

)
ΘJ

)
−
(

σ̂J
µ (η)

+
p (η, ξ)

µ(η)

)
ΘJ = 0. (6.7)

Note that ∫
T1

b(x, ρ̂J(t, x), ĉJ(t, x)) dx =< ΘJ(t), b >
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and remark that the second term in (6.7) comes from the integration in space of I3. Indeed

−
∫
T1

ûJ∂1b(x, ρ̂J(t, x), ĉJ(t, x))dx = − < Θ̂j(t), ûJ∂1b >=< ∂x(ΘJ(t)ûJ , b > .

The integration in space of I4 and I5 playing with the ζ and η variables provides the last two terms
in (6.7). With the first statement, we obtain that, whatever b ∈ C1

c (T1 × Rξ × [0, 1]), the quantity
∂tb(x, ρ̂J , ĉJ) is bounded in L∞(0, T ;H−1(T1)). By a standard Ascoli-Arzela argument, applying that
the ΘJ have uniformly finite mass, we obtain that 〈ΘJ , b〉 is precompact in C([0, T ]). We can then
use that the ΘJ have compact support (uniformly in N) to extract a limit for a denumerable set of
b and combine with a density argument to obtain that the ΘJ converge (up to the extraction of a
subsequence) in Cw([0,∞);M+(T1

x × Rξ × [0, 1]).

We are now in position to pass to the limit J → ∞ in this last equation. For this, we note that
∂tûJ is bounded in L2((0, T )× T1) so that by a classical Ascoli-Arzela argument we have that (up to
the extraction of a subsequence) ûJ converges to u in L2((0, T );C(T1)). Consequently:

ΘJ ûJ → Θu in D′((0, T )× T1 × Rξ × [0, 1]).

Concerning the remaining terms, the only difficulty lies in passing to the limit in the produce σ̂JΘJ . For
this, we note that ∂tρ̂J is bounded in L∞((0, T );H−1(T1)) while σ̂J is bounded in L2((0, T );H1(T1)).
By a classical compensated compactness argument (see [7, Lemma 10]), we obtain that Θ satisfies
(3.12). This concludes the first part of Proposition 3.5.

7 Proof of Proposition 3.6 and end of proof of Theorem 1

The objective of this section is to prove Theorem 1. We follow the approach from [6] and construct
explicit solutions to the limit system (1.1). Afterwards, using the classical uniqueness result for trans-
port equations with measure initial data, we may identify the limit measure with the particular one we
have constructed. At first, we note that the limiting velocity field and stress field have the regularity:

u ∈ C([0, T ];L2(T1)) ∩ L2(0, T ;W 1,∞(T1)), ∂xσ ∈ L
4
3
− ([0, T ] ;L∞

(
T1
))
.

Consequently, classical arguments for semilinear hyperbolic problems yield that, given

(α0
−, α

0
+, ρ

0
−, ρ

0
+) ∈ L∞(T1;R4)

such that
0 ≤ min(α0

−, α
0
+, ρ

0
−, ρ

0
+) and α0

− + α0
+ = 1,

there exists a unique solution (α̃−, α̃+, ρ̃−, ρ̃+) ∈ L∞((0, T )× T1) ∩ C([0, T ];L1(T1)) to ∂tρ̃± + u∂xρ̃± + ρ̃ (σ + p+ (ρ̃±)) = 0,

∂tα̃± + u∂xα̃± =
α̃+

µ+
(F+ − σ) ,

where
F± = −µ±∂xu+ p±(ρ̃±),

with initial condition (α0
−, α

0
+, ρ

0
−, ρ

0
+). We note that the solution, which can be obtained via a standard

fixed point argument, is a priori defined only locally. However, noticing that

0 ≤ ρ̃±(t, x) ≤ ρ±,0 (x) exp

(∫ t

0
‖σ‖L∞

)
(7.1)
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and owing to the uniform bounds for ‖σ‖L1(0,T ;L∞(T1)), we may extend the local solutions ρ± to global
ones. A similar argument shows that α̃± can be defined globally.

At this point, we define a measure on T1 × Rξ × Rη by the following formula:〈
Θ̄ (t) , b

〉
:
def.
=

∫
T1

α̃− (t, x) b(x, ρ̃−(t, x), 0) + α̃+ (t, x) b(x, ρ̃+(t, x), 1)dx.

We observe that, for all t ∈ [0, T ], the measure Θ̄(t) has compact support in T1
x × Rξ × [0, 1] and,

given the system satisfied by (α̃−, α̃+, ρ̃−, ρ̃+), one can check that the measure Θ̄ verifies the following
equation

∂tΘ̄ + ∂x
(
u Θ̄
)
− ∂ξ

((
ξσ

µ(η)
+
ξp(η, ξ)

µ(η)

)
Θ̄

)
−
(

σ

µ (η)
+
p (η, ξ)

µ(η)

)
Θ̄ = 0. (7.2)

Moreover, we have that

lim
t→0
〈Θ̄ (t) , b〉 =

∫
T1

(α−,0 (x) b(x, ρ−,0(x), 0) + α+,0 (x) b (x, ρ+(x), 1))dx = 〈Θ(0), b〉.

Let use fix C(T ) ≥ 1 such that Θ and Θ̄ both have their support in T1× [0, C(T )]× [0, 1]. Considering
χ a smooth function

χ : R→[0, 1] such that χ = 1 on [0, C (T )] (7.3)

we can write that Θ and Θ̄ are both solutions to ∂tΦ̄ + ∂x
(
u Φ̄
)
− ∂ξ

((
ξσ

µ(η)
+
ξp(η, ξ)

µ(η)

)
χ (ξ)χ (η) Φ̄

)
−
(

σ

µ (η)
+
p (η, ξ)

µ(η)

)
χ (ξ)χ (η) Φ̄ = 0,〈

Φ̄|t=0, b
〉

=
∫
T1(α−,0 (x) b(x, ρ−,0(x), 0) + α+,0 (x) b (x, ρ+(x), 1))dx

(7.4)
Let us observe that Φ̄ is transported by the field V = (V1, V2, V3) :

V1 (t, x, ξ, η) = u (t, x) ,

V2 (t, x, ξ, η) = −
(
ξσ (t, x)

µ(η)
+
ξp(η, ξ)

µ(η)

)
χ (ξ)χ (η) ,

V3 (t, x, ξ, η) = 0.

The estimates that we obtained for u, σ allow us to conclude that V ∈ L1([0, T ];L∞(T1)). Uniqueness
of solutions for transport equations with vector fields having this kind of regularity is then classical,
so that we obtain that Θ(t) = Θ̄(t). This concludes the proof of Theorem 1.

8 Numerical illustrations

In this last section, we design two numerical schemes: one to approximate the continuous version of
the mesoscopic system, that is to say

∂tc+ u∂xc = 0 with c (1− c) = 0
∂tρ+ ∂x(ρu) = 0
∂t(ρu) + ∂x(ρu2)− ∂x((cµ+ + (1− c)µ−)∂xu) + ∂x(cp+(ρ) + (1− c)p−(ρ)) = 0

(8.1)

with
c|t=0 = c0 ∈ {0, 1}, ρ|t=0 = ρ0, u|t=0 = u0

and one to approximate the macroscopic system (1.1)–(1.4) with Cauchy datum. Later, we will denote

µ(c, ρ) = cµ+ + (1− c)µ−, p(c, ρ) = cp+(ρ) + (1− c)p−(ρ).

In all the following, for the consiseness of the notation, α will stand for α+ (thus α− will be
understood as 1− α).
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8.1 Mesoscopic discretization

The numerical scheme we design here consists in a “brute force" discretization of System (8.1) where
c0(1− c0) = 0. We will consider a time discretization of the semi-discrete scheme managed in Theorem
(1). Let us recall here the ideas. As the fluids have to remain pure (not mixed) in every cell, because,
for modeling reasons, we want to use only the pure pressure laws (the mixture pressure law being
unknown at this stage), the length of each pure zone has to be larger than a cell (and, more precisely,
has to be large as an integer number of cells). Here, in the numerical tests, we choose to consider
a numerical initial condition such that the fluid changes from one cell to the other (but of course
this is not a restriction). The problem to achieve the aim here comes from the so-called numerical
diffusion: the discretization of the ∂tc+u∂xc = 0 with a stable scheme usually brings a certain amount
of diffusion, the effect of which being not to preserve the important feature c(t, ·)(1− c(t, ·)) = 0 a.e..
In order to pass over this phenomenon, we consider a Lagrangian, or pseudo-Lagrangian2 scheme in
which the cells follow the fluid in its transport, namely in which the edges of every cell moves at the
fluid velocity. In this Lagrangian frame, the equation for the mass fraction is Dtc = 0 (recall that
Dt = ∂t + u∂x).

The spirit of the proposed scheme is the one of staggered schemes: it can be seen as a modification of
the schemes in [25] and [18], this modification being that the present scheme is more explicit (precisely,
the nonlinearity are time-discretized in a backward Euler way) and that it is a pseudo-Lagrange scheme.
Staggered schemes are schemes in which different unknowns are associated to different points or cells in
the mesh (for example, the density and the velocity, here). At last, this scheme is a time discretization
of the semi-discrete scheme (2.1) that was proposed to determine the limit macroscopic system.

The discretization is the following. Let J ∈ N\{0} be the number of cells in [0, 1). Let (x0
j−1/2)Jj=1

be the collection of cell interface positions at time 0. One assumes 0 ≤ x0
j−1/2 < x0

j+1/2 < 1 for any
j = 1, . . . , J − 1.

In order to take into account the fact that the problem under consideration is posed on T in a
simple manner, i.e. without taking care of the cells and quantities on the boundary, we extend all the
data over R and Z by periodicity.

The cells themselves are denoted by ω0
j = [x0

j−1/2, x
0
j+1/2) for j ∈ Z. We denote by ∆xnj =

xnj+1/2 − x
n
j−1/2 their length. The maximum length of these cells is intended to be small (and to tend

to 0 as J tends to ∞ to reach convergence). We also will need the distance between two centers of
consecutive cells: ∆xnj+1/2 = (∆xnj + ∆xnj+1)/2.

Each time step of the scheme, given a discrete datum
(
xnj−1/2, ρ

n
j , c

n
j , u

n
j−1/2

)
j∈Z

, consists in defining

2It can be called pseudo-Lagrangian because, although the solution is actually expressed in the classical Euler variable,
the scheme strongly uses the Langrange formulation of the system.
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appropriately ∆tn > 0 and constructing
(
xn+1
j−1/2, ρ

n+1
j , cn+1

j , un+1
j−1/2

)
j∈Z

by the formula



ρnj+1/2 =
∆xnj ρ

n
j + ∆xnj+1ρ

n
j+1

∆xnj + ∆xnj+1

, j ∈ Z,

cn+1
j = cnj , j ∈ Z,
ρnj+1/2∆xnj+1/2u

n+1
j+1/2 = ρnj+1/2∆xnj+1/2u

n
j+1/2 −∆tn

(
p(cnj+1, ρ

n
j+1)− p(cnj , ρnj )

)
+ ∆tn

(
µ(cnj+1, ρ

n
j+1)

un+1
j+3/2 − u

n+1
j+1/2

∆xnj+1

− µ(cnj , ρ
n
j )
un+1
j+1/2 − u

n+1
j−1/2

∆xnj

)
, j ∈ Z,

xn+1
j+1/2 = xnj+1/2 + ∆tnun+1

j+1/2, j ∈ Z,
∆xn+1

j = xn+1
j+1/2 − x

n+1
j−1/2, j ∈ Z,

∆xn+1
j+1/2 =

∆xn+1
j + ∆xn+1

j+1

2
, j ∈ Z,

ρn+1
j = ρnj

∆xnj

∆xn+1
j

, j ∈ Z.

(8.2)
In the system above,

• The first equation defines a density associated to the nodes xnj+1/2, density that is used in the
third equation,

• The second equation is a (non-diffusive) discretization of Dtc = 0,

• The third equation is the discretization of ∂tρu + ∂x(ρu2 + p) = ∂x(µ∂xu): indeed notice that
thanks to the last equation of the system, this third equation rewrites

ρn+1
j+1/2∆xn+1

j+1/2u
n+1
j+1/2 = ρnj+1/2∆xnj+1/2u

n
j+1/2 −∆tn

(
p(cnj+1, ρ

n
j+1)− p(cnj , ρnj )

)
+ ∆tn

(
µ(cnj+1, ρ

n
j+1)

un+1
j+3/2 − u

n+1
j+1/2

∆xnj+1

− µ(cnj , ρ
n
j )
un+1
j+1/2 − u

n+1
j−1/2

∆xnj

)
, j ∈ Z,

which is consistent with the partial differential equation,

• The fourth equation is the translation of the mesh,

• Fifth and sixth equations redefine quantities that are used in the scheme,

• The last equation expresses the conservation of mass in a material volume ∂tρ+ ∂xρu = 0).

It is possible to prove that if the time step ∆tn is sufficently small, xnj−1/2 < xnj+1/2 for all j implies
xn+1
j−1/2 < xn+1

j+1/2 for all j.

8.2 Macroscopic discretization

For the macroscopic homogenized system (1.1), we use the same type of scheme. The only difference
is that the volume fraction of fluid + does not satisfy α+(1− α+) = 0 but

Dtα =
α(1− α)

αµ− + (1− α)µ+
(p+(ρ+)− p−(ρ−)− (µ+ − µ−)∂xu).

In the following we choose to discretize this equation in a forward Euler way (but a backward Euler
scheme has also been tested and validated):
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αn+1
j = αnj + ∆t

αnj (1− αnj )

αnj µ− + (1− αnj )µ+

(
p+(ρn+,j)− p−(ρn−,j)− (µ+ − µ−)

un+1
j+1/2 − u

n+1
j−1/2

xn+1
j+1/2 − x

n+1
j−1/2

)
. (8.3)

All the other variables are approximated in a very standard and natural way:

ρnj+1/2 =
∆xnj ρ

n
j + ∆xnj+1ρ

n
j+1

∆xnj + ∆xnj+1

, j ∈ Z,

pnj =
αnj p+(ρn+,j)µ− + (1− αnj )p−(ρn−,j)µ+

αnj µ− + (1− αnj )µ+
, j ∈ Z,

µnj =
µ+µ−

αnj µ− + (1− αnj )µ+
, j ∈ Z,

cn+1
j = cnj , j ∈ Z,
ρnj+1/2∆xnj+1/2u

n+1
j+1/2 = ρnj+1/2∆xnj+1/2u

n
j+1/2 −∆tn

(
pnj+1 − pnj

)
+ ∆tn

(
µnj+1

un+1
j+3/2 − u

n+1
j+1/2

∆xnj+1

− µnj
un+1
j+1/2 − u

n+1
j−1/2

∆xnj

)
, j ∈ Z,

xn+1
j+1/2 = xnj+1/2 + ∆tnun+1

j+1/2, j ∈ Z,
∆xn+1

j = xn+1
j+1/2 − x

n+1
j−1/2, j ∈ Z,

∆xn+1
j+1/2 =

∆xn+1
j + ∆xn+1

j+1

2
, j ∈ Z,

ρn+1
j = ρnj

∆xnj

∆xn+1
j

, j ∈ Z,

ρn+1
+,j = cn+1

j ρn+1
j /αn+1

j , j ∈ Z,
ρn+1
−,j = (1− cn+1

j )ρn+1
j /(1− αn+1

j ), j ∈ Z.

(8.4)

In the following experiment, the values 0 and 1 are avoided for the volume fractions, so that the last
two equations of System (8.4) have a sense. In a more general situation, one should replace these two
equations and the volume fraction evolution (8.3) with a discretization of the (equivalent) equation on
ρ+

∂tρ+ + ∂xρ+u =
ρ+(1− α)

αµ− + (1− α)µ+
(σ+ − σ−)

and the symmetric equation on ρ−.

8.3 Experiments

We propose two test-cases with p+(x) = x and p−(x) = x2. They are associated with a Cauchy datum
of Riemann type: 

α0(x) = 1/2, x ∈ Tx,

ρ+(x) = ρ−(x) =

{
1/8 if x ∈ [0, 1/4) ∪ [3/4, 1),
2 if x ∈ [1/4, 3/4),

u(x) = 0, x ∈ Tx,
and we propose to compare the numerical solutions obtained at time t = 0.1 with 1000 cells

• with the homogenized scheme of Section 8.2,

• and with the mesoscopic scheme of Section 8.1 by setting

(α0
j , ρ

0
+,j , ρ

0
−,j) =

{
(1, ρ0

j , 0) if j is even,
(0, 0, ρ0

j ) if j is odd,

and with a mesh with constant space step, which indeed corresponds in the weak limit to α = 1/2.
Note that the pressure is largely oscillating in this initial condition for the mesoscopic system.
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In the first test, we take µ+ = µ− = 0.1 while in the second one we choose µ+ = 0.1 and µ− = 0.02.
Figures 1 to 5 allow to compare the density, velocity, pressure and volume fraction. We observe a very
good agreement between the mesoscopic and the macroscopic results. Note that for the mesoscopic
computation, we consider that there is only one density and one pressure, thus these quantities oscillate
very fast (at the scale of the cell, which is the scale of the mixture). We observe, especially on the
zoom of the density proposed by Figure 2, that these oscillations occur between two functions that
are very close to ρ+ and ρ− computed by the macroscopic scheme. With the mesoscopic scheme, the
volume fraction of fluid + should oscillate between 0 and 1. In order to evaluate a volume fraction of
+ in the limit mixture, what we here (Figure 5) call αnj is computed by

αnj =
cj(x

n
j+1/2 − x

n
j−1/2) + cj−1(xnj−1/2 − x

n
j−3/2)/2 + cj+1(xnj+3/2 − x

n
j+1/2)/2

xnj+1 − xnj−1

(recall that cj is equal to 0 or 1 and does not depend on the time index).
The organization and the comments for the case with different viscosities, from Figure 6 to Figure

10, are the same.

8.3.1 Case with equal viscosities

0

0.5

1

1.5

2

2.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ρ
ρ+
ρ−

0

0.5

1

1.5

2

2.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ρ

Figure 1: Densities. On the left, the 3 densities of the mixture, on the right, the density of the unmixed
fluid.
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Figure 2: Densities. Zoom of the preceding figures.
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Figure 3: Velocities. On the left, the velocity of the mixture, on the right, the velocity of the unmixed
fluid.
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Figure 4: Pressures. On the left, the 3 pressures in the mixture, on the right, the pressure in the
unmixed fluid.
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Figure 5: Volume fractions. On the left, the volume fraction α+ in the mixture, on the right, the
estimate of the volume fraction in the unmixed fluid.
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8.3.2 Case with different viscosities
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Figure 6: Densities. On the left, the 3 densities of the mixture, on the right, the density of the unmixed
fluid.
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Figure 7: Densities. Zoom of the preceding figures.

38



−1.5

−1

−0.5

0

0.5

1

1.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

u

−1.5

−1

−0.5

0

0.5

1

1.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

u

Figure 8: Velocities. On the left, the velocity of the mixture, on the right, the velocity of the unmixed
fluid.
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Figure 9: Pressures. On the left, the 3 pressures in the mixture, on the right, the pressure in the
unmixed fluid.
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Figure 10: Volume fractions. On the left, the volume fraction α+ in the mixture, on the right, the
estimate of the volume fraction in the unmixed fluid.

9 Appendix

9.1 Formal derivation of (1.1)1

In this subsection we propose a formal discrete procedure to derive the relation (1.1)1 which is a novelty
procedure compared to the WKB approach presented in [6]. Equation (1.1)2 with (1.1)3 will follow the
usual homogenized procedure using the almost continuity of the discretized stress across the interfaces.

Consider a situation where the fluids are separated (say, at a small scale ε), and a point x(t) ∈ T
at an interface between fluid + on its right and fluid − on its left, for any time t. Denote by x+(t) the
center of the zone of pure fluid + on the right of x(t), by x−(t) the center of the zone of pure fluid −
on the left of x(t), and

ε+(t) = x+(t)− x(t), ε−(t) = x(t)− x−(t)

which are supposed to be small. We define α(t) by

α(t) = ε+(t)/(ε+(t) + ε−(t)).

Indeed this quantity represents the local (at point x(t)) volume fraction of fluid +. Obviously one has

Dtε+(t) = u(t, x+(t))− u(t, x(t))

and
Dt(ε+ + ε−)(t) = u(t, x+(t))− u(t, x−(t)).

This allows to write

Dtα(t) =
(ε+ + ε−)Dtε+ − ε+Dt(ε+ + ε−)

(ε+ + ε−)2

=
ε−(u(t, x+(t))− u(t, x(t)))− ε+(u(t, x(t))− u(t, x−(t)))

(ε+ + ε−)2
(9.1)

The regularity of the solution is expected to be the following: at any time t, the pressure and the space
derivative of the velocity should be continuous in space in each pure region (namely, in (x−−ε−, x−+ε−)
and in (x+ − ε+, x+ + ε+)), but not at the point x(t). At this point, what is expected is that the
constraint p− µ∂xu is continuous (and this continuity in space stands for the law of reciprocal forces
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of Newton). In the case where the two viscosity coefficients are equal, the formal computation is
straightforward. Thus we propose to begin by assuming this equality, and to obtain the general law
for α in a second stage.

• Case where µ+ = µ− = µ
The continuity of the effective flux together with the regularity on pure zones expresses as

p−(t) − µ
u(t, x(t))− u(t, x−(t))

ε−
= p+(t) − µ

u(t, x+(t))− u(t, x(t))

ε+
+ r(ε− + ε+),

where p±(t) denotes p±(ρ(t, x±(t))) and r is a function such that r(x) → 0 as x → 0+. This
rewrites

p+(t) − p−(t) = µ
ε−(u(t, x+(t))− u(t, x(t)))− ε+(u(t, x(t))− u(t, x−(t)))

ε+ε−
+ r(ε− + ε+),

and, thanks to (9.1) and letting ε± go to 0,

p+(t)− p−(t) = µ
(ε+ + ε−)2

ε+ε−
Dtα+ =

µ

α+(1− α+)
Dtα+,

which is exactly what is stated in this paper.

• Case where µ+ 6= µ−
In this general case, it is convenient to define the approximate space derivatives of the velocity
d−(t) and d+(t)

d−(t) =
u(t, x(t))− u(t, x−(t))

ε−(t)
, d+(t) =

u(t, x+(t))− u(t, x(t))

ε+(t)
.

Equipped with this, we can rewrite (9.1) as

Dtα(t) =
ε−ε+

(ε− + ε+)2
(d+(t)− d−(t)).

We would like to express the limit, as ε−+ε+ tends to 0, of the right-hand side term as a function
of the limit quantities. Remark that u is intended to converge strongly but ∂xu only weakly,
thus d+(t) and d−(t) are not approximations of ∂xu(t, x(t)): however

ε−
ε− + ε+

d− +
ε+

ε− + ε+
d−

is intended to converge toward ∂xu. The limit of the right-hand side should be expressed as
a function of the limit unknowns α+, α−, p+, p−, ∂xu... We already know that

ε−ε+

(ε− + ε+)2

converges to α+α−. It remains to treat the term d+ − d−. As µ+d+ − µ−d− is intended to
converge to p+ − p−, it is quite natural to try to write

d+ − d− = a(µ+d+ − µ−d−) + (1− aµ+)d+ − (1− aµ−)d−

with a ∈ R such that there exists b ∈ R satisfying

1− aµ+ = bα and 1− aµ− = −b(1− α),

in which case one would have

d+ − d− −→ε−+ε+→0 a(p+ − p−) + b∂xu.
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The linear system in a and b has a unique solution, a =
1

(1− α)µ+ + αµ−
and b =

µ− − µ+

(1− α)µ+ + αµ−
,

which finally gives

Dtα+ =
α(1− α)

(1− α)µ+ + αµ−
(p+ − p− − (µ+ − µ−)∂xu),

which is exactly the first equation in (1.1)

Acknowledgments: The authors want to thank M. Hillairet and L. Saint-Raymond for several discus-
sions and comments. D. Bresch want to acknowledge support from MSRI for the research membership
in the program « Mathematical problems in fluid dynamics » organized by T. Alazard, H. Bahouri,
M. Ifrim, I. Kukavica, D. Lannes, D. Tataru (spring 2021). D. Bresch and C. Burtea are partially
supported bySingFlows project, grant ANR-18-CE40-002.

References

[1] R. Abgrall, R. Saurel. Discrete equations for physical and numerical compressible multiphase
mixtures. J. Comp. Phys. 186, 361–396 (2003).

[2] G. Allaire, S. Clerc, S. Kokh. A five-equation model for the simulation of interfaces between
compressible fluids. J. Comp. Phys. 181, 577–616 (2002).

[3] A.A. Amosov, A.A Zlotnikov. On the error of quasi-averaging of the equations of motion of
viscous barotropic medium with rapidly oscillating data. Comp. Maths. Phys., 36(1996), 1415–
1428.

[4] M.R. Baer, J.W. Nunziato. A two-phase mixture theory for the deflagration-to-detonation
transition (DDT) in reactive granular materials. Int. J. Multiphase Flow, 12, 1986.

[5] D. Bresch, C. Burtea, F. Lagoutière. Mathematical Justification of a Compressible Bifluid
System with Different Pressure Laws: A continuous approach. To appear in Applicable Analysis.

[6] D. Bresch, M. Hillairet. Note on the derivation of multi-component flow systems. Proc. Amer.
Math. Soc. 143(2015), 3429–3443.

[7] D. Bresch, M. Hillairet. A compressible multifluid system with new physical relaxation terms.
Annales de l’ENS,52 (2019) 255-295.

[8] D. Bresch, X. Huang. A multi-fluid compressible system as the limit of weak solutions of the
isentropic compressible Navier-Stokes equations. Arch. Rational Mech. Anal. 201(2011), 647–680.

[9] D. Bresch, B. Desjardins, J.–M. Ghidaglia, E. Grenier, M. Hillairet. Multi-fluid
models including compressible fluids. In: Giga Y., Novotny A. (eds) Handbook of Mathematical
Analysis in Mechanics of Viscous Fluids. Springer, Cham. pp. 1–52.

[10] F. Coquel, J.–M. Hérard, K. Saleh, N. Seguin. A robust entropy satisfying finite volume
scheme for the isentropic Baer-Nunziato model. Math. Modeling Num. Anal., 48(2014), 165–206.

[11] F. Crouzet, F. Daude, P. Gedon, J.–M. Hérard, O. Hurisse, Y. Liu. Validation f a
two-fluid model on unsteady liquid-vapor water flows. Computers & Fluids, 119(2015), 131–142.

[12] B. Desjardins. Regularity of weak solutions of the compressible isentropic Navier-Stokes equa-
tions. Comm. Partial Diff. Eqs, 22(1997), 977–1008.

42



[13] B. Després, F. Lagoutière. Numerical resolution of a two-component compressible fluid model
with interfaces: Progress in Computational Fluid Dynamics, 7(2007), 295–310.

[14] R.J. DiPerna, P.–L. Lions. Ordinary differential equations, transport theory and Sobolev
spaces Invent. Math, 98, 511-547 (1989).

[15] D. Drew, S.L. Passman. Theory of multicomponent fluids. Springer Verlag. Applied Math.
Sciences, 13( (1999).

[16] W.E. Propagation of oscillations in the solutions of 1D compressible fluid equations. Comm.
Partial Diff. Eqs., 17(2–4) (1992).

[17] S. Gavryliuk. The structure of pressure relaxation terms: one-velocity case. EDF report H-183-
2014-0276-EN (2014).

[18] R. Herbin, W. Keriji, J.-C. Latché. On some implicit and semi-implicit staggered schemes
for the shallow water and Euler equations. ESAIM: M2AN 48 (2014) 1807–1857.

[19] M. Hillairet. Propagation of density-oscillations in solutions to barotropic compressible Navier-
Stokes system. J. Math Fluid Mech., 9 (2007), 343–376.

[20] M. Hillairet. On Baer-Nunziato multiphase flow models. ESAIM: ProcS Workshop on Com-
pressible Multiphase Flows: Derivation, closure laws, thermodynamics. Volume 66, (2019), 61–83.

[21] M. Hillairet, H. Mathis and N. Seguin Analysis of compressible bubbly flows. Part I:
construction of a microscopic model. preprint (2022)

[22] M. Hillairet, H. Mathis and N. Seguin Analysis of compressible bubbly flows. Part II:
Derivation of a macroscopic mode. preprint (2022)

[23] D. Hoff. Global existence of the Navier-Stokes equation for multidimensional compressible flow
with discontinuous initial data. J. Diff. Eqs. 120(2005), 215–254.

[24] M. Ishii, T. Hibiki. Thermo-fluid dynamics of two-phase flow. Springer Verlag (2006).

[25] T. K. Karper. Convergent finite differences for 1D viscous isentropic flow in Eulerian coordinates.
Discrete Contin. Dyn. Syst. Ser. S. 7(2014), 993–1023.

[26] F. Lagoutière. Modélisation mathématique et résolution numérique de problèmes de fluides
compressible à plusieurs constituants. Thèse de doctorat, université Pierre et Marie Curie (2000).

[27] P.-L. Lions. Mathematical Topics in Fluid Mechanics: Volume 2: Compressible Models. Oxford
University Press on Demand (1998).

[28] C. Michoski, A. Vasseur. Existence and uniqueness of strong solutions for a compressible
multiphase Navier-Stokes miscible fluid-flow problem in dimension 1. Math. Models Methods Appl.
Sci., 19(2009), 443—476.

[29] A. Novotny.Weak solutions for a bi-fluid model for a mixture of two compressible non interacting
fluid. Science China Mathematics volume 63, 2399—2414 (2020).

[30] A. Panchenko. G-convergence and homogenization of viscoelastic flows. Application of homoge-
nization theory to the study of mineralized tissue by B. Gilbert, K. Hackl, A. Vasilic, S. Klinge, and
A. Panchenko. Chapman & Hall/CRC Monographs and Research Notes in Mathematics (2020).

43



[31] Perrier, Vincent and Gutiérrez, Enrique Derivation and closure of Baer and Nunziato
type multiphase models by averaging a simple stochastic model SIAM Multiscale Modeling &
Simulation, vol. 19, number 1, pages 401-439, 2022

[32] P. Plotnikov, J. Sokolowski. Compressible Navier-Stokes equations, Theory and Shpae opti-
mization. Series: Monografie Matematyczne. Birkhäuser Basel (2012).

[33] F. Poupaud, M. Rascle. Measure solutions to the linear multi-dimensional transport equation
with non-smooth coefficients. Comm. Partial Diff. Equations, 22(1997), 337–358.

[34] D. Serre. Variations de grande amplitude pour la densité d’un fluide compressiible. Phys. D.,
48(1991), 113–128.

[35] D. Serre. Asymptotics of homogeneous oscillations in a compressible viscous fluid. Bul. Soc.
Bras. Mat., 32(2001), 535–542.

[36] A. Vasseur, H. Wen, C. Yu. Global weak solution to the viscous two-fluid model with finite
energy. J. Math. Pures Appl. 125 (2019) 247–282.

44


	Introduction
	Statement of the main result
	Main steps
	Proof of Proposition 3.1
	Existence of a local solution for Cauchy problems associated with ( 2.1) 
	Mass conservation and basic energy estimates
	Upper and lower bound for the density
	Global existence for the Cauchy problem associated with ( 2.1) 
	Control of the first Hoff energy functional defined in (3.3)
	Control of the second Hoff energy functional defined in (4.23)

	Proof of Proposition 3.3
	Limiting equations when J

	Proof of Proposition 3.5
	Proof of Proposition 3.6 and end of proof of Theorem 1
	Numerical illustrations
	Mesoscopic discretization
	Macroscopic discretization
	Experiments
	Case with equal viscosities
	Case with different viscosities


	Appendix
	Formal derivation of (1.1)1


