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Genetic algorithm for path planning of UAVs as a maze-solving problem

M.A. Gutierrez-Martinez1, L.E. Cabriales-Ramirez1, E.U. Rojo-Rodriguez1, E.J. Ollervides-Vazquez1,2,
P. Castillo3 and O. Garcia-Salazar1

Abstract— This research work addresses the problem of path
planning for unmanned aerial vehicles (UAVs) in complex
environments such as a maze. A genetic algorithm (GA) with
variable chromosomes and gene change conditions is designed
when the decision point criteria and a collision with a wall
are presented; without considering large chromosomes. Our
proposed GA obtains the sequence of minimum movements
required to solve the maze. Then, the trajectories are gener-
ated by high-order polynomials. Finally, numerical simulations
and real-time tests are carried out to validate the proposed
algorithm.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have been used in mul-
tiple increasingly complex applications, such as agriculture,
parcel delivery, and surveillance [1], [2], and [3], due to
their significant development and technological advances in
control, intelligence techniques, and algorithms. Due to this,
algorithms for optimal navigation have been of interest to
researchers in robotics, mechatronics, and aeronautics fields.
These algorithms have been widely studied and used in UAVs
to achieve optimal navigation to make UAVs autonomous and
efficient [4]. In [5], authors worked on the task of exploring
unknown environments. They aborded the construction of
maps for indoors where the information on the environment
was unknown. Then a Lee algorithm was implemented for
reduced the memory cost to generate the map, and an A-star
algorithm calculated the distance to a particular point. Thus,
Lee and A-star algorithms calculated angles and distance to
nodes from a point for the orientation of UAVs in a maze.

The tasks such as exploration, mapping, and recognizing
unknown environments have been essential for autonomous
navigation [6]. Thus, algorithms that solve path planning
in complex environments as maze-like have been essential
to achieve this navigation. In this sense, path planning
algorithms were designed to execute missions considering
obstacle penalties or a minimum distance of trajectory cri-
teria [7]. In [8] and [9], a modified potential field algorithm
for path planning of UAV in an indoor environment was
designed. The improved potential field algorithm was capable
of avoiding unknown obstacles types of barriers and reaching
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the target of the trajectory. Therefore, the simulations in a
virtual environment were performed, and experiments were
implemented in real-time in a low-cost UAV to validate the
proposed method. In [10], an algorithm for path planning
based on cells decomposition was presented, in which au-
thors implemented this algorithm to find trajectories in a 3D
static environment for UAVs.

Classical methods were used in path planning in maze
environments; however, heuristic and intelligent methods,
among which the evolutionary and bio-inspired algorithms
are used in cases where the classical methods usually pre-
sented problems. In [11], a particle distribution algorithm
(PSO) was used to find optimal trajectories, while by high
degree bezier curves based on polynomial equations, authors
smoothed the trajectory and made it continuous for tracking.
Hence the proposed method was implemented in environ-
ments with barriers as obstacles, avoiding colliding with
the walls and generating safe trajectories. In [12] and [13],
authors showed that bio-inspired and evolutionary methods
such as ant colony and GA solve the path planning problem
for UAVs by creating efficient trajectories to avoid collisions.
In [14], a GA was designed to solve complex maze-like
environments through sequences of movements. However,
the authors worked with large chromosomes of 400 genes,
which make the function of genetic operators difficult. In
[15], the authors used GA to find a maze puzzle solution
in which used a novel Edge assembly crossover operator
(EAX) is used, and it reduces computational time and finds
trajectories that solve a maze picture environment. Finally,
in [16], the authors proposed a GA to find the shortest path
in a maze-type network. The proposed algorithm solved the
classical combinatorial optimization problems and showed
that GA is a valuable tool for solving maze-like environments
and path planning.

The main contribution of this work is a variable chromo-
some genetic algorithm to solve mazes in the least number
of movements and with the shortest path distance. The
motion sequence is converted to waypoints to generate UAV
trajectories through high-order polynomials. Finally, these
trajectories were simulated and implemented in a UAV to
validate the proposed algorithm.

The organization of this work is as follows: section II
presents the problem statement to be solved. Section III
shows the equations of the mathematical model of UAVs.
Section IV describes our genetic algorithms, the genetic
operators with their percentages of crossover and mutation,
the objective function, and the criteria of gene change. In
section V, numerical simulations and real-time validation



for the generated high-order polynomials are presented. The
conclusions are present in section VI.

II. PROBLEM STATEMENT

This research focuses on the problem of creating a path
in complex environments such as a maze. The optimization
of the path is considered the criteria of minimum distance
and the minimum number of movements since the shortest
distance is not necessarily the path with the fewest move-
ments. Thus, having many changes or turns in the path can
be a problem for the trajectory generators and the control
techniques; then, minimizing the number of movements is
essential. A genetic algorithm is proposed to minimize the
number of movements and the path distance. Solving a path
in a maze becomes a combinatorial optimization problem
because a specific order of movements is needed to find
a path. For this reason, a genetic algorithm of variable
chromosomes is proposed with a criterion of changes of gene
only when the conditions of the intersection point, decision
point, final point are accomplished; this helps to solve the
path in the minimum number of movements and with a short
variable of chromosomes.

III. EQUATIONS OF MOTION

The mathematical model of UAV considers the inertial
frame I={xI , yI , zI}, the body frame B={xB, yB, zB} that
is center of gravity fixed on the vehicle and the wind frame
A={xA, yA, zA}; this frame is generated during the flight.

The formulation Newton–Euler for rigid bodies is used to
obtain the mathematical model of quadrotor (2)–(4).

ξ̇ = V (1)
mV̇ = Re3(−TT ) +mge3 (2)
Ṙ = RΩ̂ (3)

JΩ̇ = −Ω × JΩ + τa (4)

where the position and velocity to the inertial frame relatives
are ξ = (x, y, z)> ∈ R3 and V = (ẋ, ẏ, ż)> ∈ R3. η =
(φ, θ, ψ)> ∈ R3 represents the rotation coordinates where
φ, θ and ψ represent roll, pitch and yaw, respectively.

The rotation matrix R ∈ SO(3) : B → I, it satisfies
SO(3) = {R|R ∈ R3×3, det[R] = 1, RR> = R>R = I}
this matrix is Euler angles parameterized φ, θ and ψ. Then
the rotation matrix is written as

R =

 cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ
cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ


Ω = (p, q, r)> ∈ R3 contains the angular velocity with
respect to the body frame, and Ω̂ is a skew-symmetric matrix,
that is characterized by

Ω̂ =

 0 −r q
r 0 −p
−q p 0


In addition, vectors e1, e2, and e3 of the canonical basis of
R3 are considered. The inertia moments are considered on
J ∈ R3×3, and m ∈ R denotes the mass of the quadrotor

UAV. TT ∈ R3 represents the total thrust, and τa ∈ R3 is the
actuator moments of the quadrotor. The actuator moments
τa of four rotors are described as follows

τa =

 τφ
τθ
τψ

 =

 d[(f2 + f4)− (f1 + f3)]
d[(f3 + f4)− (f1 + f2)]
Q2 +Q3 −Q1 −Q4


where d is the distance from the center of mass to the rotor
axis, fi is the lift force or thrust force of the propeller for i =
1, 2, 3, 4 and Qi = ρaAdiω

2
i r

3
i cQi

is the reaction moment of
the rotors with cQi

that denotes the coefficient moments of
the rotor shaft, ρa is the air density, Adi denotes the disk
area, ωi denotes the angular velocity of the rotor and ri is
the rotor radius for i = 1, 2, 3, 4.

IV. GENETIC ALGORITHM MAZE SOLUTION

A. Initialization of genetic algorithm

A genetic algorithm (GA) is proposed to solve a maze
in a static environment. Our genetic algorithm works with
a random population of real numbers instead of a binary
population to reduce the chromosome length so that the
genetic operators calculations are less complicated. Each
gene of population is defined as A ∈ R, where A =
{1, 2, 3, 4, 5}. In addition, a population of 100 individuals
and 20 genes as maximum in the chromosome is imple-
mented. The phenotype of the genetic algorithm is translated
as state variables of motion for the resolution of the maze.
Then each algorithm gene can take a value between 1 to 4;
these states are translatable into the four possible movements,
right, up, left, and down, respectively; also, a fifth state is
added that represents no movement. In this sense, when the
sequence of movements reaches its final point, it remains
static. Also, to save processing and avoid using chromosome
length, a variable chromosome criterion is used, where a case
can be resolved in 3 movements; however, the same case can
be resolved in 2 movements, it can be seen in Fig. 1.

Fig. 1: Scheme of movements.

Our proposed GA aims to optimize the number of move-
ments until reaching the final point; the order of the genes
in the chromosome is essential because it translates into
the order of movements in the maze. Moreover, in our



proposed GA, the algorithm only evaluates the necessary
genes until reaching the final point. The chromosome is
variable and depends on the number of movements until
reaching the final point. Thus, the algorithm works with
movements controlled by the index of chromosome gene; in
this proposed algorithm, the gene index only changes when
the following conditions are achieved.

The first gene change condition to determine subsequent
movement is considered if it hits a wall and the same gene
movement is maintained; this is shown in Fig 2. The second
condition of gene change is that the sequence of movements
is at a decision point, which means the points where different
paths can be taken. The third change condition is when the
final point is reached; in this case, there is a gene change
in the chromosome of movement and a change in individual
in the population. Fig. 3 shows the operation of the gene
change conditions. It can be seen in Fig. 3 a) when the
sequence of movements reaches the first decision point, it
can take two accessible paths, which are up, and the right. It
can also go down or even backward; however, these are paths
penalized by distance and wall collision, which these paths
are discarded in future iterations. Then, when the sequence of
movements reaches the decision points, there is an increase
in the index that controls the movement gene; however, this
is the same value. Thus, the algorithm continues moving
along the same path to the right. Then, the movements
upon reaching the second decision point a change in the
chromosome occurs again, this causes increasing the index
that controls the movement gene. The next movement in the
chromosome is towards up the path is takem up until the
final point is reached, as shown in Fig. 3 b). When reaching
the final point, it is observed in Fig. 3 c) a number five, is
placed in the following gene of the movement chromosome,
remaining at that point.

Fig. 2: Change of direction by the intersection point.

B. Objective function

The objective function considers the following criteria to
be able to solve the maze, that the distance of the path is
as short as possible by (5), that it be solved in the least
number of movements, and that the distance between the
final point of the path and the final point of the maze is
the minimum. In addition, penalty pen conditions are added
for these sequences of movements that leave the maze and

Fig. 3: Change of direction by decision point.

collide with a wall. That means these paths are discarded in
future iterations. The genetic operators select the sequences
of movements close to the final point, avoiding colliding in
a wall, and remaining in the maze.

distj =
√
(xpj,m − stopx)2 + (ypj,m − stopy)2 (5)

In Equation (5) dist is the distance from the last movement
to the final point, xp and yp are the position of the sequence
of movements, and it is updated every cycle. stopx and stopy
are the positions of the final point. crash is a counter of
times when a sequence of movements collides with a wall,
and pen is a high penalty added for leaving the dimensions
of the maze. Countm is a counter of movement changes, and
Countp is a counter of steps taken to solve the maze until it
reaches the desired point. Then, the sequence of movements
that reach the final point satisfies the conditions; the sequence
of movements that make it in fewer steps satisfies better
the established conditions and minimizes the distance of the
path. In this sense, the objective function is the following
(6), where ki is a constant, with i = {1, 2, 3, 4}

fvj = distj + k1 ∗ Countmj + k2 ∗ Countpj
+k3 ∗ crashj + k4 ∗ penj

(6)

C. Genetic operators

1) Selection: For the selection of individuals, a deter-
ministic criterion is used. Based on the fitness value of the
movement sequences, the individuals are ordered from lowest
to highest, and half of the population with the best fitness
values are chosen for crossover.

2) Crossover: For the crossover operator, a double
crossover point criterion is used. Fig. 4 shows the double
crossover point criterion, where a crossover point PC splits
the chromosome and sets a boundary between the secondary
crossover points Pcsub1 and Pcsub2 where the crossover
points change in each iteration. Then, because the entire
selected population experiment crossover, it has 100 %
crossover.



Fig. 4: Double crossover point.

3) Mutation: The high mutation criterion is used with a
percentage of 4 % where 80 % of the population experiences
the mutation. However, the best individuals are preserved
for future iterations to maintain some individuals without
mutation and to have convergence. The high mutation pro-
vides greater exploration and a combination of movements.
The mutation occurs by altering the chain of movements by
introducing a new movement, a random number between 1
and 4.

The genetic algorithm, in general, can be observed in
algorithm 1 also is shown the criteria of gene change in the
chromosome of movements, where the variable i controls the
index. Algorithm 2 shows the cases of movements and the
counters to detect how many accessible paths there are. If
there are two free paths, it is known that it is at the decision
point, and this is counted by con1 while con2 is a counter
to determine it is within the limits of the maze.

V. VALIDATION

A. Validation genetic algorithm

Two maze-type environments are prepared for six different
cases to evaluate the genetic algorithm. Also, numerical
simulations and experimental validation are executed to
verify that the control algorithms can follow the high-order
polynomials.

1) Case 1: In case 1, a maze is prepared as shown in
Fig. 5. The green point is the initial point at 0.3m, 0.3m at
x, y, and the red point is the final point at 1.2m and 3.9m
at x, y. The blue dotted line is the sequence of movements
by the genetic algorithm; it can be seen that the algorithm
solves this case in 4 movements, this being the minimum
number of movements to solve this case. The orange line is
the trajectory response of the navigation points generated
by the sequence of movements; a high–order polynomial
generates this trajectory. This case is solved with seven genes
of chromosomes.

2) Case 2: Case 2 is shown in Fig. 6 as in the previous
case; it has an initial point at 0.3m and 0.3m at x, y,
the final point is at 4.5m and 3.9m at x, y. It can be
observed that the sequence of movements generated by the
genetic algorithm passes through three decision points and an
intersection point; also, the algorithm solves this case in the

Algorithm 1: Genetic algorithm to solve maze.
Set variable P population size, Nc number of
chromosomes.

Set Pc crosrover rate,Pm Mutation rate.
Set counter i = 1, j = 1, g = 1
Initializes population MoveP,Ncwhile g <= gene do

Objective function
while j <= P do

xp = startx; yp = starty;
while i <= Nc do

n = movej,i
Algorithm2(n)
if con2 >= 4 then

if con1 < 1 then
i = i+ 1

end
end
if xp < 0 or yp < 0 or xp > pfx or yp
> pfy then
fvj = fvj + p
i = i+ 1

end if xpf = obsx and yfp = obsy then
i = i+ 1

end
if xp = obsx and yp = obsy then

crashj = crashj + 1
i = i+ 1

end
ic = i
if xp = stopx and yp = stopy then

move(i+ 1) = 5; i = Nc

end
m = m+ 1;

end
countp = m; countm = ic
Calculate distance by Equation (5)
j = j + 1;
Evaluate objective function with (6)

end
Selection operator
Crossover operator
Mutation operator
Replace population
g = g + 1;

end

minimum number of movements which for this case is four.
The high-order polynomial generates the orange trajectory,
and the points generated by the sequence of movements; are
obtained by the GA. This case is solved with six genes of
chromosomes.

3) Case 3: Case 3 is presented in Fig. 7 in which another
maze-like environment is presented with more complicated
paths and more decision points. The initial green point is at
0.10m, 0.10m, at x, y respectively, and a final redpoint is at
0.3m y 2.6m in x, y. The path, generated by the sequence
of movements, is a blue line dotted. It can be seen that the
movements pass through five decision points, and these could



Algorithm 2: Cases algorithm.

switch n do
Case 1 Move right
xpf = posx+ (dp ∗ 2); ypf = yp;
xp = xp+ dp; yp = yp;
Case 2 Move up
xpf = xp; ypf = yp+ (dp ∗ 2);
xp = xp; yp = yp+ dp;
Case 3 Move left
xpf = xp− (dp ∗ 2); ypf = yp;
xp = xp− dp; yp = yp;
Case 4 Move down
xpf = xp; ypf = yp− (dp ∗ 2);
xp = xp; yp = yp− dp;
Case 5 No move

con1 = 0; con2 = 0;
x1 = xp+ δp; y1 = yp+ δp; x2 = xp; y2 = yp+ δp;
x3 = xp− δp; y3 = yp; x4 = xp; y4 = yp− δp;
x5 = xp+ δp; y5 = yp+ δp; x6 = xp+ δp;
y6 = yp− δp; x7 = xp− δp; y7 = yp+ δp;
x8 = xp− δp; y8 = yp− δp;

while n <= 8 do
if xn = obsx and yn = obsy then

con1 = con1 + 1;
if i >= 5 then

con2 = con2 + 1;

end
end

end
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Fig. 5: Case 1.

have deviated or made unnecessary movements. However,
the algorithm finds the appropriate sequence of movements to
arrive at the final point with the minimum number of move-
ments, which are six movements. After having the sequence
of movements, the sequence of movements is discretized to
obtain navigation points; these navigation points obtained are
used to generate the continuous trajectory through the high–
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Fig. 6: Case 2.

order polynomial, which can be observed in orange color.
This case is solved with nine genes of chromosomes.
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Fig. 7: Case 3.

4) Case 4: In case 4, it can be seen that the initial point
is at 0.1m, 0.1m in x, y and the final point is at 2.9m, 2.6m,
in x, y; the final point is set as far from the inital point to test
the algorithm, it can be seen in Fig. 8. The path generated
by the sequence of movements is the blue dotted line. It can
be seen that the algorithm can go through many decision
points, so it is difficult to reach the final point and even
more difficult to arrive at the least number of movements.
Then, it can be noted that the algorithm finds the trajectory
in the least number of movements, which is seven. This case
is solved with twelve genes of chromosomes.

5) Case 5: Case 5 is shown in Fig. 9. In this case, the
initial point and final point are placed at different extremes,
where the initial point is at 2.8m and 0.1m at x, y while
the final point is at 0.3m and 2.6m the algorithm solves the
maze in the minimum number of movements, which in this
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Fig. 8: Case 4.

case are six. As in the previous cases, the points generated
by the sequence of movements are used, and the high-
order polynomial is obtained to generate the trajectory, the
blue dotted line is the trajectory generated by the sequence
of movements. On the other hand, the orange line is the
continuous trajectory. This case is solved with nine genes of
chromosomes.
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Fig. 9: Case 5.

6) Case 6: Finally, case 6 is shown in Fig. 10. It can be
seen that the initial point is at 1.4m in x and 0.2m in y,
the blue dotted line represents the sequence of movements
made by the GA. The algorithm could have arrived by the
path on the right so that these do not to have to move
down. However, the algorithm evaluates and decides to take
the path on the left even if it has to move down, this is
because the path on the left is solved in fewer steps and
fewer movements. The orange path is the one made by the
high–order polynomial and the navigation points obtained
from the sequence of movements. This case is solved with
ten genes of chromosomes.
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Fig. 10: Case 6.

The fitness value graphs are shown in Fig. 11; these graphs
show the evolution of the algorithm until the solution is
found. The figure shows the fitness value graphs for the case
1,2,3,4,5 and 6 corresponding to letters a), b), c), d), e) and
f). It can be seen that cases one and two corresponding to
maze 1 (Fig. 11 a) and b) ) are solved in a few less than 20
iterations, because maze 1 has fewer decision points. Also,
it can be seen that most of the cases are solved in almost
20 iterations; the only case that took more iterations to solve
is case e) corresponding to case 5, where this case is more
difficult to solve due to the number of decision points and
possible movements to solve the case.

Fig. 11: Fitness value.



B. Simulation

In this subsection the simulations are carried out to
validate the proposed algorithm a numerical validation of
the trajectories generated with GA and high-order poly-
nomials. The UAV used to obtain the model is a mini-
quadrotor that is part of a fleet of aerial vehicles devel-
oped in the at CIIIA-FIME-UANL [17]. In the Table I
the numerical values of the model parameters are shown.

Parameter Value Parameter Value
cT 9 × 10−6 [N − s2] d 0.2 [m]
cQ 3 × 10−7 [N −m− s2] Jxx 15 × 10−3 [kg −m2]
m 0.3 [kg] Jyy 15 × 10−3 [kg −m2]
g 9.81 [m/s2] Jzz 30 × 10−3 [kg −m2]

TABLE I: Quadrotor parameters.

The parameters are as follows: cT and cQ are aerodynamic
coefficients, and d is the distance of the center of gravity
of the quadrotor with respect to the axis of rotation of the
propellers.

1) Case 1: The Fig. 12 shows the top view of the
trajectory UAV performed in the first maze environment.
The trajectory executed for the simulation is the same as
the reference by the high-order polynomial.
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Fig. 12: Trajectory in the XY -axis for case 1.

2) Case 2: The Fig. 13 shows the top view of the
trajectory UAV performed and implemented in the first maze-
type. Even having four turns in the trajectory, the simulation
illustrates that the UAV tracks the reference.

3) Case 3: The Fig. 14 shows the 2D trajectories, the tra-
jectory performed for UAV, and the reference, implemented
for the second maze environment. The simulation shows the
performance of the trajectory tracked for the UAV.
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Fig. 13: Trajectory in the XY -axis for case 2.
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Fig. 14: Trajectory in the XY -axis for case 3.

4) Case 4: The Fig. 15 shows the top view of the
trajectory UAV performed. Even having six turns in the
trajectory, the simulation shows that the UAV performs the
reference signals.

5) Case 5: The Fig. 16 illustrates the 2D of the trajectory
UAV performed. As in the previous cases, the simulation
demonstrates the tracking of the reference trajectory without
any alteration.

6) Case 6: The Fig. 17 shows the 2D trajectories, the
trajectory response for UAV and the reference. These 4 cases
are considered the second maze-type.

In all above graphics, it can be seen that the trajectories
generated from the GA and high–order polynomials can be
executed out on a UAV.

C. Implementation

1) Real-time experiments: Real-time experiments are per-
formed for path planing demonstration at known space.
Two trajectories are determinated offline and commanded
to the quadrotor aircraft by a time-dependent continuous
polynomial function.
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Fig. 15: Trajectory in the XY -axis for case 4.
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Fig. 16: Trajectory in the XY -axis for case 5.
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Fig. 17: Trajectory in the XY -axis for case 6.

2) Experimental platform: Small form-factor quadrotor is
selected as experimental platform as well as motion capture
system. The testing facilities are located at the Navigation

Laboratory, of the Aeronautical Engineering Research and
Innovation Center (CIIIA), of the Autonomous University of
Nuevo Leon (UANL).
The motion capture system consists of 16 VICON T40 cam-
eras, streaming position and orientation data to a centralized
computer at 100Hz, with an accuracy of 0.1mm and 0.1◦.
The quadrotor aircraft used is designed and built for testing
purposes in the same facilities, shown at Fig. 18, as basic
characteristics it is based on ”X” configuration, with 12.5cm
arms and 1.9N thrust for each rotor.

Fig. 18: Quadrotor used for experimental tests.

3) Case 1: The first experimental trajectory is defined
by a constant height of 1500mm, X = −2000mm and
Y = −900mm as initial point, X = 2100mm and Y =
2700mm for final one, computing the known maze and the
target points is generated a trajectory defined by a high-order
polynomial. The Fig. 19 ideal references and actual trajectory
performed by the quadrotor are shown. It is possible to
note a deviation from ideal and actual trajectory due to
response time of the aircraft. It is appreciated ground effect is
presented as well as aerodynamic effects. Notwithstanding,
an acceptable performance is exhibited for the trajectory
generated, completing the mission without collisions.
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Fig. 19: 3D trajectory for first experimental scenario.

The same scenario is presented in Fig. 20, where the maze
walls are shown, the point to stand out is related to trajectory
which avoids collisions due to the algorithm based on path
planning.
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Fig. 20: Trajectory in the XY -axis for first experimental
scenario.

Individual axis signals are presented for X − axis at
Fig. 21 and Fig. 22 for Y−axis. Maze trajectory is initialized
approximately at 25s and finalized at 45s, the rest of time is
set for take off and landing process. The Fig. 21 and Fig. 22
it is presented the follow-up of the trajectory evolving in
time.
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Fig. 21: Trajectory in the X-axis for first experimental
scenario.
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Fig. 22: Trajectory in the Y -axis for first experimental
scenario.

4) Case 2: A simple scenario is presented as
second experiment, 3 decision points are performed to
accomplish the trajectory. A constant height of 1500mm,
X = −2000mm and Y = −900mm as initial point is

established, and X = −1200mm and Y = 2700mm for
final solution. A trajectory generation is accomplished by
the genetic algorithm and implemented using a high-order
polynomial. Fig. 23 and Fig. 24 show the ideal and actual
trajectory and for 2D perspective in Fig. 24 it is appreciated
the maze which is actually the same as experiment 1 but
with other final point.
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Fig. 23: 3D trajectory for second experimental scenario.
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Fig. 24: Trajectory in the XY -axis for second experimental
scenario.

The Fig. 25 and Fig. 26 present X,Y − axes respectability
for individual signal analysis. Maze trajectory is evolved
approximately from 30s to 60s. This is a more aggressive
trajectory, showing the effects on X − Y axes, some distur-
bance is presented due to aerodynamic effects and navigation
control tracking. Nonetheless, the performances exhibited is
acceptable for the mission.
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Fig. 25: Trajectory in the X-axis for second experimental
scenario.
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Fig. 26: Trajectory in the Y -axis for second experimental
scenario.

This experimental test is captured on video and is available
on the following link https://www.youtube.com/
watch?v=uCr2W3Zdnac

VI. CONCLUSIONS

The proposed algorithm has been efficient for path plan-
ning in complex maze-like environments. The criteria of
change of gen in the chromosome at the decision and the
intersection points have solved the six cases proposed with
few genes. The fitness value graphs have showed that the
minimization of the objective function has been achieved
by solving the cases in a few movements. In addition, the
method to obtain a trajectory with high order polynomials
has generated smooth trajectories so that the UAV quadrotor
tracks these paths in real-time.
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