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We present a benchmark study of excited state potential energy surfaces (PES) us-

ing the many-body Green’s function GW and Bethe-Salpeter equation (BSE) for-

malisms, coupled cluster methods, as well as Time-Dependent Density Functional The-

ory. More specifically, we investigate the evolution of the two lowest excited states of 4-

(dimethylamino)benzonitrile (DMABN) upon the twisting of the amino group, a paradig-

matic system for dual fluorescence and excited-state benchmarks. Our results demonstrate

that the BSE/GW approach is able to reproduce the correct topology of excited state PES

upon geometry changes in both gas and condensed phases. The vertical transition energies

predicted by BSE/GW are indeed in good agreement with coupled cluster values including

triples. The BSE approach ability to include both linear response and state-specific solvent

corrections further enables it to accurately describe the solvatochromisms of both excited

states during the twisting of DMABN. This contribution stands as one of the first proof-

of-concept that BSE/GW PES should be accurate in cases for which TD-DFT struggles,

including the central case of systems embedded in a dielectric environment.
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I. INTRODUCTION

The fascinating phenomenon of dual fluorescence, firstly reported by Lippert and co-workers1

for DMABN, was the subject of many studies during the last decades.2 In DMABN, dual fluores-

cence leads to the appearance of an unexpected low-energy band in the emission spectra, whose

position and intensity depend on the solvent polarity and temperature. In non-polar solvents, only

one fluorescence band originating from the 1Lb-type state, often referred to as local excited (LE)

state, is present. In addition, in polar solvents, a second redshifted band assigned to the 1La-type

state presenting an intramolecular charge transfer (CT) nature can be observed. Experimentally it

was shown that only the LE state can be populated through absorption.3 In order to explain the

fluorescence from the CT state different theories and models were proposed.4–9 Among them the

most commonly accepted is the twisted intramolecular charge transfer (TICT) model.2,4,9 Accord-

ing to it, the CT fluorescence occurs after rotation of the amino group in the excited state (ES),

making it perpendicular to the benzonitrile ring (see Figure 1).

FIG. 1. Structure of DMABN molecule with numbering of the atoms and representation of the twist respon-

sible for TICT.

The availability of efficient and reliable theoretical tools is an important factor to rationalize

emission processes. More specifically, in the case of TICT molecules, the possibility of probing

the shape of the ES potential energy surfaces (PES) upon twisting is a key to explain the abnormal

fluorescence. Due to the limitations of excited state geometry optimizations in existing quantum

chemical codes, the first high-level theoretical studies of DMABN have been done using the com-

plete active space self-consistent field (CASSCF) and CAS perturbation theory to second order

(CASPT2) methods on the geometries optimized at the Hartree Fock (HF) and configuration in-

teraction singles (CIS) levels of theory.8,10 Although CASPT2 reproduced the correct evolution of

the excited state surfaces, CASSCF provided an incorrect description of the PES due to the lack

of dynamic electron correlation.10 Implementation of the analytical gradients for the second-order

coupled cluster (CC2)11–14 method allowed to perform the relaxed PES studies for the two lowest

singlet excited states of DMABN upon twisting (in gas phase).15 This work was the first coupled
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cluster work supporting the TICT hypothesis, as CC2 shows a remarkable lowering of the CT state

energies upon twisting.

Including the solvent effects is also essential to reproduce experimental outcomes, especially

the emergence of dual fluorescence when going from non-polar to polar solvents. The available

theoretical solvation models can be divided into two groups: implicit (the solvent is represented

as a continuous medium) and explicit (each solvent molecule is explicitly modeled). Although

the lalter models provide an improved description of solvent-solute specific interactions, they are

much more computationally demanding than the former ones. Continuum approaches like the

well-known polarizable continuum model (PCM)16 advantageously allow to estimate solvent ef-

fects at a very low cost. Nevertheless several complications arise when accounting for the solvent

effects during the ES processes. In the case of vertical absorption only the electrons of the sol-

vent can respond to the change of density of the solute, while the positions of the solvent nuclei

remain "frozen", i.e., equlibrated with the ground state (GS) solute density. This corresponds to

an non-equilibrium regime which is adequate for computing the solvent response related to elec-

tronic transitions. In contrast, during slower processes the solvent and solute have enough time to

mutually polarize, and an equlibrium regime can be reached, i.e, both the electrons and nuclei of

the solvent are equilibrated with the ES density. Additionally, in implicit solvation models the ES

energies can be computed using either the linear response (LR) or state-specific (SS) formalisms.17

The former one captures the solvent response through the transition density between the two states

while the latter one computes the solvent effects as a response to the ES total density. The rela-

tive magnitude of the LR and SS corrections depends on the nature of the considered state, and it

has been advocated by several authors that both effects need to be considered for reaching the best

accuracy.18–21 Despite the above-listed challenges in the description of ES properties in condensed

phase, implicit inclusion of solvent effects is now possible in numerous quantum-chemical codes.

Notably, theoretical studies of DMABN spectral properties in solution are available. One of the

first works on the solvent effect was done by Mennucci et al. using the multireference perturbed CI

polarizable continuum model and the PCM solvation scheme.22 In this work two mechanisms for

dual fluorescence of DMABN have been studied, namely PICT (corresponding to a planar ICT,

wagging motion of the amino group)6 and TICT. Based on the obtained results they concluded

that the TICT model is suited to explain the dual fluorescence phenomenon occurring in DMABN

solvated in a polar solvent. Latter, Georgieva et al.23 used the multireference configuration inter-

action (MRCI) and algebraic diagrammatic construction (ADC) methods to study the mechanisms
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leading to dual fluorescence. They were able to account for the solvent (acetonitrile) effects on the

excited state energies by using the conductor-like screening model (COSMO).24 They found that

the CT state of DMABN is characterized by a large charge separation which results in a more stable

CT state minimum (than LE) in polar solvents. Their findings therefore supports the TICT model,

where the twisted CT state is responsible for the second emission band of DMABN. Later, Mewes

and co-workers25 implemented a SS continuum model for the second and third order ADC meth-

ods. Although they were able to achieve an excellent agreement with the experimental data for the

LE fluorescence, this SS-PCM-ADC approach did not led to a perfect match with experimental

measurements of the CT state energies in non-polar solvents. Finally, Caricato recently presented

a coupled cluster with singles and doubles (CCSD) study combined with the LR approach of the

perturbation theory energy and singles-T density (PTES)26,27 and its application to the DMABN

in both polar and non-polar solvents.28 Despite reproducing in most cases the experimental trends,

the LR formalism, as expected, was unable to reproduce the lowering of the CT state energies in

the polar solvents. In contrast, the SS formalism29,30 appears to greatly overestimate the solvent

polarization effect for the CT state, similarly to the SS-PCM-ADC findings.25

The above-discussed high level theories are typically accurate in predicting the excited state

energies, but they remain highly expensive and their applications are limited to small systems. In

consequence, the most frequently used method for the ES calculations remains Time-Dependent

Density Functional Theory (TD-DFT).31,32 TD-DFT was also employed for studying the abnor-

mal fluorescence from the CT state of DMABN.33–35 However, some of these results are biased

by the well-known incorrect TD-DFT description of charge-transfer states.36,37 Notably, Wiggins

et al.38 published a benchmark study of the modelling the excited states PES of DMABN with

TD-DFT. Using a previously developed diagnostic tool to evaluate the degree of spatial overlap

between the occupied and virtual orbitals involved in an excitation,39 they rationalized the errors

obtained with different DFT exchange-correlation functionals (XCFs). In particular they showed

that during twisting the spatial orbital overlap is getting smaller and this results in the collapse

of the excited state PES for both generalized gradient approximations (GGAs) and global hybrid

XCFs. A qualitatively correct evolution of the PES can be restored using range-separated hybrids

(RSH), like CAM-B3LYP.40 However, the use of RSH usually results in a slight overestimation

of the LE transition.41 Moreover, in the case of DMABN, the nature of the CT and LE states are

mixed during the twist and the CAM-B3LYP energies are somehow overestimated as compared to

CC2 reference values used by Wiggins et al.38
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Alternatively, the Bethe-Salpeter equation (BSE) formalism42–44 has recently appeared as a

valuable compromise between TD-DFT and wavefunction techniques for the study of large dyes

and fluorophores. The BSE formalism is based on the time-ordered one-body Green’s function

(G) many-body perturbation theories and takes as an input the electronic energy levels (or quasi-

particle energies) and screened Coulomb potential (W) generated with the GW approach.45 In

particular, previous works showed that BSE/GW correctly predicts the energies of CT transitions

while being equally good for describing valence and Rydberg excitations.46–51 Furthermore, the

problematic modelling of the excitation energies of the cyanine derivatives with TD-DFT can be

resolved using the BSE formalism.52 By performing a partially self-consistent scheme (evGW),

where only KS eigenvalues are updated (but the eigenvectors are frozen), one can both improve

the quality of quasiparticle energies53–55 and wash out most of the starting point dependency, i.e.,

BSE/evGW energies are much less dependent on the selected XCF than TD-DFT’s.51,56 Such an

improvement of the quasiparticle energies, and the correlated improvement in the BSE excitation

energies,57 is particularly important when starting with Kohn-Sham eigenstates generated with a

reduced amount of exact exchange. Additionally, the BSE approach naturally allows for the si-

multaneous account of both LR and SS solvent effects when combined, e.g., with the PCM,20 a

paramount advantage when dealing with the effect of a dielectric environment. However, a clear

drawback of the BSE/GW approach is the lack of analytical gradients within efficient linear re-

sponse techniques such as the Z-vector approach.58 Pioneering studies on a limited set of small

molecules (carbon monoxide, acetone, acrolein, and methylene-cyclopropene) concluded on the

promising accuracy of the BSE/GW gradients,59,60 inviting to keep exploring BSE/GW excited

state energy surfaces in the case of complex systems for which TD-DFT may face difficulties and,

further, in the crucial case of solvated systems.

II. COMPUTATIONAL DETAILS

Gas Phase. Two sets of gas-phase geometries are used in this study: CCSD(T)-interpolated

and (EOM)-CCSD-optimized applying the frozen-core approximation in both cases. We consider

here structures with a twist angle between the dimethylamino group (NMe2) and the phenyl ring

going from 0◦ to 90◦ by step of 10◦ (see Figure 1). In the first set, the ground state (GS) structures

with 0◦ and 90◦ angles have been optimized at the Coupled Cluster Single and Double including

non-iterative Triple [CCSD(T)]61 level with the cc-pVTZ atomic basis set using the CFOUR2.1
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program.62,63 The C2v symmetry of these two structures was enforced during calculations, and

these two geometries already appeared in one of our previous work.64 Subsequently, the interme-

diate geometries were simply interpolated using 10◦ step. In the second set, the GS structures

were allowed to fully relax while keeping the 1-6-7-10 and 5-6-7-11 (see Figure 1) dihedral angles

frozen. The two lowest excited states (LE and CT) were optimized in the same way as a ground

state, i.e., constraining only the twist angles and enforcing the C2 symmetry. These calculations

were done with CCSD/cc-pVDZ and the Equation of Motion (EOM)-CCSD/cc-pVDZ levels of

theory for the GS and ES, respectively, using Gaussian 16 program.65 Tight convergence criteria

were used during the geometry optimization. Cartesian coordinates for both sets of geometries are

given in the Supplementary Materials (SM).

For the comparisons with experiment in Section IV we optimized of the GS, LE, and CT min-

ima structures using the (EOM-)CCSD/cc-pVDZ level of theory implemented in Gaussian 16. The

frequency analysis confirmed that all optimized structures are true minima. The obtained geome-

tries are similar to the ones published by Caricato.28 We provide the Cartesian coordinates in the

SM.

The vertical transition energies were determined on interpolated geometries using various

EOM-CC methods, i.e., CC2,11–14 CCSD,61,66–69, CCSD(T)(a)*,70 and third-order CC (CC3).71,72

Dunning’s correlation consistent basis sets (cc-pVDZ and cc-pVTZ)73–77 were employed for this

purpose. These calculations were achieved with the CFOUR2.1 program. DFT, TD-DFT and

BSE/evGW results on these geometries were obtained using the following XCFs: BLYP,78,79

B3LYP,78,80 BHLYP,80 CAM-B3LYP,40 PBE,81 and PBE0,81,82 and the cc-pVTZ basis set. TD-

DFT calculations were performed with the Gaussian 16 program, while BSE/evGW calculations

were conducted with the BEDEFT code,83 a rewriting and extension of the FIESTA code,53,56,84

on the basis of input Kohn-Sham eigenstates obtained with the ORCA 5.0 program. We corrected

the 14 highest occupied and the 20 lowest unoccupied eigenvalues at the evGW level. BSE/evGW

calculations were performed including all occupied/virtual states in the construction of the suscep-

tibility operators and of the optical excitations. The dynamics of the GW operator is treated exactly

using a recently developed analytic continuation approach83 and the Coulomb-fitting resolution

of the identity85 is adopted with the corresponding cc-pVTZ-RI auxiliary basis set.86 BSE cal-

culations are performed beyond the Tamm-Dancoff approximation, i.e., with the full matrix.87–89

Single-point energy calculations on the (EOM)-CCSD optimized set of geometries of GS, LE, and

CT electronic states were achieved with the cc-pVTZ basis set using DFT, TD-DFT, BSE/evGW,
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and CCSD levels of theory with the same codes as above.

Solution. Solvent effects were accounted by using the PCM model16 choosing n-hexane (later

referred as hexane) and acetonitrile (MeCN) as solvents. (EOM)-CCSD-optimized sets of geome-

tries for the ground and excited states were obtained at the (EOM)-CCSD/cc-pVDZ level of theory

with the perturbation theory energy and density (PTED)90,91 solvation scheme (SS-PTED29,30 for

ES states) keeping the constrains on the twist angles and enforcing C2 symmetry. As a result,

two new sets of geometries were obtained - Hexane-PTED-(EOM)-CCSD-optimized and MeCN-

PTED-(EOM)-CCSD-optimized. The equilibrium solvation regime was used during the geometry

optimization. As in the gas phase we used tight convergence criteria during the geometry op-

timization. The geometry optimization of the GS minima in acetonitrile was performed at the

PTED-CCSD/cc-pVDZ level of theory using the Gaussian 16 program. The frequency analysis

confirmed the absence of imaginary frequencies. We provide the Cartesian coordinates in the SM.

The vertical transition energies were computed on PTED-CCSD-optimized sets of geometries

in the corresponding solvent using both the LR and SS formalisms at the PTED-EOM-CCSD/cc-

pVTZ level of theory. We applied non-equilibrium regime for computing the transition energies.

At the TD-DFT level we used LR,92,93 cLR (known as CorrectedLR),94 and cLR2,21 solvent mod-

els with the B3LYP and CAM-B3LYP XCFs and cc-pVTZ basis set. cLR and cLR2 are SS ap-

proaches, the latter including both the LR and SS corrections.21 Default PCM settings of Gaussian

16 program have been used for these calculations.

The merging of the GW and Bethe-Salpeter formalisms with the PCM approach is described

in details in Refs. 20 and 95. In a nutshell, the standard gas phase GW and subsequent BSE

calculations can be modified to account for the response of a dielectric environment to an electronic

excitation on the solute by dressing the bare Coulomb potential with the so-called reaction field:

v(r,r′) =⇒ v(r,r′)+ vreac(r,r′)

where vreac(r,r′) is the field generated in (r′) by the rearrangement of charges in the dielectric envi-

ronment induced by a unit charge variation in (r). In the PCM model, such charge rearrangements

are generated at the surface of the dielectric cavity. This renormalization of the bare Coulomb

potential leads further to a dressed screened Coulomb potential W through the associated Dyson

equation: W = v+vχ0W , with χ0 being the solute independent-electron susceptibility. As a result,

the GW energy levels (or quasiparticle energies) and the BSE neutral excitations properly include

the effect of the solvent. As shown in Ref. 20, both state-specific (SS) and linear-response (LR)
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contributions are automatically accounted for. The LR correction is associated with the dressing

of the bare Coulomb potential matrix elements in the BSE two-body (electron-hole) Hamiltonian,

while the SS contribution hinges on the modification of the screened Coulomb potential W that

affects the GW quasiparticle energies and the screened electron-hole interaction.

The PCM-GW calculations are performed at the proper non-equilibrium level with the envi-

ronment slow (nuclear) and fast (electronic) degrees of freedom accounted for at the input PCM-

DFT level, while retaining only the fast dielectric response when screening the solute electronic

excitations.95 While the solvent dielectric constant is, on general grounds, frequency-dependent,

the PCM reaction field used in the BSE/GW calculations is taken to be static and equal to its

low-frequency value in the optical range. This is consistent with the restriction of the screened

Coulomb potential to its low frequency limit in the standard BSE approach, an approximation

analogous to using a static kernel in TD-DFT. The solvent dielectric response is based on cavi-

ties generated from the superposition of atom-centered spheres, using the scaled universal force

field96 van der Waal’s radii with a 1.1 scaling factor consistently with the default in Gaussian09.

The present IEF-PCM with BSE/GW (later referred as PCM-BSE/evGW/B3LYP) implementation

follows the double layer surface potential approach20,95 previously tested within the FIESTA im-

plementation. During the solvent calculations, 10 occupied and 10 virtual MOs were corrected at

the GW level.

Additionally, we also determined the CT parameters using Le Bahers metric,97,98 namely the

CT distance (DCT), that allows to define the spatial separation between the electron and the hole

associated to a given transition, the amount of transferred charge from the ground to the excited

states (qCT), and the variation of dipole moment between the ground and the excited states (µCT).

The above mentioned calculations have been done at LR-PCM-TD-CAM-B3LYP/cc-pVTZ level

of theory in hexane and acetonitrile using the Gaussian 16 program.

In the discussion of the results we present the excited state PES as ES relative energies versus

twist angle. The ES relative energies were computed as differences between the ES total energy,

EES(φ), and the GS energy of the untwisted molecule, EGS(0
◦),

∆E(φ) = EES(φ)−EGS(0
◦).

The ES total energy for BSE/GW is calculated as the sum of BSE vertical transition energy and

the DFT ground state energy.
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III. RESULTS AND DISCUSSION

A. Gas-phase reference values

We first start with the gas phase results obtained on interpolated geometries using various CC

methods. We present a highly accurate excited state PES obtained with perturbative triple CC

method and the cc-pVTZ basis set in Figure 2a. We additionally provide a comparison between

CC3/cc-pVDZ and CCSD(T)(a)*/cc-pVDZ results in the SM (see Figure S1 and Table S1) con-

firming the quality of the latter method, which is used as a benchmark for the CC2, CCSD, TD-

DFT, and BSE/evGW methods. The PESs obtained with CCSD and CC2 methods for the two

lowest singlet excited states of DMABN, namely the LE and CT states, are respectively presented

in Figures 2b and 2c. Clearly, both methods deliver qualitatively correct PES topologies. In par-

ticular, the twisted CT state remains higher in energy than the untwisted LE one, consistently with

the absence of a red-shifted TICT band in the gas phase fluorescence spectra.

It is seen that CCSD excited state energies are slightly overestimating the CCSD(T)(a)* ones,

a typical trend of CCSD.99–101 Quite the opposite is observed for CC2 that underestimates the

transition energies and also shifts the crossing point between the LE and CT states to slightly

lower dihedral angles. Indeed, this crossing appears between 40◦ and 50◦ with CC2, but at 50◦

with the two other methods. The same trend is found for the vertical absorption energies of both

excited states (see Table S2). The differences between CCSD and CCSD(T)(a)* results are more

uniform than their CC2 versus CCSD(T)(a)* counterparts. Such kind of behaviour for these two

CC methods was reported before for intramolecular charge-transfer excitations.64

Previously, Köhn and Hättig presented the relaxation of two lowest singlet excited states of

DMABN with fixed twist angles and imposing C2 symmetry using the CC2/TZ2P approach.15 We

also performed such optimizations at the (EOM)-CCSD/cc-pVDZ level and computed energies of

both states as well using the larger cc-pVTZ basis set. Our data can be found in Figure S3 and

Table S9 in the SM. Relaxation of the geometries with CCSD induces a shift of the crossing point a

bit further than 50◦ (Figures 2b and S3). Furthermore, one can also observe the expected lowering

of the relative energies obtained on optimized structures for both excited states. Consistent with

previous works,15,38 the structural relaxation induces a shallow minimum on the PES of LE state

at ca. 20◦ (see Figure S3). This indicates that the LE state minimum is not planar, in agreement

with 19◦ twist angle previously reported at the CC2 level of theory.15
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FIG. 2. PES for CT and LE states of DMABN calculated on the CCSD(T)-interpolated geometries at the

CCSD(T)(a)*, CCSD, CC2, TD-BLYP, and BSE/evGW/BLYP levels of theory in gas phase using the cc-

pVTZ basis set. Relative energies use the GS energy of the untwisted molecule as reference. In the case of

the BSE/evGW/BLYP calculations, the GS energy is calculated at the DFT BLYP level.
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B. BSE vs TD-DFT

The data obtained on interpolated geometries with BSE/evGW/BLYP and TD-BLYP are pre-

sented in Figure 2. As was shown by Wiggins et al.38 the use of a GGA XCF (in their case

PBE) yields a qualitatively incorrect evolution of the excited state energies along the twist coor-

dinate. One observes the same trends with BLYP in Figure 2d: the CT state relative energies are

decreasing both too strongly and too rapidly as the twist increases, whereas the corresponding

LE energies are following a lowering trend instead of an increasing one as in the CC reference

(Figure 2). In particular, the twisted CT state is considerably more stable than the untwisted LE

state, at odds with the CCSD(T) reference calculations. In contrast, BSE/evGW using as input the

Kohn–Sham (KS) eigenstates generated from BLYP does follow a qualitatively correct behavior,

i.e., BSE/evGW significantly improves the PES of both states as compared to TD-BLYP. It is in-

teresting to note that the improvements appear not only for the CT state but also for the LE one.

Indeed, the excited state energies of both CT and LE states show the same topology as the ones of

the reference calculations. Nevertheless, the crossing between both states occurs between 40◦and

50◦, similarly to CC2, rather than exactly at 50◦ as predicted by both CCSD and CCSD(T)(a)*.

We underline that BSE/evGW/BLYP also provides quantitatively more accurate transition ener-

gies than CCSD with smaller Mean Absolute Error (MAE) when using the CCSD(T)(a)* values

as reference (see Table S3 in the SM).

Starting the BSE/evGW calculations with Kohn-Sham eigenstates generated with the BLYP

functional, that does not contain any exact exchange, was a stringent test to explore the ability of

the BSE scheme to properly construct optical excitations from Kohn-Sham eigenstates corrected

by the evGW approach. We further confirm the ability of BSE/evGW to wash out the starting point

dependency, that plagues TD-DFT, by using different KS input eigenstates : those of global hybrid

functionals with 20% and 50% of exact exchange (B3LYP and BHLYP), as well as those of the

range-separated CAM-B3LYP functional. The results of BSE/evGW and TD-DFT calculations on

the interpolated geometries are presented in Figure 3. Additional examples with other functionals

used as a starting point for BSE/evGW calculations and the corresponding TD-DFT data can be

found in the SM.

Clearly, at the TD-DFT level, the dependence on the functional is dramatic for the CT state,

as expected, but also for the LE excitation that acquires a significant CT character with increasing

twist angle. In contrast, BSE/evGW values are very close to each other for both states irrespective
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FIG. 3. Comparison of the PES for the CT (a) and LE (b) states of DMABN obtained on CCSD(T)-

interpolated geometries with TD-DFT and BSE/evGW methods using the BLYP, B3LYP, BHLYP, and

CAM-B3LYP functionals. Relative energies use the GS energy of the untwisted molecule as reference.

GS calculations carried out with the corresponding DFT functional for the BSE/evGW calculations.

of the KS eigenstates: the impact of the starting point is very limited. Even though one can notice

slight differences between PBE (or PBE0) and BLYP (or B3LYP) BSE results, the variations of

the relative energies between these two groups of functionals do not exceed 0.1 eV. Additionally,

the MAE values as compared to CCSD(T)(a)* are below 0.1 eV for all BSE/evGW methods ir-

respective of the starting point (see Tables S3-S8). Thus, we can conclude that there is a very

small dependency of the BSE PES on the selected XCF. While this was known for the transition

energies,51,56 it is the first demonstration that it also holds for complex PES topologies associated
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with excitations showing pure or hybrid CT character.

Interestingly, even though TD-CAM-B3LYP greatly improves the quality of the excited state

surfaces as compared to TD-BLYP, BSE/evGW/CAM-B3LYP provides excited state energies of

twisted structures which are both close to their BSE/evGW/BLYP counterpart and in agreement

with reference values (see Table S6). Such a lack of dependency on the input Kohn-Sham eigen-

states, together with the ability to describe accurately both localized, CT and hybrid states, is a

significant advantage of the BSE/evGW scheme.

We also calculated CT and LE state energies using BSE/evGW and TD-DFT methods on opti-

mized structures (Figure S4). In the same way as for interpolated geometries, BSE/evGW yields

accurate PES for both states. As in CC, the relaxation affects the position of the crossing between

CT and LE states - it occurs at 50◦ twist angle. Additionally, BSE/evGW captures the shallow

minima on the LE PES independently of the functional selected as a starting point.

This work stands as a clear indication (Figure 3) that the development of BSE/evGW ES an-

alytic gradients, would be welcome as they are based on more accurate energies, at least for CT

ESs, but also possibly for LE ones.

C. Solvatochromic effects

In this Section we present the PESs of DMABN modelled in hexane and acetonitrile. We

discuss here only the results obtained from the vertical transition calculations on the ground state

Hexane-PTED-CCSD and MeCN-PTED-CCSD optimized geometries. Nevertheless, we also pro-

vide the SS-PTED-EOM-CCSD optimized PES of both the LE and CT states in both solvents in

the SM (Figure S5). Let us start with a comparison between PTED-EOM-CCSD (LR and SS for-

malisms), PCM-BSE/evGW/B3LYP, cLR2-PCM-TD-B3LYP, and cLR2-PCM-TD-CAM-B3LYP

(see Figure 4). One first observes that, at the EOM-CCSD level, LR-PTED is not able to properly

describe the decrease of the ES energies of the CT state during the twist, and thus the SS formal-

ism should be used in that case. This was expected as in the CT state at 90◦ the transition dipole

moment is essentially null (hence the LR corrections are negligible) whereas the electron density

reorganization is large. As a result, only the SS approach leads to a twisted CT state slightly lower

in energy than the untwisted LE state, consistently with the appearance of the red-shifted TICT

fluorescence band in the presence of polar solvents. However, the SS formalism also leads to

nonphysical lowering of CT state energy in hexane, such behaviour of SS methods was observed
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in previous works as well.25,28 In the following, EOM-CCSD simply refers to SS-PTED-EOM-

CCSD.

The same trends can be be seen when comparing the LR, cLR, a SS-like method, and cLR2,

that accounts for both LR and SS, in TD-DFT (see Figure S6 in the SM). Similarly to the gas

phase, the evolution of the excited state surfaces for both states is greatly improved using the

PCM-BSE/evGW/B3LYP or cLR2-PCM-TD-CAM-B3LYP methods as compared to the cLR2-

PCM-TD-B3LYP approach that clearly fails to deliver a sound result. Indeed in TD-DFT, the

selection of the XCF and solvent model are known to be dependent: both have to be adequate to

obtain an accurate description.102 In contrast, we recall that the PCM-BSE/evGW scheme hardly

depends on the input Kohn-Sham eigenstates and consistently includes both LR and SS effects.95

Looking at the Figure 4 it is seen that the cLR2-PCM-TD-CAM-B3LYP energies are closer to

the EOM-CCSD ones, while the PCM-BSE/evGW values are a bit lower. Since EOM-CCSD tends

to overestimate the transition energies (see the discussions above) it is quite reasonable to state that

PCM-BSE/evGW provides accurate results in the condensed phase for DMABN. Further, the CT

state is too low in energy as compared to the LE one at the cLR2-PCM-TD-CAM-B3LYP level

in both solvents, leading to an overstabilized twisted CT state, especially in hexane. We stress

that this is not a solvent effect, since TD-CAM-B3LYP overstabilizes the CT energies at large

twist angle as compared to BSE and CC already in the gas phase. In contrast, PCM-BSE/evGW

predicts twisted CT above its untwisted LE counterpart in both solvents, i.e., the CT state is not

stabilized enough in acetonitrile. Such behaviour may be associated with the slight increase of the

CT energy beyond 70◦ already observed in the gas phase.

Additionally, in Figure S11 and Tables S10–S13 in the SM, we provide the vertical excitation

energies as well as differences between the energies determined for the 0◦ and 90◦ structures

(∆E0◦−90◦). We highlight here that although the PCM-BSE/evGW/B3LYP method is not perfectly

agreeing with some of the EOM-CCSD trends (especially for relative energies of the CT state,

Figure 4) it qualitatively reproduces the energetic changes upon twisting for vertical transition

energies. The graphs in Figure S11 and ∆E0◦−90◦ values in Tables S12-S13 indeed show that

PCM-BSE/evGW/B3LYP vertical absorption energies are closer to the SS-PTED-EOM-CCSD

than to the LR-PTED-EOM-CCSD ones. While PCM-BSE/evGW/B3LYP transition energies are

in good agreement with the reference CC values, the corresponding TD-DFT level predicts too

low transition energies for both states, especially at large twist angles.

Moreover, BSE/evGW predicts a crossing point between the CT and LE states (around 45◦
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FIG. 4. Hexane (solid line) and acetonitrile (dotted line) PESs for the CT and LE states of DMABN obtained

on PTED-CCSD-optimized geometries in the corresponding solvent using (a) LR-PTED-EOM-CCSD, (b)

SS-PTED-EOM-CCSD, (c) PCM-BSE/evGW/B3LYP, (d) cLR2-PCM-TD-B3LYP, and (e) cLR2-PCM-TD-

CAM-B3LYP methods. Relative energies use the solvated GS energy of the untwisted molecule as reference

(the PCM-B3LYP GS energy was selected for the BSE/evGW/B3LYP calculations). Points marked with red

in panel (b) were obtained by extrapolation, see the SM for details.
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in hexane and 40◦ in acetonitrile) closer to the EOM-CCSD value (50◦ and 40◦, respectively)

than TD-CAM-B3LYP (40◦ and 30◦, respectively). The gap between the LE and CT states in the

0◦–40◦ region is smaller in acetonitrile than hexane according to EOM-CCSD. While this trend

is well reproduced by BSE/evGW, TD-CAM-B3LYP predicts the CT and LE energies to be too

close from one another in acetonitrile.

An alternative strategy in evaluating the accuracy of the theoretically predicted solvated ES

energies is to compare the solvatochromic shifts, i.e., the difference between solvated (∆Esolv)

and gas phase vertical absorption energies (∆Egas). Theoretically predicted solvatochromic shifts

are presented in Figures S8 (hexane) and S9 (acetonitrile) in the SM, whereas a summary of the

evolution of the solvatochromic shifts between 0◦ and 90◦ is given in Table I.

TABLE I. Solvatochromic shifts (eV) evolution from the 0◦ to the 90◦ geometries (solvated geometries)

as obtained with the PCM solvation model in hexane and acetonitrile. The total change of the shift with

twist angle is indicated above the corresponding arrow. The data correspond to Fig. S7 (hexane) and S8

(acetonitrile) in the SM.

CT LE

Hexane

LR-PTED-EOM-CCSD -0.19
+0.11
−−−→ -0.08 -0.03

+0.02
−−−→ -0.01

SS-PTED-EOM-CCSD -0.15
−0.32
−−−→ -0.47 -0.04

−0.10
−−−→ -0.14a

LR-PCM-TD-B3LYP -0.16
+0.06
−−−→ -0.10 -0.04

−0.01
−−−→ -0.05

cLR2-PCM-TD-B3LYP -0.18
−0.13
−−−→ -0.31 -0.07

−0.19
−−−→ -0.26

LR-PCM-TD-CAM-B3LYP -0.15
+0.06
−−−→ -0.09 -0.03

−0.02
−−−→ -0.05

cLR2-PCM-TD-CAM-B3LYP -0.17
−0.11
−−−→ -0.28 -0.05

−0.20
−−−→ -0.25

PCM-BSE/evGW/B3LYP -0.20
−0.16
−−−→ -0.36 -0.11

−0.26
−−−→ -0.37

Acetonitrile

LR-PTED-EOM-CCSD -0.31
+0.12
−−−→ -0.19 -0.04

+0.03
−−−→ -0.01

SS-PTED-EOM-CCSD -0.27
−0.29
−−−→ -0.56 -0.06

−0.18
−−−→ -0.24a

LR-PCM-TD-B3LYP -0.27
+0.03
−−−→ -0.24 -0.08

−0.04
−−−→ -0.12

cLR2-PCM-TD-B3LYP -0.30
−0.21
−−−→ -0.51 -0.11

−0.26
−−−→ -0.37

LR-PCM-TD-CAM-B3LYP -0.24
+0.03
−−−→ -0.21 -0.06

−0.05
−−−→ -0.11

cLR2-PCM-TD-CAM-B3LYP -0.27
−0.18
−−−→ -0.45 -0.08

−0.28
−−−→ -0.36

PCM-BSE/evGW/B3LYP -0.32
−0.16
−−−→ -0.48 -0.14

−0.28
−−−→ -0.42

a These solvatochromic shifts were calculated from the solvated vertical absorption energies that were obtained using the extrapolated total ES

energies. See the SM for more details.

Going from the apolar to the polar solvent leads to an increase of the solvatochromic shifts

yet does not strongly influence their evolution along the twist coordinate.103 Nevertheless, the
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discussion of the trends that is provided below holds for both solvents. Clearly, the shifts are

highly dependent on the selected formalism (LR or SS) for both states. Further, the evolutions of

the shift with twist angle clearly differ between LR and SS, the LR bathochromic shifts decreasing

with twist angle for the CT, in contrast with the SS shift. An analysis of the solvatochromic shifts

as a function of the twist angle (Figs. S8 and S9) shows that below 40◦ both contributions are

close, whereas at larger twist angles, the SS corrections significantly increase in particular, but not

exclusively, for the CT state. Moreover, as can be seen from Table I at 0◦ all the methods provide

rather similar shifts for both ES states, while at 90◦ larger differences arise between the different

levels of theory and solvation schemes. This is because the LE and CT states acquire a more

mixed character along the twisting coordinate with LE gaining some CT character at large twist

angle (and CT a partial local character at small twist). To support this statement we calculated the

CT parameters (DCT, qCT and µCT), see Table II. These data show that changing the twisting angle

from 0◦ to 90◦ leads to significant increase in CT parameters, especially for LE state, indicating

that both states at 90◦ have significant charge transfer character. Additionally, a considerable

increase in DCT and µCT for CT states and LE at 90◦ can be observed in acetonitrile compared

to hexane. As BSE/evGW accounts for both LR and SS effects simultaneously, it works well for

states with mixed character. As a result, we can see that both the PCM-BSE/evGW method as well

as cLR2-TD-CAM-B3LYP are closer to LR-PTED-EOM-CCSD values in the small twist region

and mimic SS-PTED-EOM-CCSD ones in the large twist region which is a physically reasonable

trend.

In order to further compare the LR and SS contributions we also computed the difference be-

tween the solvated vertical absorption energies (∆Esolv) and the transition energies obtained freez-

ing the ground state polarization at the BSE/evGW and TD-DFT levels of theory in hexane (see

Figure S10 in the SM) and in acetonitrile (see Figure 5). ∆Eω0
includes the solvent contribution for

the molecular orbitals but does not contain "ES solvation terms". This splitting of the different con-

tribution supports the above mentioned conclusions regarding the importance of the SS correction

at the large twist angle as well as the need to include both LR and SS in order to properly describe

the ESs of DMABN. Moreover, the graphs on Figure 5 clearly show that the PCM-BSE/evGW

and cLR2-TD-DFT models are following the same trends in terms of ES contributions.

To sum up the solvent results for DMABN, we can state that PCM-BSE/evGW provides more

accurate vertical transition energies than TD-DFT in the case of ESs having a mixed LE/CT char-

acter. However, the PCM-BSE/evGW total ES energies (relative to the untwisted GS reference)
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TABLE II. Density difference plota and CT parametersb for 0◦ and 90◦ geometries of DMABN determined

using the LR-PCM-TD-CAM-B3LYP/cc-pVTZ level of theory.

(◦) State

Hexane Acetonitrile

Density difference plot
DCT qCT µCT

Density difference plot
DCT qCT µCT

[Å] [e] [ D] [Å] [e] [D]

0 LE 0.855 0.505 0.432 0.980 0.559 0.548

CT 1.744 0.445 0.776 2.091 0.509 1.064

90 LE 1.899 1.104 2.096 2.149 1.116 2.398

CT 2.190 1.033 2.256 2.509 1.054 2.644

a The red (blue) regions corresponds to density increase (decrease) upon absorption and are drawn with a contour threshold of 0.002 au.

b CT distance - DCT, amount of transferred charge - qCT, change in dipole moment between the ground to the excited states - µCT.

appear not stabilized enough at high twist angles in the polar medium.

IV. COMPARISON WITH EXPERIMENTAL RESULTS

Dual fluorescence of the DMABN was extensively studied experimentally.1,6,7,9 Thus, it looks

natural to compare the theoretical estimates to experimental observations. To this end, we used

optimized minima for the GS, LE and CT states in the gas phase and acetonitrile. In solution we

consider absorption only since there is to-date no BSE/evGW approach allowing to polarize the

solvent cavity using the excited-state density (as it should for emission). The calculated and experi-

mental absorption and emission energies are listed in Table III. First, one can notice that theoretical

values overestimates their experimental counterparts, which was expected as all vibronic effects

are neglected, and such comparison therefore remains qualitative.41,104 This is why we compare

trends rather than absolute values. The data in the Table III show that in the gas phase BSE/evGW

delivers a more accurate CT-LE absorption gap (0.33 eV vs 0.44 eV experimentally) than TD-DFT
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FIG. 5. Acetonitrile solvent shifts (∆Esolv-∆Eω0
) between the solvated vertical absorption energies (∆Esolv)

and the ground state frozen polarization energy (∆Eω0
) for the CT (a) and LE (b) of DMABN computed

on MeCN-PTED-CCSD-optimized geometries with PCM-BSE/evGW/B3LYP and TD-DFT (LR, cLR, and

cLR2) combined with the B3LYP and CAM-B3LYP functionals.

(0.23 eV with both functionals). More importantly, in acetontrile, BSE/evGW underestimates the

experimental CT-LE by 0.13 eV, while the most refined TD-DFT scheme (cLR2-PCM-TD-CAM-

B3LYP) is off the experimental value by 0.32 eV. In addition, solvatochromic shifts from the gas

phase to acetonitrile are more accurately predicted by BSE/evGW than both TD-CAM-B3LYP

and EOM-CCSD. In gas-phase, the experimental Stokes shift attains 0.45 eV for LE and 1.02

for CT, but the latter value is extrapolated. All approaches deliver quite reasonable estimates for

the former: 0.56 eV (BSE/evGW), 0.52 eV (EOM-CCSD), and 0.53 eV (TD-CAM-B3LYP), but

overshoots the CT Stokes shift (1.88 eV for BSE/evGW, 1.94 eV for EOM-CCSD, and 2.13 eV

for TD-CAM-B3LYP), part of the error possibly coming from the experimental incertitudes.
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TABLE III. Comparison between experimental23 absorption (∆E
exp
abs ) and emission (∆E

exp
em ) maxima, cal-

culated vertical absorption (∆Ecalc
abs ) and emission (∆Ecalc

em ) energies. The cc-pVTZ atomic basis set was

employed for computing transition energies.

Method

Calculated Experimental

∆Ecalc
abs ∆Ecalc

em ∆E
exp
abs ∆E

exp
em

LE CT LE CT LE CT LE CT

Gas phase

EOM-CCSD 4.58 5.07 4.06 3.13

4.13 4.57 3.68 3.55a
TD-B3LYP 4.41 4.64 3.87 2.20

TD-CAM-B3LYP 4.68 4.91 4.15 2.78

BSE/evGW/B3LYP 4.48 4.81 3.92 2.93

Acetonitrile

LR-EOM-CCSD 4.52 4.75 - -

3.86 4.21 3.44 2.52

SS-EOM-CCSD 4.51 4.86 - -

cLR2-PCM-TD-B3LYP 4.29 4.34 - -

cLR2-PCM-TD-CAM-B3LYP 4.59 4.62 - -

PCM-BSE/evGW/B3LYP 4.34 4.56 - -

a The experimental CT emission energy in the gas phase is an extrapolated value.

V. CONCLUSIONS

We have shown that BSE/evGW is able to accurately reproduce the evolution of the excited

state PESs of the two key ESs of DMABN upon twisting, a known challenging case for TD-DFT.

We provided accurate benchmark surfaces calculated at CCSD(T)(a)*/cc-pVTZ and CCSD/cc-

pVTZ levels of theory in the gas phase and PTED-EOM-CCSD/cc-pVTZ (LR and SS) in both

hexane and acetonitrile. The excited state surfaces obtained with the high-level theories allowed

us to access the accuracy of the BSE/evGW formalisms for modeling the ES PESs of DMABN in

both gas and solvated phases.

The results from the gas phase calculations indicate that BSE/evGW is able to reproduce the

correct evolution of the ES PESs upon twisting of DMABN. Moreover, BSE/evGW shows negli-

gible starting point (various DFT functionals) dependency, and the computed vertical excited state

energies are more accurate than TD-DFT’s when CCSD(T)(a)* values are taken as a reference.

Modeling the PESs in solution is more complicated than in the gas phase due not only to the

additional computational costs but also to the existence of various approximations to model solva-

tochromisms. Nevertheless, we have shown that BSE/evGW combined with the PCM formalism

predicts a globally accurate topology for the LE and CT PESs of DMABN in solution as well,
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likely because both LR and SS effects are captured, which is important for states with a mixed

LE/CT character.

This work stands as a positive hint that BSE/evGW should be able to deliver accurate shapes

for the excited state PES of a diversity of ESs. It is therefore an additional motivation to develop

analytic BSE/evGW gradients, both in the gas phase and in the presence of a solvent or a reactive

medium in general.
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