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Abstract 

Phosphate…π, also called anion…π, contacts occur between nucleobases and phosphate OP oxygens 
in r(GNRA) and r(UNNN) U-turn motifs (N = A,G,C,U; R = A,G). We investigated these contacts in detail 
by using state-of-the-art quantum chemical methods (QM) to characterize some of their physico-
chemical properties and to evaluate the ability of the AMBER force field (AFF) to describe these 
contacts. We found that AFF interaction energies of phosphate…π contacts calculated for model 
dimethyl phosphate…nucleobase systems are less stabilizing in comparison with double-hybrid DFT 
methods and that the minimum contact distances are stretched for all nucleobase systems. This 
distance stretch is also observed in large-scale AFF computations on several r(gcGNRAgc) tetraloop 
hairpins when compared to QM/MM. Further, classical molecular dynamics (MD) simulations of these 
tetraloop hairpins confirm this distance stretch and reveal shifted OP2/nucleobase positions when 
compared to experimental data extracted from high-resolution X-ray/cryo-EM structures (≤ 2.5 Å) of 
r(GNRA) tetraloops using the WebFR3D bioinformatic tool. We propose that discrepancies between 
QM and AFF are caused by a combination of missing polarization, too large AFF Lennard-Jones (LJ) radii 
of nucleobase carbon atoms and exaggerated short-range repulsion due to an approximate r−12 LJ 
repulsive term. We put these results in regard with those obtained in earlier investigations on lone 
pair…π contacts occurring in CpG Z-steps. Charge-transfer calculations do not support any significant 
n->π* donation effects and hence this label is inappropriate. We also investigated thiophosphate…π 
contacts for which we calculated less stabilizing interaction energies than for the phosphate…π 
contacts. We thus challenge suggestions that the experimentally observed enhanced thermodynamic 
stability of phosphorothioated r(GNRA) tetraloops can be straightforwardly explained by larger London 
dispersion. 
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Introduction 

In nucleic acids, phosphate…π also called anion…π contacts1,2 are part of the ubiquitous U-turn motifs 
found in r(GNRA) tetraloop hairpins and tRNA anticodon loops with r(UNNN) sequences. In these 
motifs, an OP2…G/U contact with a ≈3.0 Å average distance is formed between the phosphate group 
of the third nucleotide and the first nucleobase (Figure 1).3–6 This phosphate…π contact is one of the 
two main signature interactions that define a U-turn, the second being a hydrogen bond between the 
Watson-Crick edge imino/amino groups of the first G/U nucleobase and the OP2 atom of the fourth 
nucleotide.6,7 The latter interaction is classified as base…phosphate or BPh interaction of type 3, 4 or 5 
depending on the Watson-Crick N-H group it interacts with.8 Several studies discussed the possible 
stabilization role of phosphate…π contacts in r(GNRA) tetraloop hairpins.9,10  

The r(GNRA) tetraloops that represent a subcategory of U-turn motifs play major biological 
roles. They initiate RNA folding and are involved in tertiary contacts with other RNA segments and 
proteins.11–15 Despite their high thermodynamic stability11,16 and the apparent simplicity of their four-
nucleotide structure, MD simulations of r(GNRA) hairpins remain challenging.17–28 Classical force fields 
(FFs) used in MD simulations, like the Cornell et al. AMBER force field29 and its subsequent 
modifications use pairwise-additive potentials and fixed point-charges. The most frequently used 
version of the AMBER force field (AFF) for RNA is ff99bsc0χOL3, abbreviated as OL3.30 Despite 
reasonable success in reproducing nucleic acid fine structural details,28 Kührová et al.24 reported OL3 
imbalances that either destabilize folded state of a r(gcGAGAgc) tetraloop or stabilize the unfolded 
ensemble. These imbalances were attributed to the underestimation of the base pair hydrogen bond 
strength, stabilization of non-native ribose…phosphate hydrogen bonds and overstabilization of BPh 
interactions. The recently introduced “generalized hydrogen bond fix”, called gHBfix, resulted in a 
notable improvement in the folding behavior of the r(gcGAGAgc) tetraloop during MD simulations by 
inducing a substantial stabilization of base pair hydrogen bonds and a weakening of non-native 
ribose…phosphate hydrogen bonds.19,31 Several correction terms including various variants of gHBfix 
and NBfix (non-bonded fix) potentials tested on converged simulations of r(GAGA) tetraloop lead to 
improvement of the estimated free energy balance between folded and unfolded states.20 However, 
it is possible that these AFF modifications compensate for imprecisions in other AFF terms, which may 
lead to overfitting and limited transferability of the parametrization. 

FF imbalances are affecting all systems and are not limited to r(GNRA) tetraloops. Recently, 
short-range imbalances in the AFF description of lp…π contacts between the (deoxy)ribose O4ʹ atom 
and guanine in CpG Z-steps were described.32–34 It was suggested that these imbalances contribute to 
an improper dynamical description of r(UNCG) tetraloops and Z-DNA helices during MD 
simulations.33,34 Standard van der Waals radii for nucleobase sp2 carbons were questioned,35 and a 
revision of Lennard-Jones (LJ) parameters of nucleobase atoms in AFF was advocated. 

Herein, we investigate the energetics of phosphate…π contacts by using quantum mechanics 
(QM) calculations with a dispersion-corrected double-hybrid density-functional approximation (DHDF-
D3) and Symmetry Adapted Perturbation Theory (SAPT) analysis and compare these results to those 
obtained by the classical AMBER force field (AFF). For that purpose, we focus on phosphate…π contacts 
as they occur in the two ubiquitous r(GNRA) and r(UNNN) U-turn motifs, because a search for 
phosphate…π contacts in X-ray/cryo-EM experimental structures with resolutions ≤ 2.5 Å revealed that 
U-turn motifs starting with G/U nucleobases prevail, next to rare U-turns starting with a protonated 
cytosine.7,36 Based on QM and AFF calculations we show that the absence of polarization in the AFF 
leads to under-stabilizing phosphate…π interaction energies. Moreover, too large AFF Lennard-Jones 
radii combined with overestimated short-range repulsion leads to overestimated phosphate…π 
distances. We discuss possible implications of these imbalances for MD simulations of r(GNRA) 
tetraloops. We also address the physical nature and differences of phosphate…π and lp…π contacts 
from a QM and AFF perspective and interrogate the n->π* character often attributed to these 
interactions. 

Finally, we investigate the effect of a phosphorothioate substitution at the phosphate…π 
position. Phosphorothioated nucleic acids are frequently used in therapeutics and nanotechnologies 
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and were uncovered in DNA and RNA of prokaryotes and eukaryotes.9,37–42 At least two studies9,43 
reported enhanced stabilization of r(GNRA) tetraloops through melting and calorimetry experiments 
after thio-substitution of the (nt3)OP2 (nt3 = third nucleotide of the U-turn motif) atom that is involved 
in the phosphate…π contact (Figure 1). The experimentally determined difference in ∆G is 
−2.9 kcal.mol−1 (37°C) in ref. 43 and −4.7 kcal.mol−1 (25 °C) in ref. 9. This experimental difference in 
stability is puzzling given that the native and phosphorothioated loops were found to have identical X-
ray structures.9 Indeed, Egli et al. presented high-resolution X-ray studies of several 
phosphorothioated r(GAGA) hairpins that showed that their structure is similar to that of the native 
tetraloop even when the (nt3)OP2 atom was substituted by a neutral methylphosphonate. A 
theoretical study of the neomycin sensing riboswitch coupled with NMR data showed similarly that 
the U-turn structure, in this case a r(UNNN) motif, was not altered by a phosphorothioate 
substitution.41 Clear insight on the underlying physico-chemistry of these interactions could not be 
gained from the preceding investigations.9,41,43 Although we complement current knowledge on these 
interactions and document differences between QM and AFF, our calculations cannot explain the 
experimental gain in stabilities observed upon phosphorothioation in RNA. 

  

 

Figure 1. Two U-turn tetraloop motifs characterized by a phosphate…guanine/uracil (OP2…π) contact and a 
base…phosphate (BPh)8 interaction closing the loop. These contacts are visualized by blue dashed lines. The OP2 atoms of 
nt3 (i.e., third nucleotide of the U-turn motif) and nt4 are shown as yellow spheres. For clarity, all non-relevant OP atoms 
were hidden. For the secondary structures, symbols according to the Leontis and Westhof nomenclature were used.131 In 
the secondary structure, the U-turn is symbolized by a circled “U”. The 1st nucleobase and the phosphate of the 3rd 
nucleotide (nt3) involved in a phosphate…π contact are in red as well as the OP2 atoms involved in the 
(nt1…nt4)base…phosphate (BPh) hydrogen bonds. The other three tetraloop nucleotides are in wheat. 
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Methods 

WebFR3D searches of phosphate… contacts in PDB structures 
The WebFR3D tool44,45 was used to find U-turn motifs with OP2…nucleobase contacts in RNA structures 
from the PDB. For that purpose, an ensemble of X-ray and cryo-EM structures with resolution ≤ 2.5 Å 
using the 3.221 set of non-redundant structures (March 2022)46 was used for the analysis. A general 
search on phosphate…π contacts in RNA and specifically on U-turn motifs confirmed that the r(GNRA) 
and r(UNNN) sequences were highly represented among all RNA motifs with a phosphate…π contact. 

For r(GNRA) and r(UNNN) U-turn motifs, the following search constraints were used: i) all 
nucleotides are consecutive, ii) the dihedral angle of the glycosidic bond is in anti for all nucleotides, 
iii) a phosphate…π contact between the (nt1)3’-face and the (nt3)OP2 atom is present (Figure 1), and 
iv) a (nt1…nt4)BPh interaction of type 3, 4 or 5 is present.8 Additionally, for r(nGNRAn) tetraloop 
hairpins, the first stem nucleotides form a Watson-Crick base pair to ensure retrieving canonical 
hairpins. For r(UNNN), no constraints were placed on the closing base pairs given the paucity of 
r(UNNN) tetraloop hairpins. More details are given in Figure S1 and S2. Specifics on WebFR3D 
phosphate…π and lp…π contact searches are to be found in Zirbel and Auffinger.47 

Potential energy surface (PES) calculations 
Preparation of model system structures. The initial stacked phosphate…guanine model used for the 
phosphate…π calculations was extracted from a high-resolution crystallographic structure of a sarcin-
ricin hairpin containing an r(cGAG2661Ag) tetraloop hairpin (PDBid: 4NLF; res. 1.0 Å48). The phosphate 
moiety of residue 2661 was manually transformed into either dimethyl phosphate (DMP) or dimethyl 
thiophosphate (DMTP). The G nucleobase was replaced by A, C or U with Jmol49 to create all 
DMP/DMTP…nucleobase models. 

QM geometry optimizations. The geometries of all DMP/DMTP…nucleobase dimers were optimized at 
the B3LYP-D3(BJ)/def2-QZVP level of theory.50–53 We applied harmonic penalty function restraints to 
preserve the monomers orientation observed in the experimental structure using an in-house 
optimizer Xopt54,55 coupled to TURBOMOLE V.7.356 (Table S1). An energy change threshold of 10−7 Eh 
was used for the SCF and geometry convergence. The DFT quadrature grid m4 was employed.57 The 
resolution of identity approximation for Coulomb and HF-exchange integrals (RI-JK) was used to 
accelerate the computations.58 Since the anionic DMP tended to form hydrogen bonds with 
nucleobase edges during optimization, we used the COSMO59 implicit solvation model with a dielectric 
constant ε that was set to infinity to keep the DMP probe over the nucleobase. The atomic radii used 
for the cavity construction are: 2.00 Å (C), 1.83 Å (N), 1.72 Å (O), 2.11 Å (P), 2.16 Å (S) and 1.30 Å (H). 
These optimized structures were used as starting structures for the potential energy surface (PES) 
mapping (see below). 

QM interaction energy calculations. The single-point energy values for the construction of the potential 
energy surfaces (PES) were computed by using the double-hybrid density functional approximation 
DSD-BLYP60 with DFT-D3(BJ)51,61 correction and the minimally-augmented ma-def2-QZVPP53,62 basis set 
using ORCA V.4.2.63 This method was used for its high accuracy proven in benchmark studies64,65 and 
also since dispersion-corrected double-hybrid DFT methods are recommended for the description of 
non-covalent anion…π interactions.66 The DFT quadrature grid GRID5 was used. The RI approximation 
for Coulomb integrals (RI-J) and COSX (chain-of-spheres exchange) approximation for exchange 
integrals with the accurate GRIDX6 grid were employed with automatic construction of auxiliary basis 
set (AutoAux keyword).67,68 A tight energy change threshold for SCF convergence was used (TightSCF 
keyword). Coefficient values for the DSD-BLYP density functional were taken from the original 
publication.60 

The reference FNO-CCSD(T) computations with extrapolation to the complete basis set (CBS) 
were performed using PSI4 v1.469 as: 

𝐸𝐶𝐶𝑆𝐷(𝑇)/𝐶𝐵𝑆 = 𝐸𝐻𝐹/𝑎𝑄 + 𝐸𝑀𝑃2/𝐶𝐵𝑆(𝑎𝑇,𝑎𝑄) + 𝐸𝐹𝑁𝑂–𝐶𝐶𝑆𝐷(𝑇)/𝑗𝑢𝑛𝑇𝑍 − 𝐸𝑀𝑃2/𝑗𝑢𝑛𝑇𝑍 
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where aT, aQ and junTZ stand for the aug-cc-pVTZ, aug-cc-pVQZ and jun-cc-pVTZ basis set, 
respectively.70–72 The MP2/CBS represents Halkier’s 2-point extrapolation scheme for correlation 
energies.73 The FNO-CCSD(T) was used together with density fitting using standard auxiliary basis sets 
and frozen core approximation. 

SAPT calculations. Symmetry Adapted Perturbation Theory (SAPT) analysis was performed at the 
recommended SAPT2+(3)δMP2 “gold-level” 74–76 with jun-cc-pVTZ basis set70–72 using PSI4 v1.4.77 To 
estimate the charge-transfer (CT) contribution the same level of theory was used but without the 
δMP2 correction as it does not apply in that case. The SAPT scheme divides the interaction energy in 
electrostatic, exchange-repulsion, induction, and London dispersion components. The induction 
energy includes polarization and charge transfer. These terms are neglected by classical point-charge 
force-fields but polarization is taken into account in polarizable force-fields for which, however, 
obstacles still remain that limit their general usage for nucleic acids.78–81 As reported further in the text, 
charge transfer contributions are negligible for present phosphate…π interactions and thus induction 
energy corresponds to polarization in this case (see Section 2 in the Supporting Information). 

AFF interaction energy calculations. The AMBER force field (AFF) calculations were carried out for 
DMP…nucleobase models by using the in-house bff program.82 Only non-bonded terms of the AFF were 
used for calculating interaction energies. The Lennard-Jones (LJ) parameters for OL3 were taken from 
the AmberTool library files of AMBER16.83 Note that they are identical to original Cornell et al. AMBER 
parameters.29 Partial charges were calculated using the AMBER14 RESP84,85 module of Antechamber 
for non-interacting monomers (DMP/DMTP and nucleobase) in the geometry-optimized complex.86 
The electrostatic potential used for the RESP calculations was computed at the HF/6-31G* level of 

theory using the Merz-Singh-Kollman (MK) population analysis employing Gaussian 09.87 The AFF(CP) 
notation refers to alternative Lennard-Jones parameters for phosphate OP1/OP2 and O3ʹ/O5ʹ atoms 
that were taken from Steinbrecher, Case at al.88 (Table S2); “CP” signifies “Case phosphates”. 

Implicit solvent calculations. For DHDF-D3 calculations, a conductor-like polarizable continuum model 
(CPCM) was used with the COSMO-type ε function, Gaussian charge scheme with a scaled vdW cavity 
and larger grid, i.e., 770 Lebedev points for each scaled vdW sphere.59,89–91 The ORCA V.4.2 software 
was used. For AFF, the generalized Born (GB) implicit solvent model was used.92,93 The dielectric 
constant ε was set to the default value of ε for water environments (80.4 for COSMO and 78.5 for GB); 
for biomolecular environments, ε=4.0 was used. All the other parameters were set as noted in previous 
sections. 

Minimum Interaction Energy distance (minIEd) and Interaction Energy (IE) surfaces. Single-point energy 
calculations were performed at different positions of the (DMP/DMTP)OP2/SP2 atoms over each of 
the four nucleobases. This procedure is similar to that previously used for dimethyl ether (DME) scans 
over nucleobases.34,35 Starting with the optimized DMP/DMTP…nucleobase geometry, DMP/DMTP 
was shifted in horizontal and vertical directions with respect to the nucleobase. For the horizontal 
displacements, three positions from the pyrimidine ring centroid to each of the pyrimidine ring atoms 
and two positions from the imidazole ring centroid to each of the imidazole ring atoms with an 
additional position between C4 and C5 atoms were defined (Figure S3b). Vertical interaction energy 
scans were calculated for each of these positions. Altogether, ≈580 (29 horizontal x 20 vertical 
displacements) and ≈380 (19 horizontal x 20 vertical displacements) single-point energies were 
calculated for purine (G, A) and pyrimidine (U, C) nucleobase scans, respectively. The minIEd surfaces 
were constructed from minimum-energy distances of the vertical scans while IE surfaces were created 
from the interaction energies at the minimum-energy distances (Figure S3 and Section 1.1 in the 
Supporting Information; see also ref. 34).  

QM/MM and AFF geometry optimizations for r(GNRA) tetraloops 
Initial structures for QM/MM and AFF (MM) geometry optimizations of r(GNRA) hairpins were 
extracted from the four r(gcGAAAgc), r(gcGAGAgc), r(gcGCAAgc) and r(gcGCGAgc) MD simulations (see 
below). Three snapshots (s1, s2 and s3) were taken from each simulation. 
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A SPC/E94 water sphere with a 40 Å radius from the RNA centroid of mass was added to the 
tetraloops. This was followed by the addition of seven K+ counterions for RNA charge neutralization 
with the AMBER1683 tLEaP module. Prior to the hairpin geometry optimizations, short 10-20 ps water 
and K+ equilibrations were performed for each structure. 

For QM/MM calculations, the QM region included the whole RNA hairpin while solvent 
molecules were treated by MM. The additive QM/MM scheme using the electrostatic embedding with 
the point-charge approximation option was used as implemented in the Sander module of AMBER14.84 
This option considers QM electron density polarization by MM point charges. An in-house modified 
version of Sander was used to couple the QM/MM module of AMBER1484,95 with TURBOMOLE V7.3.56,96 
A hybrid-DFT PBEh-3c method,97 employing double-ζ valence-polarized def2-mSVP basis set, D3(BJ)51,52 
dispersion correction and geometrical counterpoise (gCP) correction98 for BSSE, was used with the 
resolution-of-identity (RI) approximation for Coulomb integrals.58 For MM the state-of-the-art OL330 
AFF was used with the phosphate OP1/OP2 and O3’/O5’ LJ parameters by Steinbrecher, Case et al.88 
This AFF version is abbreviated as OL3CP and was also used for molecular dynamics (MD) simulations 
as described below. The limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)99 quasi-Newton 
algorithm with a convergence threshold for gradient norm of 10−4 kcal∙mol−1∙Å−1 was used for geometry 
optimizations. 

MD simulations of GNRA tetraloops 
Classical MD simulations were performed for the four 8-mer r(GNRA) tetraloop sequences mentioned 
above with the AMBER18100 software and the OL3CP FF29,30,88,101–103 (AMBER library file of this FF 
version can be found in the Supporting Information of ref. 24) with the gHBfix19 potential.19,20,33 The 
gHBfix19 correction stabilizes all –NH…N– interactions by 1.0 kcal.mol−1 while weakening the sugar–
phosphate interactions by 0.5 kcal.mol−1. Initial geometries for MD simulations of r(GNRA) tetraloops 
were taken from X-ray structures: r(gc2411GAAAgc) from PDBid 1M90;104 r(gc2658GAGAgc) from PDBid 
1Q9A;105 r(gc576GCGAgc) from PDBid 1JJ2106 and from the PDBid 1ZIH107 (model1) NMR structure for 
r(gcGCAAgc). For r(gcGAGAgc), one of the stem base pairs was manually modified from a non-canonical 
A•G to a canonical G=C base pair as described in ref. 24. Tetraloops were solvated using a cubic box of 
≈50 Å edge containing about 3000 OPC108 water molecules. Simulations were run at T = 298 K with a 
≈0.15 M KCl salt concentration using the Joung-Cheatham ion parameters109 and with the hydrogen 
mass repartitioning scheme that allows using a 4-fs integration time step.110 One 5 μs long trajectory 
was obtained for each of the four analyzed GNRA sequences in NVT ensemble with SHAKE restraints 
by using the pmemd.cuda module of AMBER18 (for other details about the tetraloop simulation 
protocol, see Supporting Information of ref. 34). Each simulation comprises 1.25∙109 simulation steps; 
every 100th ps was used for analysis. Each simulation takes around 10 days using one GeForce Turing 
RTX2080 Ti GPU card. 

Analysis of OP2…guanine contacts in MD simulations of GNRA tetraloops 
To obtain consistent average OP2…guanine distances from MD simulations, several criteria were set 
to avoid accounting for snapshots with a tetraloop structure deviating too far from the native 
conformation. These criteria are: i) a (nt3…nt1)OP2…G distance ≤ 3.8 Å, ii) projection point of the OP2 
atom on the G plane within either 1.5 Å from pyrimidine ring centroid or 1.25 Å from imidazole ring 
centroid, and iii) the angle between the nt1 (G) and nt4 (A) planes ≤ 45°. In this and previous database 
studies6 a stricter 3.5 Å cutoff was used for experimental structures. However, given thermal 
fluctuations in MD simulations and a tetraloop tendency to unfold and generate longer OP2…G 
distances, we chose to expand the OP2…G distance cutoff to 3.8 Å for MD analyses. 
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Results and Discussion 

A WebFR3D exploration of phosphate…π contacts in X-ray/cryo-EM structures shows that most of 
the U-turns start with G or U 

We searched the PDB with WebFR3D44,45 to find phosphate…π contacts in an ensemble of X-ray and 
cryo-EM structures with resolution ≤ 2.5 Å using the 3.221 set of non-redundant structures (March 
2022).46 This search led to 601 hits with an OP…nucleobase contact that divide into 64 (OP1) and 537 
(OP2) contacts. These hits involving all nucleotide combinations show that OP atoms can stack on any 
nucleobase. Among them, we found 311 r(NNNN) motifs with U-turn characteristics, i.e., with a 
(nt3…nt1)OP2…nucleobase contact, a (nt1…nt4)BPh hydrogen bond involving the Watson-Crick edge 
(3BPh, 4BPh, 5BPh) and all bases in anti. This implies that U-turns are the most frequent r(NNNN) 
motifs involving phosphate….π contacts in RNA. This U-turn ensemble comprises 207 r(GNNN) and 104 
r(UNNN) while r(CNNN) and r(ANNN) U-turns were not detected although rare r(C+NNN) U-turns do 
exist.6,7 For r(CNNN), five hits were found with a 7BPh hydrogen bond. Thus, r(GNNN) and r(UNNN) are 
the dominant sequences forming U-turns in RNA. This led us to focus on the characteristics of 
phosphate….π contacts involving G/U nucleobases. 

Since in this study we perform MD simulations of four r(gcGNRAgc) hairpins, we further 
refined our PDB exploration by extracting r(nGNRAn) U-turns closed by a Watson-Crick pair, i.e., 
tetraloop hairpins that involve an OP2…π contact since we could isolate only one r(GNNN) with OP1…π 
contact that seemed artefactual. No OP1…π contacts for r(UNNN) were found. The searches shown in 
Figure S1 and S2 isolated 155 r(nGNRAn) hairpins and 104 r(UNNN) U-turns, respectively. 

 

Figure 2. OP2…guanine and OP2…uracil distance histograms (a) and OP2 projection points on guanine and uracil (b) in 
r(nGNRAn) and r(UNNN) X-ray/cryo-EM structures (res. ≤ 2.5 Å) obtained by a WebFR3D44,45 search (Figure S1 and S2). 
The three idealized Gjunction, Ucentroid and UC2 positions that have been used for further analysis are shown on the 2D 
structures. 
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To gather experimental reference points, we calculated OP2…guanine/uracil (OP2…G/U) 
distances perpendicular to nucleobase plane and projection points of OP2 on G/U for the U-turn 
ensembles composed of 155 hits of r(nGNRAn) and 104 hits of r(UNNN). In r(nGNRAn) tetraloop 
hairpins, the (nt3)OP2 atom stacks with the region close to the junction of the guanine pyrimidine and 
imidazole rings (C4, C5 atoms) with a ≈3.05 Å average OP2…G distance (Figure 2). For r(UNNN) U-turns, 
the OP2 atom stacks with the region between the ring centroid and the C2 atom with a ≈3.0 Å average 
OP2…U distance. We chose to use three idealized positions, Gjunction for guanine and Ucentroid, UC2 for 
uracil, in further calculations. These points are not located at the experimental average of the OP2 
positions but represent a reasonable compromise for vertical energy scan calculations. 

DHDF-D3 calculations for OP2…guanine/uracil contacts 

We first calculated DSD-BLYP-D3(BJ)/def2-QZVPP (DHDF-D3) interaction energy scans in gas phase for 
OP2…G and OP2…U contacts at idealized positions derived from X-ray/cryo-EM structures (Figure 2). 
We validated DHDF-D3 by FNO-CCSD(T)/CBS, which is the gold standard QM reference for non-
covalent interactions (Figure 3).111 The DHDF-D3 and FNO-CCSD(T)/CBS curves overlap almost 
perfectly, assessing that the DHDF-D3 method is appropriate for these calculations as also 
demonstrated earlier for lp…π contacts.34 

The OP2…Gjunction interaction energy is attractive with a minimum of −3.1 kcal.mol−1 (Table 1). 
Yet, the OP2…Ucentroid (−8.3 kcal.mol−1) and OP2…UC2 (−6.6 kcal.mol−1) minima are significantly deeper 
compared to that of guanine. Minimum interaction energy distances (minIEd) are also slightly shorter 

 

Figure 3. (Left) Vertical interaction energy scans for OP2…Gjunction (top), OP2…Ucentroid (middle) and UC2 (bottom) using DSD-
BLYP-D3(BJ)/ma-def2-QZVPP (DHDF-D3), AMBER force field (AFF) and the QM reference FNO-CCSD(T)/CBS methods. AFF(CP) 
uses the “Case phosphates”88 (Table S2). Minima positions are marked by vertical dashed lines (for QM reference the 
minimum is identical to DHDF-D3) and listed in Table 1. (Middle) Dimethyl phosphate (DMP) and dimethyl thiophosphate 
(DMTP) models used for the vertical interaction energy scans with OP2/SP2 atoms stacking with G/U nucleobases. Note the 
different energy ranges used for guanine and uracil scans. (Right) Same as Left but with the (DMP)OP2 atom replaced by the 
(DMTP)SP2 atom. 
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for Ucentroid (2.85 Å) and UC2 (2.78 Å) compared to Gjunction (2.90 Å). The QM optimal contact distances 
are shorter than those derived from the statistical survey of PDB structures (≈3.0 Å) described above 
(Figure 3). 

To complement these data, we explored the OP2…G/U minIEd and IE surfaces (see Supporting 
Information). The surfaces show that minIEd for OP2…G is 2.72 Å (Figure S4) and therefore slightly 
shorter than the minIEd value shown in Table 1 suggesting that the experimental position may not 
exactly correspond to the lowest minIEd position. 

Like for single interaction energy curves (Figure 3), IE surfaces show more stabilizing energies 
for uracil vs. guanine (Figure S10), which is similar to early results by Egli and Sarkhel1 who reported a 
stronger interaction energy for OP2…U compared to OP2…G. However, these authors also reported a 
destabilizing OP2…G interaction at the DFT/6-31G* level. We hypothesize that their results are biased 
by an inadequate level of theory neglecting London dispersion and using a too small basis set.112 An 
update of these QM data is not provided in a recent investigation on a r(GAGA) system.9 This justifies 
present investigations using more accurate theory levels. Recent calculations for r(GAAA) and r(GGAG) 
hairpins found values in the −3.1 to −4.0 kcal.mol-1 range for DMP…G models extracted from X-ray 
structures that are in overall agreement with the Table 1 data.10 

SAPT energy decomposition shows that induction significantly contributes to the stabilization of 
the DMP…G/U systems 

As shown by SAPT analysis, the induction energy significantly contributes to the stabilization of the 
OP2…G/U contacts and its relative importance increases with distance (Figure 4). In other words, at 
the studied distance range, the strength of each stabilizing interaction energy term decreases with 
increasing intermonomer distance, yet the induction decays more slowly than London dispersion and 
electrostatics and thus becomes the most important stabilizing contribution at longer distances 
(Figure 4b). This is an issue for classical force-fields such as AFF that do not take the 
induction/polarization term into account as discussed below. In the following, we will use the 
equivalent induction or polarization terms when discussing QM or AFF data (see Methods: SAPT 
calculations). Note that above 2.8 Å, the electrostatic component becomes positive for OP2…Gjunction 

leading to less stabilizing total interaction energies while below 2.8 Å, it is attractive, likely due to 
charge-penetration effects.113 The electrostatic term contributes to the large calculated difference 
between OP2…G and OP2…U. 

AFF energy curves are shifted to higher and even destabilizing energies when compared to DHDF-
D3 

A principal aim of this study is to evaluate how well AFF agree with QM calculations. Surprisingly, the 
curves obtained with the AFF are systematically shifted to higher interaction energies by more than 
+3 kcal.mol-1 (Figure 3 and Table 1). For guanine, the AFF interaction energy curve becomes even 
destabilizing with a minimum at +1.6 kcal.mol−1. For uracil, the AFF interaction energies are similarly 
shifted (+3.4 kcal.mol−1) when compared to DHDF-D3. However, the AFF interaction energy is attractive 

Table1. Minimum interaction energy distance (minIEd) and interaction energy (IE) values for OP2…G/U and SP2…G/U 
model systems. These values are taken from the Gjunction, Ucentroid and UC2 vertical scans (Figure 3). The minIEd and IE values 
are in Å and kcal.mol-1, respectively. 

 DHDF-D3 AFF AFF (CP)a 
 minIEd  IE  minIEd  IE  minIEd  IE 

OP2/SP2       
Gjunction 2.90/3.37 −3.1/−1.6 3.17/3.66 +1.6/+2.6 3.25 +1.4 
Ucentroid 2.85/3.27 −8.3/−6.8 3.05/3.66 −4.9/−4.3 3.13 −4.9 
UC2 2.78/3.31 −6.6/−4.7 3.06/3.39 −3.2/-2.6 3.14 −3.1 

Averageb +0.5 +1.7 +0.5 +0.7   
aWith the slightly enlarged CP Lennard Jones parameters from Steinbrecher, Case et al.88 
bAverage value for SP2 minus OP2 
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at the Ucentroid (−4.9 kcal.mol-1) and the UC2 (−3.2 kcal.mol-1) atom positions (Figure 3 and Table 1). This 
strong deviation between QM and AFF might affect to an unknown extent the balance between folded 
and unfolded states of r(GNRA) hairpins while having possibly a smaller impact on r(UNNN) U-turns for 
which the interaction energies remain attractive. 

The AFF phosphate…π minimum contact distances (minIEd) are longer when compared to DHDF-D3 

The inter-monomer distance perpendicular to the aromatic plane of the nucleobase that corresponds 
to the minimum interaction energy distance (minIEd) is an important descriptor of the phosphate…π 
interaction. For OP2…Gjunction, the AFF minIEd is longer by +0.27 Å when compared to DHDF-D3 
(Figure 3 and Table 1). Similarly, over the Ucentroid/UC2 positions the AFF minIEds are longer by 
+0.20/+0.28 Å. 

At short-range (< 2.8 Å), AFF is too repulsive due to the very steep r−12 Lennard-Jones (LJ) 
potential term, as already reported for lp…π contacts.34 This may lead to large spurious forces between 
atomic pairs during MD simulations when short distances are sampled or to a decreased sampling in 
this distance range. In addition, the shift of the AFF (3.05–3.17 Å; Table 1) compared to the DHDF-D3 
minima (2.8–2.9 Å) leads to a sampling of conformations with extended OP2…π distances facilitated 
by the relatively flat AFF potential profile. Both above-mentioned effects are expected to be at the 
origin of the lengthened MD simulation average distances discussed below. 

 

Figure 4. SAPT analysis (SAPT2+(3)δMP2/jun-cc-pVTZ) for OP2…Gjunction (top), OP2…Ucentroid (middle) and UC2 atom (bottom). 
(Left) SAPT interaction energy terms electrostatics (elect), exchange-repulsion (exch-rep), induction/polarization (ind) and 
London dispersion (disp) for vertical scans. (Right) Contribution of the stabilizing terms (electrostatics, induction and London 
dispersion) to the stabilizing energy at specific phosphate…π distances showing the importance of specific interaction energy 
terms in the stabilization of the system. Note that for some distance ranges the electrostatics is positive, i.e. destabilizing. 
Destabilizing contributions are not included in the graph. 
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The AFF overestimates minIEds on whole surfaces by 0.2-0.5 Å and 0.1-0.3 Å for guanine and 
uracil, respectively (Figure S4 and S5). For a detailed discussion on minIEd surfaces see Section 1 in 
Supporting Information. 

“CP” modified Lennard-Jones parameters slightly worsen AFF phosphate…π description 

The alternative “CP” LJ parameters for phosphates88 with “enlarged” oxygen atoms were reported to 
improve the folding behavior of a r(GAGA) tetraloop in MD simulations due to weakening of the 
base…phosphate hydrogen bonds (BPh) that overstabilize unfolded conformations.24 Since these 
modifications are used for MD simulations of r(GNRA) tetraloop hairpins, we evaluated their effect on 
the phosphate….π contacts.19,31 We found that they deepen the AFF vs. DHDF-D3 difference for 
minimum-energy distances by +0.08 Å (Figure 3 and Table 1) while barely modifying interaction 
energies at minima. Thus, we conclude that these differences are non-significant in the present context 
and will not significantly affect phosphate...π contacts in MD simulation trajectories. 

Adding the SAPT induction term to the AFF interaction energy improves the agreement between 
DHDF-D3 and AFF methods 

It is well appreciated that classical non-additive force fields do not capture polarization effects, 
although it has been advocated that errors in the force fields tend to cancel-out at equilibrium 

 

Figure 5. DHDF-D3 and AFF vertical interaction energy scans and AFF+Ind curves for OP2/SP2…Gjunction (top), OP2/SP2…Ucentroid 
(middle) and OP2/SP2…UC2 (bottom). AFF+Ind (blue dashed curves) corresponds to AFF with added SAPT 
induction/polarization term (corresponding to polarization in AFF; green curve); see also (Figure 4). The AFF+Ind curves serve 
for investigation purposes only and not as corrections for AFF. 
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distance.114 This is not the case for the phosphate…π interactions investigated in this study that reveal 
a large discrepancy between DHDF-D3 and AFF interaction energy curves (Figure 3). Our SAPT 
calculations show that the induction or polarization term contributes significantly to the stabilization 
of these systems (Figure 4b). Thus, to check if adding polarization to the AFF energy curves improves 
the agreement of AFF with QM, we simply added the SAPT induction term to the AFF curves. The newly 
generated “AFF+Ind” curves show a better agreement with the DHDF-D3 ones over all distances 
(Figure 5), the largest discrepancies being observed for the short-range distances, below the minima. 

A significant improvement is also observed for all the AFF+Ind distance minima that are now 
closer to the DHDF-D3 ones (Table 1 and Figure 5). For AFF+Ind, the OP2…UC2 distance becomes 
smaller than the OP2…Ucentroid in accordance with DHDF-D3. This is because induction/polarization is 
more important above the C2 atom compared to centroid and thus the addition of the SAPT induction 
term has a larger effect at this position (Figure 5). This topic is also discussed in Section 1.4 of the 
Supporting Information. 

Implicit solvent effects on phosphate…π interactions 

Gas phase single-point energy calculations on small models are insufficient for a complete description 
of intermolecular interactions as they appear in biomolecular systems. Among others, they neglect 
dielectric screening effects brought by the solvent and the rest of the biomolecule. Gas phase 
calculations of charged non-covalently bound systems are known to overestimate the importance of 
electrostatics and polarization.115,116 While this also affects neutral molecules, the impact is much 
greater for charged systems. 

To evaluate dielectric screening effects, we analyzed the OP2…Gjunction contact with two implicit 
solvent models, i.e. the conductor-like screening model (COSMO)59 for DHDF-D3 and the generalized 
Born (GB)92,93 for AFF (Figure S16). We consider biomolecular environment conditions with ε = 4.0 more 
relevant than the solvent conditions with ε ≈ 80.0 because neither the phosphate nor the nucleobase 
forming the phosphate…π contact is fully exposed to the solvent. As expected, interaction energy 
differences between DHDF-D3/COSMO and AFF/GB are reduced compared to gas phase calculations. 
At the average experimental distance (3.05 Å; Figure 2) the AFF/GB interaction energy is overestimated 
by +1.0 kcal.mol−1 (“biomolecule”) and 1.2 kcal.mol−1 (“water”), which is much smaller than the 
+4.6 kcal.mol−1 gas phase value at the same distance. However, the principal AFF issues like interaction 
energy differences or exaggerated short-range repulsion persists for implicit solvent calculations. 

The COSMO model considers only dielectric effects and as such it is a crude approximation of 
true solvent effects. The DHDF-D3/COSMO curve for water fails to show a minimum around 3.0 Å. 
Thus, we chose gas phase calculations as the main tool to uncover AFF limitations although the entire 
neglect of solvent effects likely overrates the AFF vs. DHDF-D3 energy differences. 

r(GNRA) tetraloop geometry optimizations with AFF show longer OP2…guanine distances when 
compared to equivalent QM/MM calculations 

In a further tentative to include solvent effects, we investigated phosphate…π contacts in GNRA 
tetraloops surrounded by explicit solvent using a hybrid QM/MM approach where the whole RNA 
molecule is in the QM region (PBEh-3c DFT method). The RNA-solvent interactions are handled through 
electrostatic embedding with point-charge approximation, which offers charge screening and explicit 
treatment of RNA-solvent hydrogen bonding at the MM level. 

In principle, comparison of QM/MM and AFF (i.e., MM) optimizations should reveal systematic 
differences and non-equivalencies of the QM and AFF potential energy surfaces (PES’s). However, the 
RNA tetraloop PES’s contain many local energy minima117 necessitating a huge number of calculations 
to characterize the PES through QM/MM optimizations.118,119 To limit this issue, we optimized QM/MM 
and AFF starting geometries derived from MD simulation snapshots with various OP2…G distances 
(from 2.79 to 3.55 Å). The r(GNRA) tetraloops reached different microstates after QM/MM and AFF 
geometry optimizations which hampered a direct QM/MM and AFF comparison. Thus, as described 
elsewhere, we re-optimized the QM/MM-optimized geometries with AFF (QM/MM-to-AFF 
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computations).120 These optimizations resulted in reasonably equivalent QM/MM and AFF-optimized 
geometries allowing a rough comparison between QM/MM and AFF PES’s. After QM/MM 
optimizations, OP2…G distances ranged between 2.91 and 3.83 Å. We observed a systematic 
elongation of the OP2…G distances after the QM/MM-to-AFF re-optimizations (Table 2). The same 
result was obtained for a few QM/MM geometry optimizations with the B3LYP-D3/def2-TZVP method 
that is more accurate than the PBEh-3c one. This confirms that imbalances between AFF and QM 
descriptions for small gas phase models are transferred to the fully solvated RNA system. Additional 
information is in Section 4 of the Supporting Information. 

r(GNRA) phosphate…π contacts in MD simulations vs. X-ray/cryo-EM structures 

To further evaluate the AFF performance in structural description of phosphate…π contacts, we 
performed MD simulations of the four r(gcGAAAgc), r(gcGAGAgc), r(gcGCAAgc) and r(gcGCGAgc) 

Table 2. Comparison of OP2…G distances (in Å) of GNRA tetraloops after QM/MM, AFF (MM) geometry optimizations 
and QM/MM-to-AFF re-optimizations.  

 
START (MD 
snapshot) 

QM/MM AFF QM/MM-to-AFF d(QM/MM-to-AFF)-

QM/MM 

GAAA-s1 3.68 3.83 3.81 3.87 +0.04 

GAAA-s2 2.79 2.95 3.03 3.08 +0.13 

GAAA-s3 3.21 2.95 3.09 3.03 +0.08 

GAGA-s1 3.41 3.74 3.51 3.80 +0.07 

GAGA-s2 3.09 3.13 3.18 3.25 +0.12 

GAGA-s3 2.90 2.91 2.94 2.99 +0.08 

GCAA-s1 3.28 3.07 3.17 3.20 +0.13 

GCAA-s2 3.16 3.02 3.09 3.12 +0.10 

GCAA-s3 3.00 2.99 3.01 3.10 +0.11 

GCGA-s1 2.97 3.07 3.06 3.14 +0.07 

GCGA-s2 3.15 3.30 3.37 3.38 +0.08 

GCGA-s3 3.55 3.27 3.16 3.35 +0.08 

average 3.22 3.19 3.20 3.28 +0.09 

 

 

Figure 6. OP2…guanine distance histograms (top) and projection points of OP2 atoms on the guanine nucleobase plane 
(bottom) derived from MD simulations of r(gcGAAAgc), r(gcGAGAgc), r(gcGCAAgc) and r(gcGCGAgc) tetraloops. The 
vertical lines mark average distance values. For time-dependence of OP2…G distances in MD trajectories see Figure S17. 
See Methods for criteria used to select the analyzed snapshots. 
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tetraloops. The average OP2…G distances (Figure 6) are overestimated by 0.06 to 0.14 Å in MD 
simulations when compared to the ≈3.05 Å experimental value derived from an r(nGNRAn) ensemble 
of X-ray/cryo-EM structures (Figure 2). Yet, the MD data agree well with the AFF results obtained for 
the DMP…Gjunction model (3.17 Å; Table 1). However, as expected these values are longer than the 
2.90 Å DHDF-D3 value. 

MD ensembles reveal that the OP2 atoms are mostly located above the junction of guanine 
rings close to the C5 atom (Figure 6). In this region, the AFF interaction energy for the phosphate…π 
contact is destabilizing (Figure 3 and S10). This suggests that other forces in the r(GNRA) systems 
counterbalance these destabilizing interactions and establish a dynamical equilibrium. Yet, the shift to 
the C5 atom might be an AFF artifact since in experimental structures the OP2 atom is closer to the C4 
atom (Figure 2). The source of this deviation remains unclear. 

MD simulations of r(GNRA) tetraloops explore also non-native or partially unfolded 
conformations. In one of these conformations, the (nt3)OP2 atom is flipped and the phosphate…π 
contact is lost (Figure S17 and S18). Similar non-native substates could not be identified in GNRA 
tetraloops of X-ray/cryo-EM structures with resolution ≤ 2.5 Å. Thus, we suspect that these 
conformations are an AFF artifact. These substates were excluded from the OP2…guanine distance 
analysis shown in Figure 6 but are shown in Figure S18. 

Similarities and differences between phosphate…π and lp…π contacts: a QM perspective 

As mentioned in the Introduction, phosphate…π and lp…π are oxygen…π contacts that are recurrent 
in certain nucleic acid motifs. Both are weak to moderately attractive non-covalent interactions driven 
mostly by London dispersion (Figure 3 and refs. 34,41). They occur in two of the most important and 
most stable RNA tetraloop folds, namely r(GNRA) and r(UNCG) tetraloops, and are usually placed in 
two different categories, namely anion…π for the U-turn phosphate…π contact and lp…π in Z-steps.6 
In this section, we address their similarities and differences by focusing on the OP2/O4’…Gjunction 
contact. 

DHDF-D3 interaction energy curves show that for the OP2…Gjunction the interaction energy 
differs only by −0.7 kcalmol-1 from that of O4’…Gjunction while minIEd is smaller by −0.23 Å (Figure 7). 

Due to the presence of a negative charge on the phosphate group, the SAPT electrostatic and 
induction components differ between phosphate…π and lp…π while exchange-repulsion and London 
dispersion are comparable (Figure 8 and refs. 34,35). Yet, the “electrostatics + induction” sum results in 
very similar potentials (Figure 9). The same is true for the effective dispersion (“London dispersion + 
exchange-repulsion” that is analogue to the classical LJ potential). Figure 9 suggests that differences 
between OP2…Gjunction and O4’…Gjunction in short-range regions stem from the “effective dispersion” 
term while above 3.2 Å they are related to the “electrostatics + induction” term. 
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The similar “electrostatics + induction” component for both OP2…Gjunction and O4’…Gjunction 
contacts indicates that the negative charge of the phosphate group does not play a key role in the 
stabilization of these phosphate…π contacts. However, given the negative charge of the phosphate 
group we wondered about the magnitude of an eventual charge-transfer component. We calculated 
that the phosphate…π charge-transfer part of the SAPT induction term is small (≈0.4 kcal∙mol−1 
representing 3.5 % of stabilization energy for OP2…Gjunction at 3.0 Å; see Section 2 in the Supporting 
Information). This means that the SAPT induction term correspond mainly to polarization. Similarly 
negligible charge-transfer contributions were calculated for lp…π interactions.34,35 In addition, we 
evaluated the n->π* charge-transfer using COVPs (complementary occupied-virtual orbital pairs)121 
based on the ALMO-EDA2122 energy decomposition scheme. We found  that the charge-transfer and 
therefore the n->π* character of the interaction is negligible (section 4 in the Supporting Information). 
Thus, our calculations do not support the assumption that OP2…G interactions as observed in r(GNRA) 
U-turns are strongly influenced by the charge on the phosphate group and that there is any significant 
n->π* orbital donation effect. Thus, in U-turns, the “anion…π” naming might be misleading because 
the anionic nature of the phosphate group does not play a major role in the OP2…π interaction and in 
the stabilization of the U-turn motifs. This is further supported by a recent X-ray structure (PDBid: 7JJF) 
showing that the substitution of the stacked anionic phosphate by a neutral methylphosphonate 
(MePO3) does not perturb the loop structure, i.e., the methyl group occupies the position of the OP2 
atom and leads to an “Me…π” contact.9 However, we do not exclude that the anion…π terminology 
might be meaningful for chemical systems in aprotic solvents or in very specific biological 
environments and with anions with a more localized charge.123,124 

This parallels lp…π contacts that similarly involve a short oxygen…π stacking and for which no 
significant n->π* charge-transfer contacts could be found.35 Therefore, in r(GNRA) as well as r(UNCG) 
and CpG Z-step motifs, the short contact is more shaped by the structural context that can lead through 
compression effects to significantly shortened distances than by strong intramolecular forces involving 
the lone pairs carried by the oxygen atom. 

Similarities and differences between phosphate…π and lp…π contacts: an AFF perspective 

From an AFF perspective, we observed that LJ and electrostatic potentials both substantially 
contribute to non-bonded interaction in phosphate…π systems (Figure S9) whereas for lp…π the 
electrostatic term contributes only marginally.34 While for phosphate…π the AFF interaction energies 
are notably underestimated due to the lack of polarization in the force-field, they appear closer to 
DHDF-D3 for lp…π likely because the polarization contribution is much smaller in lp…π than 

 

Figure 7. DHDF-D3 vs. AFF interaction energy curves for phosphate…π and lp…π contacts at the position of oxygen atom 
(OP2 or O4') above the Gjunction. Data for lp…π are taken from ref. 34. 
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phosphate…π (Figure 6 and ref. 35). Therefore, the error due to the absence of polarization is 
minimized in lp…π contacts. 

Short-range repulsion associated with a 1/r-12 Lennard-Jones component is a concern for all 
interactions. Yet, it is probably a more significant issue for Z-DNA and r(UNCG) tetraloop systems 
containing CpG Z-steps with lp…π contacts that appear to be vertically compressed by the overall 
conformational Z-step context.34,35 The compression effect can lead to O4’…π distances in the 2.8–
2.9 Å range that are on average shorter than the OP2…π interactions observed in U-turns. 

For phosphate…π contacts, the AFF interaction energy depends strongly on the position of OP2 
over the nucleobase and can even be positive (Figure S10 and S11), in contrast with lp…π contacts 
where interaction energies are negative over all nucleobases. While the strongest interaction energy 
for lp…π contacts is −4.2 kcal.mol−1,34 phosphate…π shows a wider range of values (from +2.6 to 
−11.6 kcal.mol−1 for G and U, respectively; Figure S10 and S11). This extended range is in part caused 

 

Figure 8. O4‘/OP2/SP2…Gjunction SAPT analysis. SAPT interaction energy terms electrostatics (elect), exchange-repulsion 
(exch-rep), induction/polarization (ind) and London dispersion (disp) for vertical scans are shown. 
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by the gas-phase treatment of the anionic system where unscreened electrostatics is exaggerated (see 
Implicit solvent effects on phosphate…π interaction and refs. 115,116).  

As suggested earlier, AFF description of lp…π contacts could be improved by decreasing LJ radii 
for some of the nucleobase atoms and especially the strongly polarized carbons.34 Such a modification 
would shift the short-range repulsive region to shorter distances, resulting in a better AFF description 
at the experimentally observed positions. However, the interaction energy gap between AFF and 
DHDF-D3 curves would be still present, as shown in Figure S14 where the AFF curves with decreased 
LJ Rmin values for the C4-C5 atoms are displayed. Based on our preliminary data, we suggest that a 
combined re-parametrization of nucleobase Lennard-Jones parameters along with a correction for the 
missing polarization are needed to improve the AFF description of phosphate…π-containing systems. 
Re-parameterization of LJ parameters is a complex problem although their revision is likely vital.34 Yet, 
it might even be necessary to replace the LJ term by a more accurate van der Waals model starting by 
the introduction of a Buckingham-like potential that would be more accurate at short-range distances. 
While the inclusion of explicit polarization is possible through a Drude oscillator model it comes with 
many challenges of its own.125,126 Protocols with a Drude model implemented in CHARMM have been 
recently applied on RNA hairpins including r(GAAA) tetraloops to generate 500 ns long MD simulations 
with promising results.81 However, the phosphate…π contacts were not described and the stability of 
the system on the microsecond timescale can currently not be robustly evaluated. It should also be 
noted that the AMBER force-field is currently less advanced in including polarization than CHARMM. 
As an ad-hoc solution for phosphate…π contacts in GNRA tetraloop simulations in AFF, a gHBfix-like 
biasing function19 stabilizing the interaction between an OP2 atom and the junction of guanine rings 
could be added to the AFF potential. It could improve the stabilization of phosphate…π contacts in 
GNRA tetraloops and subsequently prevent the occurrence of unfolded states of GNRA structures in 
MD simulations, which is currently overestimated.20 

 

Figure 9. OP2/O4‘…Gjunction and OP2/SP2…Gjunction SAPT analysis comparison. The SAPT interaction energy terms 
exchange-repulsion (exch-rep) and London dispersion (disp) from Figure 8 are summed up to a term called „effective 
dispersion“ (eff. disp.), a term analogue to the classical Lennard-Jones term. Electrostatics (elect) and induction (ind) are 
summed up into "elect+ind“. 
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To summarize this part, the AFF imbalance in lp…π contacts is dominantly found in the short-
range repulsion region. It is affecting MD simulations because the overall structural context of the Z-
steps compresses the lp…π contacts. On the other hand, the phosphate…π contacts are less 
compressed and AFF MD simulations are probably more affected by the absence of explicit 
polarization.  

Thiophosphate…π (SP2…π) interaction energies are less stabilizing than phosphate…π (OP2…π) 

Sulfur has a large 1.80 Å vdW radius, as estimated by Bondi, that is 0.25 Å larger than the 1.55 Å oxygen 
vdW radius.127 Thus, it seems at first sight difficult to replace the stacked OP2 atom by an SP2 atom in 
a r(GNRA) environment characterized by already short OP2…π contacts. It seems also difficult to 
rationalize the gain in stability of r(GNRA) hairpins through phosphorothioation observed 
experimentally on different systems9,43 unless the larger and more polarizable sulfur atom establishes 
stronger interactions with the nucleobase than the smaller oxygen atom. However, at the DHDF-D3 
level, the DMTP…G/U interaction energies are on average less stabilizing by +1.7 kcal.mol−1 than those 
calculated for the DMP…G/U models (Table 1 and Figure 3).  

SAPT shows that induction contribution to stabilization of SP2…G stacking is by ≈15 % smaller 
compared to OP2…G, which is in accordance with earlier results for SP2/OP2…U stacking.41 The sulfur 
atom has a larger polarizability than oxygen, leading to both an increased London dispersion and 
increased exchange-repulsion component in SAPT (Figure 8). However, both terms compensate each 
other as also observed in the OP2…G curve (Figure 9). Thus, it appears that QM interaction energies 
that suggest a lesser stabilization of the SP2…π contact are unable on their own to rationalize the 

experimental G data that show a greater stability of tetraloops or U-turn motifs upon 
phosphorothioation.9,43 These data stress the limits of in vacuo QM calculations. Indeed, the 
thermodynamic stability of the folded state is always determined with respect to the unfolded 
reference state in solution and single-point energy calculations do not provide any definitive insights 
into the effects of substitutions on unfolded states and of the respective phosphate and thiophosphate 
desolvation contributions to the ΔG of folding.128 Thus, a suggestion by Pallan et al.9 about London 
dispersion being responsible for the increased thermodynamic stability of phosphorothioated r(GAGA) 
tetraloop appears oversimplified. 

AFF+ind improves the description of thiophosphate…π contacts 

Like for OP2 systems, AFF interaction energy curves for SP2 systems are shifted to higher energies 
when compared to DHDF-D3 curves and the SP2…Gjunction interaction energies are even destabilizing 
over the entire distance range. Moreover, the SP2…Gjunction interaction energy is underestimated by 
+4.1 kcal.mol−1 at minimum while the minIEd is stretched by 0.33 Å (Table 1 and Figure 3). For SP2…U, 
the situation differs slightly. AFF minIEds are only marginally stretched (by less than 0.10 Å) while 
interaction energies are less stabilizing (by +2.5 and +2.1 kcal.mol−1 for SP2…Ucentroid and SP2…UC2, 
respectively; Table 1 and Figure 3). It also appears that the SP2…Gjunction curve is almost flat above 3.4 Å 
such that a minimum can difficultly be deduced. 

Although the SP2…π minIEd and IE surfaces for AFF better agree with DHDF-D3 surfaces when 

compared to phosphate…π contacts (Figure S4, S5, S8 and S9), a comparable and systematic shift to 

larger distances and less stabilizing interaction energies is calculated. As demonstrated for OP2…G/U, 

this shift can be corrected to a significant extent by adding the SAPT induction term to generate 

“AFF+Ind” curves (Figure 5). This demonstrates that for phosphorothioated systems, polarization is 

also a key component that should be considered in further force-field developments and that the 

development of polarizable force-fields for RNA should be accelerated.79,126,129  

In the phosphorothioated neomycin-sensing riboswitch U-turn, contradictory demands on 
sulfur LJ parameters were highlighted.41 It was found that for a proper description of SP2…U stacking, 
the sulfur atom should be smaller, but it should be simultaneously larger for another U-turn signature 
interaction, the base-phosphate N3-H3…SP2 hydrogen bond (5BPh).8 It is likely a result of the large 
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anisotropy of the SP2 atom, which is not taken into consideration by the isotropic AMBER atom 
types.130 Thus, it might be impossible with current methods to describe both interactions with one set 
of LJ parameters. This suggests the need to develop different atom types for atoms involved in 
hydrogen bonds and π-stacking.  
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Conclusion 
We investigated phosphate…π contacts occurring in r(nGNRAn) hairpins and r(UNNN) U-turn motifs. 
Using the WebFR3D tool to search the PDB, we found that in U-turns, phosphate…π involve almost 
exclusively OP2…G/U contacts while OP1…G/U contacts are rare and probably of artefactual origin. 

QM calculations showed that phosphate…π interactions are attractive with moderate to weak 
interaction energies (−8 to −3 kcal.mol-1) and short contact distances (≈2.9 Å). SAPT analysis stressed 
the importance of the induction term in the stabilization of these contacts. We hypothesized that the 
absence of polarization (induction) in the classical AFF might be at the origin of significant discrepancies 
between DHDF-D3 and AFF data reflected by a systematic shift to less stabilizing interaction energies 
for OP2…U and even unrealistically destabilizing interaction energies for OP2…G. By adding the 
induction component calculated by SAPT analysis to the AFF interaction energy curves, we obtained 
“AFF+Ind” curves which show a significantly better agreement over all distances with the DHDF-D3 
curves for the OP2…G/U but also for the phosphorothioated SP2…G/U systems. 

We also found that the AFF OP2…G/U distances are systematically elongated by > 0.2 Å and 
that the addition of the SAPT induction component to AFF (“AFF+Ind”) reduced this discrepancy to 
≤ 0.1 Å. In addition to the lack of polarization, the AFF repulsive r−12 part of the LJ potential known to 
overestimate the short-range repulsion and with the probably too large Lennard-Jones (LJ) radii of 
nucleobase carbon atoms could play a role. Reducing carbon LJ Rmin values improves the agreement 
between the AFF and DHDF-D3 minimum energy distance as well as the short-range component 
although the exaggerated short-range repulsion is an inherent feature of the r−12 part of the LJ potential 
and is just shifted to shorter distances. Moreover, the large interaction energy gap, which is an 
important issue for phosphate…π contacts, remains intact and still needs adjustments. By using 
QM/MM and AFF geometry optimizations of the r(gcGNRAgc) tetraloop hairpin, we found that AFF 
distances are overestimated for all the tested structures, supporting the results from interaction 
energy scans. MD simulation results revealed the same trend in a shift towards longer contact 
distances when compared with X-ray/cryo-EM structures. 

It is difficult to confidently attribute MD simulation issues for r(GNRA) hairpins to any of the 
above AFF imbalances. However, the under-stabilizing or even destabilizing interaction energy for the 
OP2…G/U system may cause local structural inaccuracies within the free-energy basin of the folded 
state and therefore affect the balance between folded and unfolded tetraloops. 

Regarding thiophosphate…π contacts, we observed that SP2…G/U interaction energies are less 
stabilizing compared to OP2…G/U ones. We suggest that the stability boost of r(GNRA) tetraloops upon 
SP2 substitution may be the result of a combination of many factors such as solvation and is not 
entirely attributable to QM energy terms although these contributions are important to calculate. 
Thus, other factors than interaction energy components are likely responsible for the enhanced 
stabilization of phosphorothioated U-turn motifs reported in experimental studies. 
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