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Abstract

Predicting the impact of input process variables on chemical processes is

key to assess their performance. However, the models explaining this im-

pact through a mechanistic approach are either not readily available or are

complex in nature. With increased automation in industries and the avail-

ability of high-throughput experimental data, data-driven machine learning

models are gaining popularity due to their simplicity and reduced computa-

tional effort. In this work, a multi-output Fischer-Tropsch Synthesis process

is analyzed with different machine learning models (ML) such as Lasso, K

Nearest neighbors (KNN), Support Vector Regression (SVR), and Artificial

Neural Network (ANN) regression. The investigated Fischer-Tropsch Synthe-

sis case-study has shown that the temperature and pressure are the dominant

input variables. The extent to which multi-response ML models are capa-

ble to capture the key trends (i.e., the non-linear conversion and selectivity

w.r.t. the input variables) of the governing chemical kinetics was evaluated

and ANN emerged as the superior performing ML model with respect to the

benchmark SEMK results. In addition, the validity of neural network pre-

dictions is verified using the so-called Shap-value interpretation technique.

The relative impact of input variables obtained using Shap values, on con-

version follow the order of temperature (1x) > pressure (0.7x) > space-time

(0.5x) > syngas ratio (0.25x). On the other hand, the influence of temper-

ature (1x) and pressure (0.7x) remain the same for light olefin selectivity,

but that of space-time (0.25x) and syngas ratio (0.5x) switches. This study

provides a reference method for the identification of suitable ML models for

multi-output prediction in chemical processes.
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Nomenclature

FCO Carbon monoxide molar flow rate at the reactor inlet, mol.s−1

H2/CO Syngas molar inlet ratio, mol.mol−1

rp Pearson correlation coefficient

W/FCO space-time, (kgcats)mol−1
CO

ANN Artificial Neural Network

FTS Fischer-Tropsch Synthesis

KNN K Nearest Neighbor

ML Machine Learning

MSE Mean squared error, i.e. squared difference between actual and pre-

dicted output

RMSE Root of MSE

SEMK Single-Event MicroKinetics

SVR Support Vector Regression

W Catalyst mass, kg
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1. Introduction

With the increased volume of data obtained via automation and high-

throughput experimentation, data-driven models are becoming increasingly

popular and, as a result, machine learning (ML) methods are extensively

investigated to assess chemical engineering problems [1–3] where the impact

of input variables is highly non-linear in nature [4]. Depending on the pro-

cess data complexity, the specific type of machine learning method suited to

model the phenomena of interest varies. At present,from the modeling per-

spectives, chemical engineering research challenges are mostly addressed via

mechanistic models [5–7] which rely on imposing physico-chemically mean-

ingful relations in the data. However, not all features (mechanistic aspects)

are equally contributing and, hence, some particular features are challenging

to probe. Also, developing mechanistic models for every chemical engineer-

ing problem is not always feasible due to their complexity and the in-depth

knowledge required to build such models. This is especially true in the field

of applied catalysis where the reaction complexity is more pronounced and

the use of simpler kinetic models is not able to capture the detailed chem-

istry of the process. This presents an opportunity for the development of ML

models which are easier [8] to develop as compared to a detailed mechanistic

model.

Machine learning methods are typically approached as:

• unsupervised leaning: ML methods in which patterns inferred from

the unlabeled input data, i.e. without output variables. Unsupervised

ML methods identify structure and patterns from the input data by

themselves. For e.g. clustering [9], dimensionality reduction [10].
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• supervised learning: ML methods in which models are trained using

labeled data. The supervised ML models determine a mapping func-

tion between the input variables and the output variables. For e.g.

classification [11], regression [12].

In chemical engineering, supervised learning methods (mainly regression-

based methods) are the widely used, in areas such as absorption [13], sludge

treatment [14], reactor modelling [15], etc. ML regression methods reported

in literature involves the use of linear regression [12], decision tree [16], Sup-

port Vector Regressions (SVR) [17], Artificial Neural Network (ANN) [18]

etc. The wide application of these techniques in catalysis has recently been

reported by Takahashi et al. [19]. As the model complexity increases from

Lasso to ANN, the interpretability of the model decreases [20]. To circum-

vent this, and for a systematic analysis and interpretation of kinetic data,

model agnostic interpretation technique Shap could be used [21]. This helps

in building confidence on the model’s ability to accurately draw chemical

insights. The data required to develop the majority of ML-based models is

obtained from experiments [22, 23]. Although the vast majority of the re-

ported ML studies relate to single response scenarios, it should be pointed

out that these methodologies can also be applied to multi-response scenarios.

Data-driven modeling in catalysis, also referred to as catalysis informatics

is an alternative modeling approach [19, 24] and has led to the re-investigation

of many existing reactions, with the demand for developing a sustainable

chemical production process as one of the key drivers. Modeling the recycling

of plastics is one of the important topics currently investigated, due to the

role in environmental pollution [25]. Within the plastic chemical recycling
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processes, the Fischer-Tropsch Synthesis (FTS) may play an important role.

In FTS [26], the syngas generated via the gasification of plastic waste is

catalytically converted into hydrocarbons such as paraffins and light olefins

with the aid of a catalyst. An important step in the optimization of the

FTS process involves the screening of potential catalysts [27]. There are

different types of catalysts, e.g. cobalt, iron, etc. reported in the FTS

literature that selectively favor the formation of methane, paraffin or olefins

[28]. Several experimental [29–31] and mechanistic/kinetic studies [6, 32]

that aim at identifying the properties which steer these selectivities in FTS

have been reported. Among the mechanistic models, kinetic model based

on Single Event MicroKinetics (SEMK) has been widely applied in the field

of oligomerization [33], cracking [34], alkylation [35] etc. and has emerged

as a versatile tool to model the FTS [36, 37]. A Single Event MicroKinetic

evaluation of the key catalyst properties for enhanced light olefin synthesis

via FTS was reported in our previous work [38].

Studies using machine learning methods such as neural network (NN)

[39, 40] and support vector regression (SVR) [41] to predict a single response

FTS process have also been reported in literature, as an alternative to de-

tailed kinetic models. Compared to that, only a limited number publications

on ML methods for a multi-response scenario [42, 43], such as conversion

and selectivities in the FTS process, have been reported. Investigating the

extent to which these models can match the results obtained with mechanis-

tic models like SEMK, especially in the scenarios with multiple outputs can

help us to select a suitable and easy-to-implement ML model. In this work,

machine-learning algorithms such as Lasso algorithms [44], K-nearest neigh-
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bor (KNN) [45], support vector regression (SVR) [46], and Artificial Neural

Network (ANN) [47, 48] regression are evaluated with respect to in-silico

SEMK data. This data is obtained at different operating conditions by vary-

ing temperature, pressure, space-time (W/FCO), and syngas ratio (H2/CO)

on the promising FTS catalyst exhibiting higher light olefin selectivity as

identified in our previous work [38]. This benchmark dataset is then used

to investigate the potential of these machine learning models to reproduce

and / or predict multiple outputs such as conversion (XCO) and the selectiv-

ity towards methane (SCH4), paraffins (SC2−C4) and light olefins (SC2−C4=).

A suitable multi-output ML model that matches SEMK results was subse-

quently identified and the interpretability of the ML model-predictions is

confirmed by using Shap values-based interpretation technique [49, 50].

2. Theory

2.1. Single Event MicroKinetic model

To quantify the contributions of competing reaction pathways in a com-

plex mixture process, Single Event MicroKinetic methodology serves as a

versatile tool to unravel the complex kinetics of a process. The model-

parameters of an SEMK model are classified as kinetic and catalyst de-

scriptors. The kinetic descriptors relate to the kinetic parameters of the

chemical reactions such as activation energies and rate coefficients in a cat-

alyst invariant. To quantify the effect of catalyst properties on the chemical

reaction, catalyst descriptors such as atomic chemisorption enthalpies are

utilized [36]. The parameters governing the microkinetic model are gener-

ally obtained after multi-response model regression to the experimental data.
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Such detailed calculations on Single Event MicroKinetic studies are reported

by, e.g., Lozano-Blanco et al.[36, 51].

2.2. Machine learning models

The increase in the available volume of data and the urge for less com-

plex models has also led to the increased interest in machine learning based

models. In the current work, various machine learning methods (Fig.1) are

compared to determine the requirements of a model to be suitable for pre-

dicting the impact of operating conditions in FTS for multiple outputs rather

than a single one. The most commonly used ML regression methods: Lasso,

KNN, SVR, and ANN are analyzed here in detail. The predictions made by

each of these models are then compared with the microkinetic model predic-

tions and physico-chemical understanding.

2.2.1. Lasso regression

The most general supervised ML method is linear regression. It calculates

the dependent (output) variables, (yi) based on the relationship with the

independent (input) variables (xi) through the parameters also denoted as

weights βi. In the model fitting, linear regression can suffer from model

over-fitting where the model fits the training data but does not give a good

test data prediction. This is due to the learning of noises in the test data

and manifests itself via large parameter estimates associated to independent

variables of lesser impact. This issue is addressed by Lasso regression [44],

where regularization or shrinkage of the parameters is done to reduce the

over-fitting. It penalizes the less important inputs in the dataset and thus

creates a simple model by reducing their respective coefficients. Here the
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Figure 1: Different machine learning models investigated to analyse multi-output FTS

reaction.

L1 norm is used for regularization. The cost function containing the sum of

mean square error (MSE) and the penalty as shown in Eq.1, is minimized to

find the parameters in the Lasso regression.

J(β) = MSE(β) + α

n∑
i=1

|β| (1)

where α is the hyperparameter that controls the intensity of regularization.
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2.2.2. K Nearest neighbors (KNN) regression

KNN is a memory-based method [45] that makes predictions for new ob-

servations based on its “similarity” to the data used for training. It identifies

k observations that are nearest or similar to a newly considered observations,

and then assigns the average response of these k observations as the predic-

tion for the new one. The performance of the KNN model is sensitive to the

parameter k, which determines the smoothness of the estimation. For low

values of k, less neighbors are considered leading to over-fitting, while using

large values of k considers more neighbors leading to under-fitting. The sim-

ilarity between observations (to identify the neighbors) is quantified using

the Euclidean distance metric, where the distance between observations xa

and xb for all input variables is calculated as:

d =

√√√√ n∑
i=1

(xa − xb)2 (2)

The main parameters associated with the KNN regression include the num-

ber of neighbors to be used and the algorithm used to compute the nearest

neighbors.

2.2.3. Support vector regression

Support Vector Machine (SVM) [46] is an algorithm widely used for solv-

ing machine learning problems. Support Vector Regression (SVR) is the most

common application form of SVM for regression purposes when the dataset

is non-separable. Unlike the least square approach which is sensitive to the

outliers due to the use of squared residuals, SVR uses e-insensitive loss as

the loss metric which is more robust to potential outliers. The e-insensitive
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loss is given as:

Le = max(0, |r(x, y)| − ϵ) (3)

Figure 2: Wrapper function in multi-response support vector regression. Separate regres-

sion results for each output is wrapped together by this model.

where r(x,y) is the residual, i.e. the difference between the actual and the

predicted output. A margin of width ϵ is created around the regression curve

(known as hyperplane in higher dimensional space) within which the exact

magnitude of the discrepancy between observation and model prediction does

not contribute to the loss function and hence does not influence the regression

curve. The margin is defined by the data points that satisfy r(x, y)± ϵ. These

data points are known as support vectors. When the data points exhibit a

non-linear relationship, the data is analyzed in an enlarged feature space.

Special functions called kernel functions are used to construct the enlarged

feature space. 1

1The popular kernel functions used are dth degree polynomial, radial basis function
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For multi-response regression, the SVR requires a wrapper function (Fig.2)

to combine the separate regression prediction of target outputs, i.e. the inter-

actions among outputs are not considered and thus multi-response prediction

is not inherent to this method.

2.2.4. Artificial Neural Network

An artificial neural network (ANN) is a machine learning algorithm [47]

inspired by biological neural networks. It is a data-driven model which re-

veals the hidden patterns or non-linear relationships in the data. The neural

network model is composed of its basic units called neurons, which are then

stacked to form layers. An ANN network will contain an input layer, hid-

den layers, and an output layer. Each neuron is connected to the adjacent

layer neuron through the weight assigned to it, which does the linear trans-

formation of the input signal in the forward feed propagation step. The

activation function assigned to it does the corresponding non-linear transfor-

mation. The most commonly used activation functions are Rectified Linear

Unit (ReLU), sigmoid, and tanh. In the network training process, recalcu-

lation and assigning the new weights happen through the backpropagation

step. This process continues until the difference between the prediction and

the actual target is within the tolerance limit. If the number of neurons/layers

(RBF), and hyperbolic tangent. The data points that satisfy r(x, y)± ϵ in the kernel

induced enlarged feature space form the support vectors. A penalty coefficient C that

controls the strength of the penalty term (as defined by the loss function above) is obtained

by hyperparameter optimization. Each kernel function mentioned above has a set of

hyperparameters (e.g ’spread’ of the kernel and therefore the decision region, γ for RBF)

that also needs to be optimized [52].
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is too limited, it reduces the analysis capability of the network and gives less

accuracy in prediction. On the contrary, if the number is high, it results

in over-fitting (memorizing) of the data. The optimal number of neurons

and layers is found by hyperparameter optimization, or by a trial and er-

ror method, which results in a network that yields a perfect prediction with

minimization of a loss function.

2.2.5. Interpretability of ML models

With the increase in complexity of ML models (for e.g. ANN model)

they become ”black box” model, and the interpretation of the models be-

come challenging, when compared to models such as linear regression. For

a ”simple” model such as linear regression, the weights or coefficients of the

independent variables gives an indication of the importance of each variable.

As the model complexity increases such as in ANN, though the accuracy of

prediction increases,the models become almost uninterpretable [20]. Differ-

ent interpretation techniques such as permutation importance [53] and Shap

values [49, 50, 54] are now being used to overcome this issue. In the cur-

rent work, the interpretation technique based on Shap values is used. Shap

values help in local interpretation by pinpointing the contribution of input

variables (features) in each set of operating conditions. This technique builds

multiple linear, more easily interpretable models, see Fig.3, which describe

the individual data points and thus helps to interpret a complex ML model.

3. Methods and data

In the current work, a dataset is generated using a Single Event MicroKi-

netic model, validated for Fischer-Tropsch Synthesis experiments. In our
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Figure 3: Graphical representation of how a Shap model assists in the interpretation of

complex model with the help of linear models. An ANN model is chosen as an example

to represent a complex model.

previous work [38], the catalytic descriptors were obtained for an optimally

performing virtual catalyst for light olefin production. Our previous work

focused on catalyst screening at a single set of operating conditions. Here,

we extend our analysis to obtain the multi-response (multi-output response)

within a wide range of operating conditions. These are chosen such that

the data is uniformly distributed, and there is no concentration of data at a

particular condition, which could lead to a biased prediction. The range of

operating conditions investigated is as follows:

• temperature: 480-650 K

• total pressure: 1-15 bar(a)

• space-time, W/FCO: 24-68 kg.s/mol

• syngas molar inlet ratio, H2/CO: 1-5 mol/mol

A total of 2450 synthetic experiment responses were generated and a train
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to test split ratio of 80:20 is used in the analysis. Thus, the dataset consists

of 4 input variables (temperature, pressure, space-time, syngas ratio) and

4 output variables (conversion, selectivity of methane, paraffins, and light

olefins). The generated dataset is scaled and centered using standardization

to facilitate the learning by the machine learning models. In the training

phase, internal model parameters are learned from the data. The hyperpa-

rameter controls the learning process and determines the model parameters

the algorithm ends up learning. 2 The parameters obtained after hyperpa-

rameter tuning for the model are as follows:

• Lasso regression: alpha = 0.1

• KNN regression: number of neighbors = 6, weight function = distance

• SVR: C = 10, γ for the radial basis function kernel = 0.1

• ANN: number of hidden layers = 1, number of neurons in the hidden

layer = 20, activation function = sigmoid (input/output layer) and

Relu (hidden layer), loss = MSE

2Hyperparameters are tuned to get the best fit for the ML models. In the current

analysis, the simplest strategy based on Grid search which involves forming a grid of the

search space for evaluating the hyperparameter is used. K-fold cross-validation is used as

the re-sampling procedure to evaluate ML models on the data sample and thus prevent

over-fitting [55].
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4. Results and discussion

4.1. Analysis of SEMK data

The Pearson correlation coefficient (rp) between a pair of variables (the

input variables and the targeted FTS outputs) calculated as in Eq.4 is shown

in Fig.4.

rp =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(4)

where the absolute value of indicates the degree of correlation between vari-

ables x and y. If rp >0, there exists a positive correlation between two

variables x and y, and if rp <0, there exists a negative correlation.

The correlation plot (Fig.4) shows that the temperature is the most im-

portant input variable as indicated by the magnitude of the Pearson corre-

lation coefficient (dark red color). The positive correlation indicates that an

increase in temperature results in an enhanced formation of FTS products.

For this highly active and light olefin selective catalyst, the effect of space-

time and syngas ratio on the conversion and selectivities is limited. The

impact of total pressure on the FTS reaction varies according to the targeted

output variable. There is a slight increase in conversion and paraffin selectiv-

ity upon a pressure increase, whereas light olefin selectivity increases upon a

decrease in pressure (blue).

The above relation is also visible from the joint plot (Fig.5) drawn for the

most sensitive input variable, i.e. temperature. Each joint plot in Fig.5 con-

sists of 3 separate plots, 1 relationship plot, and 2 marginal distribution plots.

For e.g. Fig.5(a), the grey-colored contours show the relationship between
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Figure 4: Heatmap of Pearson correlation between input variables: temperature, pressure,

space-time and syngas ratio with output variables: conversion and selectivity of methane,

paraffins and light olefins.

conversion and temperature (relationship plot). A darker contour indicates

a higher concentration of data points in this region. The two distributions at

the top and right side of Fig.5(a) give us the marginal distribution of temper-

ature and conversion. The marginal distribution of temperature is obtained

by projecting it to a new horizontal axis and then plotting its frequency dis-

tribution. Similarly, the marginal distribution of conversion is obtained by

projecting the data to a new vertical axis.

In Fig.5(a), darker contours are observed at a lower temperature, indi-

cating that the impact of other input variables on conversion is minimal. As

the temperature increases the spread of the contour increases, indicating a

higher impact of other input variables on conversion. Similar behavior is also

observed for the selectivity of light olefins (Fig.5(b)). Higher conversion and
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Figure 5: Conversion (a) and selectivity(b) behaviour as a function of temperature for the

entire dataset.

light olefin selectivity are obtained in the temperature range 600-650 K. It is

also observed that the conversion and light olefin selectivity reach a plateau

in this temperature range. This behavior is in line with that observed by

Garona et.al [43].

From Fig.5 it is observed that the general trend of change in conversion

and light olefin selectivity with temperature is similar. Thus, to understand

the combined impact of other input variables, the yield of light olefins is

visualized with the help of pairwise box plots (Fig.6). The variation of light

olefin yield with the temperature at different syngas ratios (H2/CO- 2 and

5) is shown in Fig.6(a). It is observed that light olefin yield increases with

temperature. The influence of syngas ratio on the mean yield of light olefins

is limited, thus indicating a weak influence of the syngas ratio on the total

yield of light olefins. The variation of light olefin yield with the temperature
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at different space-time (W/FCO - 24 and 64) is shown in Fig.6(b). It is

observed that the yield changes with temperature. The influence of space-

time is only observed close to a temperature of 570 K, with higher mean yield

at a higher space-time. The change in yield of light olefins with temperature

and pressure is shown in Fig.6(c). As in the previous cases, the yield increases

with an increase in temperature. There is a considerable shift in the mean of

box plots (due to influence of change in pressure) at the highest temperature

(630K). This clearly indicates that temperature, followed by pressure has an

important role in the yield of light olefins and the syngas ratio and space-time

have minimal impact.

4.2. Parity plot comparison of the ML models

From the analysis above on SEMK benchmark dataset, the most im-

portant input variables and their impact on conversion and selectivity are

obtained. This information is compared against the results from different

multi-output ML models to find out the extent to which these models can

match the benchmark SEMK results. First the output parity diagrams from

different ML models, for both train and test data are assessed. The par-

ity diagrams of the conversion and light olefin selectivity behavior for the

four machine learning models are presented in Fig.7-8. The SEMK gener-

ated dataset is used for training the ML models. The training dataset is

indicated by the green colored dots in the parity diagrams whereas the blue

dots corresponds to the testing or prediction dataset. The parity diagram

with reference to the training dataset show how adequate the model is fitted

to the data. The parity diagram for the testing dataset show how well the

model can predict for a new dataset.
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Figure 7: Parity plot of conversion for the machine learning models: Lasso regression (a),

KNN regression (b), Support vector regression (c), and ANN regression (d).

It is observed from conversion behavior in Fig.7(a) that the Lasso regres-

sion model exhibits a significant spread in the dataset with respect to the

parity line and the resulting root mean squared (RMSE) values are higher

compared to other ML models (Table 1). The R-square values of all the

models (both for training and testing dataset) are in the range of 0.87-0.99.

From Fig.7(b-d), it is observed that the KNN, SVR, and ANN better fit the

data than the Lasso regression.

It is observed from Fig.8(a-d), that the light olefin selectivity prediction
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Figure 8: Parity plot of light olefin selectivity obtained for the machine learning models:

Lasso regression (a), KNN regression (b), Support vector regression (c), and ANN regres-

sion (d).

matches with the parity lines for KNN, SVR, and ANN than for the Lasso

regression model. The test root mean squared (RMSE) values of light olefin

selectivity of SVR and ANN is slightly lower than that of KNN 3 (Table

3KNN memorizes the data (no function is fitted to the data) during training, and uses

this data to make predictions for a new data point depending on its neighbours. Thus, a

zero train RMSE is obtained with KNN.
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Table 1: Root mean squared error of conversion and light olefin selectivity obtained with

different ML models.

RMSE, XCO RMSE, SC2−C4=

Train Test Train Test

Lasso 8.89× 10−2 9.73× 10−2 8.02× 10−2 8.62× 10−2

KNN 0 3.72× 10−2 0 2.75× 10−2

SVR 8.97× 10−3 9.54× 10−3 8.73× 10−3 9.04× 10−3

ANN 8.32× 10−3 8.59× 10−3 7.41× 10−3 7.32× 10−3

1). Further comparison of parity plots of methane and paraffin selectivity,

obtained with these ML models are carried out to obtain the best candidate

among the four models 4. The performance of these models are further carried

out with the help of contour plot analysis discussed in the section below.

4.3. Analysis of conversion using machine learning models

The feature analysis on the data reveals that the most important input

variables impacting the light olefin selective FTS catalyst are temperature

and pressure. Thus, a more detailed analysis of variation in conversion with

the input variables, temperature and pressure is carried out on the testing

dataset. The CO conversion obtained at different temperatures and pressure

using the microkinetic model (Fig.9(a)) is compared with the predictions

using different machine learning methods Fig.9(b-e) at the same operating

4The parity diagrams for these selectivity components are provided in the supplemen-

tary material
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conditions.

From Fig.9(a), it could be observed that the actual variation of conversion

with temperature and pressure is non-linear in nature, especially at higher

temperatures. There is an increase in the conversion as we traverse horizon-

tally, from the left to the right (increase in temperature) and vertically, from

the bottom to the top (increase in pressure). The highest conversion zone

(dark green, XCO > 0.8) is obtained in the temperature range 600-650K and

pressure range varying from 4 to 15 bar. From Fig.9(b), it could be observed

that the prediction contours obtained with Lasso regression is linear in nature

and the non-linear behavior for conversion (seen by the evolution of curva-

ture of contours) as observed with the microkinetic model is not captured.

The KNN model (Fig.9(c)) performs slightly better than Lasso regression,

but the evolution of curvature of contours is less pronounced. Conversely, the

non-linear trend is captured by SVR (Fig.9(d)), and ANN (Fig.9(e)), with

ANN matching the SEMK results very closely.

4.4. Analysis of light olefin Selectivity using machine learning models

Similar to Fig.9, the light olefin selectivity at different temperatures and

pressures obtained using the microkinetic model (Fig.10(a)) is compared

to the predictions using different ML methods Fig.10(b-e) for the testing

dataset. Similar to the conversion plots discussed in the previous section,

Fig.10(a) (benchmark SEMK results), shows that the actual variation of

light olefin selectivity with temperature and pressure is non-linear in nature.

This is evident from the curvature of the selectivity contours. There is an

increase in the selectivity values as we traverse horizontally from the left to

the right (with the increase in temperature), and vertically from the top to
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the bottom (with the decrease in pressure). Unlike in Fig.9, where conversion

increases with pressure, here in Fig.10, the selectivity mostly decreases with

an increase in pressure. The highest light olefin selectivity is obtained in a

confined zone, in the temperature range 580-635K, and at a pressure below

2 bar.

In Fig.10(b), the light olefin selectivity contour prediction obtained by

Lasso regression is linear in nature. The non-linearity as observed from the

benchmark SEMK results is however, better captured by KNN (Fig.10(c)),

SVR (Fig.10(d)), and ANN (Fig.10(e)) although significant differences be-

tween these models are noticeable. For instance, the zone of enhanced light

olefin selectivity (temperature: 580-635K and pressure: 1-2 bar) is not cap-

tured by KNN, and the SVR and ANN therefore out-perform the Lasso and

KNN models. The SVR model requires a work around using a wrapper func-

tion, as discussed in Section 2.2.3, to make multi-output predictions. It is

therefore concluded that the ANN model is the most preferred model for the

considered multi-response system.

4.5. Interpretability of the ANN model

As the model complexity increases from Lasso regression to ANN, the

accuracy of prediction increases at the expense of interpretability. Conse-

quently, there is a trade-off between the accuracy and interpretability of ma-

chine learning models. To better explain the prediction results of complex

models, model agnostic interpretation techniques are useful which perform a

systemic analysis and ranking of the important contributing input variables.

The Shap values technique contributes to a large extent in the interpretabil-

ity of the model at a global and local level. Here the global and local in-
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terpretability or importance of input variables on the FTS process aimed at

the selective light olefin production are discussed for the best performing ML

model, i.e ANN by using Shap values.

Figure 11: Shap bar plot indicating the global feature importance of the input variables

on ANN prediction. The global feature importance is quantified in terms of contribution

towards conversion and light olefin selectivity, from the entire training dataset, using the

Python package, Shap [56].

From the Shap bar plot (Fig.11), the importance of each input variable on

a global level could be observed. The input variables in Fig.11 are ordered ac-

cording to their relative contribution towards the respective output. For con-

version, the most important contributing input variable is the temperature,

followed by pressure, space-time, and the syngas ratio. The relative contribu-

tion of the input variables towards conversion follow the order: temperature

(1x) > pressure (0.7x) > space-time (0.5x) > syngas ratio (0.25x). For the

selectivity towards light olefins, the temperature remains the most contribut-

ing input variable followed by pressure. However, with respect to conversion,

the order of importance of space-time and syngas ratio has switched. In
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the case of light olefin selectivity it follows the order: temperature (1x) >

pressure (0.7x) > syngas ratio (0.5x) > space time (0.25x).

Figure 12: Shap tree plot indicating the local feature importance of the input variables on

ANN prediction, conversion (a) and light olefin selectivity (b). The local feature impor-

tance is quantified, from the entire training dataset, using the Python package, Shap [56].

In addition to the information on the global relative importance of each
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input variable towards conversion/selectivity from Fig.11, the relative im-

portance at the local level is shown in Fig.12. The order of input variables

in Fig.12, from the top to the bottom follow the order of their relative con-

tribution towards conversion/selectivity, with the most contributing input

variable at the top. The Shap values on the horizontal axis represent con-

version(Fig.12(a)) and light olefin selectivity (Fig.12(b)). The average con-

version/light olefin selectivity in the training dataset, indicated by a Shap

value of zero (in Fig.12(a)-(b)), serves as the base value for the analysis.

Each colored dot indicates the contribution of the input variable (shown at

the left side of the figure) towards the conversion/selectivity. From Fig.12 it

could be observed that the input variable with the highest importance has

the widest range of Shap values(temperature), while the input variable with

the lowest importance has a narrow range of Shap values (space time and

syngas ratio). For all the input variables apart from pressure, it could be ob-

served that a low value of the variable results in lower contribution towards

conversion and selectivity compared to the average contribution as indicated

by negative Shap values. With an increase in the value of each input vari-

able (blue dots to red dots) apart from pressure, their contribution towards

conversion/selectivity increases as indicated by the increase in Shap values.

This shows that conversion and selectivity are positively correlated to tem-

perature, space-time, and syngas ratio. However, the relative importance of

pressure on conversion and selectivity differs. While the increase in pressure

favors the conversion (increase in Shap value when pressure changes from

blue to red dots), it has an adverse effect on light olefin selectivity. These

observations are in line with the results reported in Section 4.1, 4.3 and 4.4.
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5. Conclusions and perspectives

Multi-response machine learning models based on Lasso regression, k-

nearest neighbors regression, support vector regression, and artificial neural

network regression for the Fischer-Tropsch Synthesis were developed using

a synthetic dataset generated with a Single Event MicroKinetic model for

various operating conditions. The non-linearity in the kinetic data is not

captured with the Lasso regression. As the model complexity increases from

KNN to SVR and ANN, such non-linear prediction capabilities dramatically

improve. In capturing the non-linearity in light olefin selectivity data, SVR

and ANN were found to be superior to KNN. The capability of ANN to

make multi-output predictions without carrying out separate regressions to

predict each output as in SVR, makes it more preferred. The widely used

interpretation technique based on Shap values on the (best performing model)

ANN prediction allows to rank the considered input variables according to

their impact on the process. For the ANN model, the relative impact of

input variables, obtained using Shap values, on conversion follow the order

of temperature (1x) > pressure (0.7x) > space-time (0.5x) > syngas ratio

(0.25x). On the other hand, the influence of temperature (1x) and pressure

(0.7x) remain the same for light olefin selectivity, but that of space-time

(0.25x) and syngas ratio (0.5x) switches. The obtained results highly agree

with what is expected from physico-chemical point of view.

From this work it could be observed that when selecting a machine learn-

ing model, the nature of intrinsic data, the number of outputs, and their

interactions (such as non-linear behavior with respect to changing operating

conditions) have to be taken into account. The methodology employed in
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this work could serve as a guideline to identify a suitable, easy to implement

ML model for a multi-response chemical process.
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