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Abstract—The long-term feasibility of blockchain technology is hindered by the inability of existing blockchain protocols to prune the consensus data leading to constantly growing storage and communication requirements. Kiayias et al. have proposed Non-Interactive-Proofs-of-Proof-of-Works (NIPoPoWs) as a mechanism to reduce the storage and communication complexity of blockchains to $O(\text{poly log}(n))$. However, their protocol is only resilient to an adversary that may control strictly less than a third of the total computational power, which is a reduction from the security guaranteed by Bitcoin and other existing Proof-of-based blockchains. We present an improvement to the Kiayias et al. proposal, which is resilient against an adversary that may control less than half of the total computational power while operating in $O(\text{poly log}(n))$ storage and communication complexity. Additionally, we present a novel proof that establishes a lower bound of $O(\text{log}(n))$ on the storage and communication complexity of any PoW-based blockchain protocol.

Index Terms—Blockchains; Proof-of-work; NIPoPoWs.

I. INTRODUCTION

Blockchains are proposed as the panacea for developing decentralized applications and handling decentralized finance. Blockchain technology needs to be capable of handling the entire world’s economic data for such lofty ambitions to come true. The immutable nature of blockchain indicates that the storage requirements are constantly growing, with every block being retained for eternity. This further increases the communication requirements for a new honest party to join the system as it would need to download the entire blockchain from the network in order to start mining\(^1\). In a blockchain system, each party must independently maintain a copy of the blockchain to mine new blocks and verify transactions. The data stored by a party can be divided into two types: Application data, which consists of all information required to verify the validity of a transaction, e.g., UTXO (Unspent Transaction Output), account data, and smart contract states, and Consensus data, which consists of all information required, other than the application data, for the complete participation of a party to maintain its copy of the blockchain. A new honest party that joins the blockchain system must synchronize with both types of data in order to initiate mining. In a Proof-of-Work (PoW) blockchain protocol, the consensus data can grow linearly with every new block mined. This may cause issues with both storing the consensus data and communicating the same for bootstrapping a new party into the system. Multiple techniques exist to optimize application data that may grow or shrink as time goes and have been well deployed in practice. For instance, Ethereum uses snapshots, with the SNAP protocol run in parallel with the consensus protocol [18], that periodically summarize all active data, discarding inactive data that has been overwritten or mutated. Moving transactions and smart contract execution off-chain in Layer 2 constructions (e.g., [17], [12]), side chains (e.g., [2], [16], [9]) or compression of multiple transactions into smaller ones, e.g., [6], are significant methods to compress transaction data. However, these solutions do not compress consensus data. All PoW headers must still be sent and stored. Compressing consensus data is still an area of active research since the consensus data in existing protocols increases linearly with time.

Kiayias et al. [11] propose an elegant scheme to create succinct proofs about the fact that proof-of-work took place without presenting every proof-of-work nonce of the blockchain. These succinct proofs are generated once, and do not require multiple queries to convince any party. As such, these proofs are non-interactive, and gave rise to Non-Interactive Proofs-of-Proof-of-Works (NIPoPoWs). By relying on NIPoPoWs, for a blockchain containing $n$ blocks, any party is only required to store consensus data corresponding to $O(\text{poly log}(n))$ blocks, and for any party that wishes to join the system, it only needs to download the consensus data corresponding to $O(\text{poly log}(n))$ set of blocks to commence the mining operation. To the best of our knowledge, Kiayias

---

\(^1\)In a permissionless blockchain every party, i.e., miner and non miner must download the full blockchain if they want to verify (non miner) and mine new blocks (miner). The ones that do not need to download the full blockchain are Simplified Payment Verification (SPV) parties, but such parties still need to download block headers and cannot check the security of the blockchain.
et al.‘s proposal [11] is state of the art in terms of the storage and communication complexity. It promises to yield an order of magnitude reduction in both storage and communication requirements over existing PoW-based blockchain protocols. Indeed, to create succinct representations of work, NIPoPoWs rely on the probability distribution of the hash values of block headers in the blockchain and use this a priori to sub-sample the blocks; instead of sending the full chain, a party sends sampled blocks as a representative of the underlying work. Sampled blocks, also called superblocks, contain a PoW that is “stronger than needed”: A superblock of level $\ell$ is a block whose hash is less than $T/2^\ell$ where $T$ is the current target and $\ell \geq 1$. To achieve secure reduction, Kiayias et al. [11] analyze their solution against suppression attacks. The objective of such an attack is to bias the succinct representation of the total work devoted to the construction of the blockchain by “suppressing” superblocks. This consists for the adversary in trying to fork the honest sampled chain to prune superblocks. As demonstrated in their paper, their succinct construction creates a security threat and can only guarantee tolerance against a Byzantine adversary that may control strictly less than half of the total computational power, reducing security from the original Bitcoin protocol.

In this work, we address this important issue and present Gems, a scheme to construct a succinct representation of the blockchain using NIPoPoWs that also operates in $O(\text{poly log}(n))$ storage complexity and $O(\text{poly log}(n))$ communication complexity and which provably achieves security against a Byzantine adversary that controls strictly less than half of the total computational power. The main idea of our solution is (i) to assign increasing weights to $\ell$-superblocks for $\ell > \beta$, where $\beta$ is a threshold parameter (such superblocks are called $\ell$-diamond blocks), and (ii) to modify the chain selection rule so that the selected succinct chain is the one that accumulates the largest weight. With the modified chain selection rule, it is improbable for an attacker controlling less than half of the total hashing power to bias the honest sub-sample of the blockchain by suppressing $\ell$-diamond blocks. The crucial point of our solution in terms of security is that an adversary cannot fake this set of diamond-blocks without actually providing work. Because the adversary has minority mining power, they cannot create a heavier sequence of diamond blocks faster than the honest parties, for the same reason that an adversary cannot create a longer regular blockchain faster than the honest parties create one. This is shown in Section VIII. We thereby improve the security of Kiayias et al.’s scheme by tolerating a Byzantine adversary that may control up to half of the total hashing power.

The limitation of both our and Kiayias et al.’s solutions is that they are only proven to operate securely in a setting with constant difficulty. Tackling the problem of blockchain compression operating in a $O(\text{poly log}(n))$ storage complexity and $O(\text{poly log}(n))$ communication complexity with variable difficulty is an open problem.

On the other hand, our scheme that achieves optimal security while still operating in $O(\text{poly log}(n))$ storage and communication complexity leaves the open question raised by Kiayias et al [11] of whether such a scheme is optimal or if there is further room for improvement. We progress on this by presenting a proof using information theory to establish a lower bound on the limit of blockchain compression.

**Contributions of this work.**

- We propose Gems, a NIPoPoW protocol that operates in $O(\text{poly log}(n))$ storage complexity and $O(\text{poly log}(n))$ communication complexity, which through a novel weight assignment scheme, makes it resilient to a Byzantine adversary that may control up to half of the total hashing power;
- For the first time, we provide proofs of boundaries of blockchain compression by showing that it is not possible to compress a PoW blockchain beyond $O(\text{log}(n))$ storage and communication complexity without introducing additional trust assumptions.

**Organization of the paper.** Section II is dedicated to related work, while Section III presents the assumptions on the system, and Section IV presents the safety and liveness properties of permissionless blockchains. Section V presents the main lines of the Kiayias et al.’s approach to compress PoW-blockchains with NIPoPoWs. Section VI first shows why selecting superblocks as a function of their weight guarantees with overwhelming probability their unsuppressibility, and second proposes a weight assignment schema. Section VII presents Gems’ chain compression comparison algorithms. Section VIII analyzes the security of Gems. In Section IX, we present a lower bound on the storage space and communication complexities for any permissionless PoW-based blockchain protocol. Section X presents some future work.

**II. RELATED WORK**

The problem of blockchain becoming of considerable size was initially predicted by Satoshi Nakamoto in the original paper that introduced Bitcoin [15]. He offered a simple solution of a Simplified Payment Verification (SPV) that only requires a client to store the block headers and leave out transactions. Still, the amount of data that needs to be downloaded from the network grows linearly with the size of the blockchain. An alternative would be for SPV clients to embed hardcoded checkpoints but that would introduce additional trust assumptions. Flyclient [5] allows a succinct and secure construction of proofs in a setting with variable difficulty. They make use of Merkle mountain ranges to reference the whole previous blockchain from every block. If a full node has a proof and mines a new block on top of it, they cannot create a new proof without holding the whole chain. Thus, logarithmic space mining is not possible with this scheme. CoinPrune [14] still requires to store the entire chain of block header prior to the pruning point.

Another approach to built succinct proofs is to rely on SNARKS (for Succinct Non-Interactive Argument of Knowledge). Coda [4] is such a construction. Coda compresses a chain to polylogarithmic size and updates the proof with new
blocks. However, leveraging SNARKs requires a trusted setup for the common reference string.

Kiayias et al. [10] introduced and formalized an interactive proof mechanism, Proofs-of-Proof-of-Work (PoPoW) based on superblocks that allows a client to verify a chain in sublinear time and communication complexity. The authors later showed the existence of an attack on the scheme and proposed a non-interactive alternative (NIPoPoWs) [11]. However, the proposed solution did not address the size of the blockchain that needed to be stored by any miner. The authors in [11] further used NIPoPoWs to develop a scheme that also allows the miners to operate in $O(\text{poly log}(n))$ storage and communication complexity while reducing the security tolerance to a Byzantine adversary that controls strictly less than a third of the total computational power such as hash power. Every party that wants to append a valid block to the blockchain is required to find a nonce, along with non-double spending transactions, that hashes to a value below a given target. The hash function $H$ is modelled as a random oracle [3], i.e., behaves like an ideal random function, and produces constant length output. Since the distribution of hash values is stochastic, some blocks end up with hash values significantly below the target. Such blocks are called superblocks.

**Definition V.1 ($\ell$-superblock ([11])).** A block that hashes to a value less than $T/(2^\ell)$ is said to be a $\ell$-superblock, where $T$ is the current target value and $\ell \geq 0$.

Note that every $\ell$-superblock is also a $\ell'$-superblock for any $\ell' \leq \ell$. By convention the genesis block is an $\infty$-superblock.

Non-Interactive Proofs-of-Proof-of-Works (NIPoPoWs) compress a PoW-based blockchain by subsampling its blocks [10]. The working principle behind this compression lies in the assumption that a sub-sample of the blocks, i.e., the $\ell$-superblocks, with $\ell \geq 0$, can be sufficient to estimate the size of the original distribution of block headers. In a long enough execution of a PoW blockchain, on average, $n/2^\ell$ of the blocks are $\ell$-superblocks, with $\ell \geq 0$ and $n$ the number of blocks of the original chain. The key idea is to sub-sample the blocks in the blockchain such that the sub-sampled chain represents the original chain; any difference in the original blockchain results in different sub-sampled blockchains [8], [11], [13]. The compression scheme requires every block header to store pointers to the last $\ell$-superblock that precedes it at every level $\ell \geq 0$ in order to ensure that the subsampled blocks also form a valid chain, i.e., a totally ordered sequence of valid blocks. Figure 1a illustrates how blocks at each level are linked together (note that we have omitted all the links to the genesis block for clarity reasons). For instance the 32-th block points back to the 31-th, 30-th, 28-th, 24-th and 16-th blocks, each one representing the last $\ell$-superblock with $\ell = 0, 1, 2, 3$ and 4 respectively. On the other hand, the 33-th block points back solely to the 32-th block as this latter block is a 4-superblock (and thus also a $\ell$-superblock, with $\ell \leq 4$). A chain of $n$ blocks will contain superblocks at $O(\text{log}(n))$ levels in average. Hence, the space and communication complexity of NIPoPoW is $O(\text{poly log}(n))$. The proposal by

III. MODEL OF THE SYSTEM

We consider a static setting where time is quantized into discrete rounds [7], [11], during which each party can send a message to each of its neighbours, receives the messages sent to it during the round, and executes computational steps based on the received messages. Note that computational steps other than hashing are treated as instantaneous. This reflects a synchronous network. We assume the presence of a Byzantine or malicious adversary that may control strictly less than half of the total amount of computational power currently available in the system. This model, named the “Computational Threshold Adversary” [1], is an alternative to the common Threshold Adversary Model. Each party is allowed to make $q$ queries to a cryptographic hash function in every round. The adversary controls up to $t$ parties. For this reason, the adversary can query the cryptographic hash function up to $t \times q$ times per round [7]. We suppose that the adversary is a rushing adversary in the sense that they can observe what the honest parties have done during the round before using their computational power at the end of the round. The adversary is also a Sybil adversary as they can inject as many additional messages as they wish by faking multiple identities. We limit the adversary to a probabilistic-polynomial-time Turing machine that behaves arbitrarily but remains computationally bounded. Hence, it cannot, in a polynomial number of steps or time or space, forge honest parties’ signatures or break the hash function and signature scheme with all but negligible probability. Therefore, we term our adversary as the $1/2$-bounded PPT adversary. Any party following the prescribed protocol is called a honest party.

IV. PROPERTIES OF PERMISSIONLESS BLOCKCHAINS

We consider proof-of-work (PoW) based permissionless blockchains which achieve Nakamoto-based consensus [7], [19] by requesting the parties to contribute a limited resource such as hashing power. A robust blockchain protocol must ensure the following safety and liveness properties [7]:

**Common prefix** with parameter $k \in \mathbb{N}$: If any two honest parties have a valid transaction that appears in a block that is at least $k$ blocks away from the end of their blockchain, then this transaction will appear at the same position in both blockchains, with overwhelming probability.

**Chain growth** with parameters $u \in \mathbb{N}$: If all honest parties try to insert a valid transaction in their blockchain for $u$ consecutive rounds, the transaction shall be accepted by any honest party by the end of the last round of the set of $u$ rounds with overwhelming probability.

V. NON-INTERACTIVE PROOFS-OF-PROOF-OF-WORKS

A. Intuition

The proof-of-work schema requires to generate a “proof” of investment of a limited resource such as hash power. Every party that wants to append a valid block to the blockchain is required to find a nonce, along with non-double spending transactions, that hashes to a value below a given target. The hash function $H$ is modelled as a random oracle [3], i.e., behaves like an ideal random function, and produces constant length output. Since the distribution of hash values is stochastic, some blocks end up with hash values significantly below the target. Such blocks are called superblocks.

**Definition V.1 ($\ell$-superblock ([11])).** A block that hashes to a value less than $T/(2^\ell)$ is said to be a $\ell$-superblock, where $T$ is the current target value and $\ell \geq 0$.

Note that every $\ell$-superblock is also a $\ell'$-superblock for any $\ell' \leq \ell$. By convention the genesis block is an $\infty$-superblock.

Non-Interactive Proofs-of-Proof-of-Works (NIPoPoWs) compress a PoW-based blockchain by subsampling its blocks [10]. The working principle behind this compression lies in the assumption that a sub-sample of the blocks, i.e., the $\ell$-superblocks, with $\ell \geq 0$, can be sufficient to estimate the size of the original distribution of block headers. In a long enough execution of a PoW blockchain, on average, $n/2^\ell$ of the blocks are $\ell$-superblocks, with $\ell \geq 0$ and $n$ the number of blocks of the original chain. The key idea is to sub-sample the blocks in the blockchain such that the sub-sampled chain represents the original chain; any difference in the original blockchain results in different sub-sampled blockchains [8], [11], [13]. The compression scheme requires every block header to store pointers to the last $\ell$-superblock that precedes it at every level $\ell \geq 0$ in order to ensure that the subsampled blocks also form a valid chain, i.e., a totally ordered sequence of valid blocks. Figure 1a illustrates how blocks at each level are linked together (note that we have omitted all the links to the genesis block for clarity reasons). For instance the 32-th block points back to the 31-th, 30-th, 28-th, 24-th and 16-th blocks, each one representing the last $\ell$-superblock with $\ell = 0, 1, 2, 3$ and 4 respectively. On the other hand, the 33-th block points back solely to the 32-th block as this latter block is a 4-superblock (and thus also a $\ell$-superblock, with $\ell \leq 4$). A chain of $n$ blocks will contain superblocks at $O(\text{log}(n))$ levels in average. Hence, the space and communication complexity of NIPoPoW is $O(\text{poly log}(n))$. The proposal by
Kiayias et al. [11] offers the best-known compression of PoW blockchains so far. It achieves $O(poly \log(n)c + kd + a)$ storage and communication costs while allowing parties to mine new blocks based on this compressed blockchain, where $c$ is the block header size, $k$ is the common prefix parameter, $d$ is the size of application data per block, and $a$ is the size of application data. In Section IX, we show that any such compression needs at least $O(\log(n))$ blocks without additional trust assumptions.

B. Algorithmic Ingredients of the NIPoPoW

Any scheme for operating and compressing blockchains requires to design (i) a chain compression algorithm and (ii) a compressed chain comparison algorithm to determine which compressed chain to be retained in the case of forks.

1) Chain Compression Algorithm: The Kiayias et al.’s chain compression algorithm (see Algorithm 1 [11]) is parameterized by a security parameter $m$ and the common prefix parameter $k$. The algorithm compresses the blockchain except for the $k$ most recent blocks, called unstable blocks, which are added to the compressed chain at the end of the compression process. The compression algorithm works as follows: for the highest levels $\ell$ that contain less than $2m$ $\ell$-superblocks, it retains all these $\ell$-superblocks, but for each level $\mu$, $\ell > \mu \geq 0$, it retains at least the $2m$ most recent $\mu$-superblocks so that $m$ of them are both $\mu$-superblocks and $(\mu + 1)$-superblocks. Figure 1b illustrates this algorithm, where $\chi$ is the unstable part of the proof and $D$ its stable part, i.e., all the $\ell$-superblocks that at some time $t$ have been retained by the compression algorithm at each level $\ell \geq 0$. $\Pi$ represents an instance of NIPoPoW proof, that is the chain made of $D$ and $\chi$.

2) Compressed Chain Comparison Algorithm: Let $\Pi_1, \ldots, \Pi_j$ be the different compressed blockchains that a new party receives. This party applies the comparison algorithm on $\Pi_1, \ldots, \Pi_j$ pairwise. The algorithm first verifies their syntactic validity, extracts for both of them the stable parts $D_i$ and $D'_j$ and the unstable ones $\chi_i$ and $\chi'_j$, and then selects the largest common part between $D_i$ and $D'_j$, i.e., the latest block that is common to both $D_i$ and $D'_j$ at the minimum level $\mu$. If such a common block $b$ exists, then the proof with the greatest number of blocks after $b$ wins the comparison. Otherwise, if no such block $b$ exists and the greatest levels of $D_i$ and $D'_j$ are different, then the algorithm selects the one with the greatest level. Finally if their greatest levels are equal, then they represent both a chain that has involved the same computational power, consequently any of them can be accepted as a correct proof.

C. Security

The high-level intuition behind the security of Kiayias et al.’s proposal [11] is that the common prefix property holds true not only for the proof but also at every level of the proof. So the adversary cannot possibly produce a blockchain that forks superblocks at a higher level. It is thus safe to accept the chain having the greatest number of superblocks at the level where we find the fork. However, the common prefix property of Kiayias et al.’s proposal [11] only holds true if the adversary cannot possibly produce a chain containing a larger number of $\ell$-superblocks than what the honest parties can do. Since the security of the protocol relies heavily on these superblocks, it can be shown that the optimal attack for the adversary is to “suppress” these superblocks by forking the chain. Lemma 6.7 of [11] shows that an adversary with at least a third of the total hashing power can possibly suppress all the superblocks. Hence, their protocol can be proven to be secure only if the adversary is allowed to control less than one third of the total hashing power, which is a reduction from the security guaranteed by Bitcoin [7].

VI. GEMS BLOCKCHAIN: WEIGHT INTUITION

The notion of unsuppressible blocks is fundamental to guarantee the quality of the compressed chain, i.e., to ensure that the distribution of superblocks within the blockchain has not been adversarially biased in the compressed chain. Unfortunately, Kiayias’ proposal uses the default blockchain selection rule that is oblivious to the presence of superblocks. With GEMS, suppression of superblocks is hindered. We designate a small fraction of the superblocks with level $\ell \geq \beta$ as $\ell$-diamond blocks and assign increasing weight $W(\ell)$ to them as per their level. The system parameter $\beta$ quantifies the tradeoff between storage and communication costs and increasing weights. The chain selection rule relies on block cumulative weight. The intuition of unsuppressibility comes from the fact that an adversary that does not control the majority of the total hashing power cannot produce a sampled chain that has more weight than the honest sampled chain containing a $\ell$-diamond block without including another $\ell$-diamond block in their adversarial sampled chain.

A. Typical Execution Constraints

Since the mining of blocks is a probabilistic process, it can often happen that the adversary luckily manages to mine more blocks than the honest network during short periods of time. So similarly to Garay et al. [7], we consider long enough executions, so that the adversary cannot be always lucky during these long executions. Specifically, we consider executions with at least $\lambda$ consecutive rounds so that the honest parties mine more blocks than the adversary with a probability at least $1 - e^{-\Omega(\epsilon^2)}$, where $\epsilon \in (0, 1)$, $\kappa$ is the length of hash function outputs (i.e., $\kappa = 256$), $\lambda$ satisfies $\lambda \geq 2/f$, $f$ being the probability that at least one honest party successfully mines a block during one round, and $\epsilon \in (0, 1)$. Let $\delta$ be the advantage of honest parties, with $\delta \leq 1 - t/(N - t)$, where $N$ represents the number of mining parties, out of which $t$ are controlled by the adversary. Both $\delta$ and $f$ relate as $3(f + \epsilon) < \delta < 1$. Now, for any set $S$ of rounds, let $Y(S)$ be the random variable representing the number of rounds in $S$ in which the honest parties produced exactly one block. Let $Z(S)$ be the random variable representing the number of blocks produced by the adversary in the set of rounds $S$. Lemma VI.1 provides guarantees on the power of the adversary during long enough executions.
Lemma VI.1 ([7], Lemma 11). For any set $S$ of at least $\lambda$ consecutive rounds, we have

\begin{enumerate}[(a)]
  \item $(1 - \frac{\delta}{3})f|S| < (1 - \epsilon)f(1 - f)|S| < Y(S)$,
  \item $Z(S) < \frac{t}{n - t} \frac{f}{1 - f} |S| + \epsilon f|S| \leq (1 - 2\frac{\delta}{3})f|S|,$
  \item $Z(S) < Y(S)$.
\end{enumerate}

B. Warm-up: Assigning common weight to superblocks

We show that attaching a large enough weight to blocks essentially makes them “unsuppressible”. Prior to discussing how blocks are assigned weight, we present a series of lemmas that demonstrate the positive effect of attaching weights to blocks on their security. In the next section, we shall generalize these results to devise a weight assignment policy specific to each level of superblocks. Lemma VI.2 provides an upper-bound on the number of blocks mined by the adversary in an execution that contains less than $\lambda$ rounds.

Lemma VI.2. For any set $S$ of consecutive rounds such that $|S| \leq \lambda$, $Z(S) < (1 - (2\delta)/3)f\lambda$.

Proof. We prove this lemma by contradiction. Let $U$ be a typical execution with $|U| = \lambda$, and let $S \subset U$, i.e., $|S| < \lambda$. Suppose by contradiction that $Z(S) \geq (1 - (2\delta)/3)f\lambda$.

By Lemma VI.1, we have

$$Z(U) < (1 - \frac{2\delta}{3})f|U|.$$ 

By definition of execution $U$, we have

$$Z(U) = Z(S) + Z(U \setminus S) \geq Z(S).$$

By assumption of the proof, we get

$$Z(U) \geq (1 - \frac{2\delta}{3})f\lambda = (1 - \frac{2\delta}{3})f|U|.$$ 

However, from Lemma VI.1 we have that for any set of consecutive rounds $S$ with $|S| \geq \lambda$, $Z(S) < (1 - (2\delta)/3)f|S|$. Hence, execution $U$ cannot be a typical execution, which contradicts the assumption, and completes the proof.

Lemma VI.3. If $S$ is a sequence of consecutive rounds, then $Y(S \setminus \{r\}) \geq Y(S) - 1$ for any round $r \in S$.

Proof. The set $S \setminus \{r\}$ only discards the round $r$ which can contribute a maximum of one uniquely successful round in $Y(S)$.

$$Y(S) = Y(S \setminus \{r\}) + Y(\{r\}),$$

and thus

$$Y(S \setminus \{r\}) = Y(S) - Y(\{r\}) \geq Y(S) - 1,$$

as by definition $Y(\{r\}) \leq 1$. This completes the proof.

Lemma VI.4. For any sequence $S$ of rounds, $|S| \geq 1$, and for any round $r \in S$, we have

$$\max_{r \in S} (Z(S) - Y(S \setminus \{r\})) < (1 - \frac{\delta}{3})f\lambda.$$
Proof. Two cases exist:

Case I: $|S| < \lambda$.

From Lemma VI.2, $Z(S) < (1 - (2\delta)/3) f \lambda$. By definition, $Y(S) \geq 0$. Hence, $(Z(S) - Y(S \setminus \{r\})) < (1 - \frac{\delta}{3}) (1 - \frac{\delta}{3}) f \lambda$.

Case II: $|S| \geq \lambda$.

From the conditions of typical executions we know that for $|S| \geq \lambda$, $Z(S) < (1 - \delta/3) f |S|$ and by Lemmas VI.3 and VI.1, we have $Y(S \setminus \{r\}) \geq (1 - \delta/3) f |S| - 1$. Thus,

$$Z(S) - Y(S \setminus \{r\}) \leq \left(1 - \frac{2\delta}{3}\right) f |S| - \left(1 - \frac{\delta}{3}\right) f |S| + 1 \leq 1 - \frac{\delta}{3} f |S|.$$

By definition of $\lambda$, i.e., $\lambda \geq 2/f$, we thus have

$$1 - \frac{\delta}{3} f |S| < \left(1 - \frac{\delta}{3}\right) f \lambda.$$

Thus, across both cases, the maximum value that the expression can take is $(1 - \delta/3) f \lambda$. This completes the proof.

From Lemma VI.4, we can infer the minimum weight value blocks must be assigned to so that the adversary will not possibly be able to suppress them. Specifically, the following theorem gives a lower bound $w_0$ on the weight assigned to superblocks guaranteeing their unsuppressibility. Let us denote by $(w_0, \ell)$-block a $\ell$-superblock with a weight equal to $w_0$.

**Theorem VI.5** ($(w_0, \ell)$-superblocks are unsuppressible). If a $(w_0, \ell)$-superblock is attached a weight $w_0 \geq (1 - \frac{\delta}{3}) f \lambda$, then for any blockchain $C$ adopted by an honest party such that $C$ contains a $(w_0, \ell)$-superblock $b$, then with overwhelming probability, the adversary cannot replace $C$ by another blockchain $C'$ such that $|C| = |C'|$ and $C'$ does not contain a $(w_0, \ell)$-superblock $b'$.

**Proof.** Any block mined by the honest parties has a probability $1/2^\ell$ to be a $\ell$-superblock. Let $w_0$ be the weight attached to any such $(w_0, \ell)$-superblock. Consider the case where the adversary tries to produce a blockchain $C'$ alternative to blockchain $C$ produced by the honest parties such that $C$ contains a $(w_0, \ell)$-superblock $b$ but $C'$ does not contain any $(w_0, \ell)$-superblocks. The adversary can suppress $(w_0, \ell)$-superblock $b$ mined in round $r$ if for any $S$ we have

$$w_0 + Y(S \setminus \{r\}) \leq Z(S)(1 - \frac{1}{2^\ell}).$$

(1)

So, if we want to prevent $(w_0, \ell)$-block $b$ from being suppressed, we must have that

$$w_0 \geq \max_S \left(Z(S) - Y(S \setminus \{r\})\right).$$

(2)

From Lemma VI.4, we get

$$w_0 \geq (1 - \frac{\delta}{3}) f \lambda,$$

(3)

which completes the proof of the theorem.

---

**Figure 2:** $W_\beta(\ell)$ as a function of $\ell$ with $\beta = 5$ and parameters $f = 0.03$, $\delta = 0.1$, $\epsilon = 10^{-5}$, and $\lambda = 1,000$.

### C. Gems’ Block Weight Assignment

The Gems’ block weight assignment policy relies on Theorem VI.5. It assigns unitary weights to the large majority of superblocks, and non-unitary ones to a small fraction of $\ell$-superblocks that we call $\ell$-diamond blocks. We propose the following weight assignment with the system parameter $\beta$ assumed to be known by all the parties in advance.

**Definition VI.1.** Gems’ blocks weight assignment

$$W_\beta(\ell) = \begin{cases} 1/(1 + \epsilon) & \ell < \beta \\ (1 - \epsilon) \left(1 - \frac{\delta}{3}\right) f \lambda & \ell \geq \beta \end{cases}$$

The weight assignment scheme, parameterized by $\beta$, does not grow exponentially if $\beta$ is set appropriately. Considering a value of $\beta = 5$, we obtain the plot depicted in Figure 2 where parameters $f$, $\delta$, $\epsilon$, and $\lambda$ are the ones used by Garay et al [7] in their proof of Bitcoin’s security.

**Definition VI.2** ($\ell$-diamond-block). We define a $\ell$-diamond-block as a block that contains a hash whose value is less than $T/(2^\ell)$ where $\ell \geq \beta$, and $T$ is the target value.

### VII. GEMS’ ALGORITHMS

**Notations.** We borrow the notation and the mathematical framework introduced by Kiayias et al. in [11]. $C[i]$ denotes a block in the chain $C$ with zero-based indexing, while $C[i:j]$ denotes the blocks from the index $i$ (inclusive) to $j$ (exclusive), omitting any of the two implies taking all the blocks that follow. A negative $i$ or $j$ means to take blocks from the end of the chain instead of from the beginning, so $C[-1]$ is the tip of the chain. If $i$ and $j$ are replaced by blocks $A$ and $Z$ instead of block indices, we write $C[A : Z]$ to designate blocks of $C$ from block $A$ (inclusive) to block $Z$ (exclusive), and again any end can be omitted. $C^{\mu}$ refers to only the subsequence of $\mu$-superblocks in the entire chain $C$. By definition of $\mu$-superblocks, $(C^{\mu})^{\mu_{i+1}} = C^{\mu_{i+1}}$.

**A. Chain Compression Algorithm**

The chain compression algorithm requires each block header to maintain pointers to the last superblock at every level to form an interlinked blockchain. The algorithm works by only keeping sufficiently many diamond blocks at every
level and discarding the rest of the blocks. These samples evolve with time, i.e., a diamond block once selected may be discarded later, but vice-versa does not hold. Pseudocode of the algorithm is presented in Algorithm 1. The chain compression algorithm is parameterized by a security parameter \( m \) and the common prefix parameter \( k \) (whose value is derived in Lemma VIII.8), and the system parameter \( \beta \). The algorithm compresses the blockchain except for the \( k \) most recent diamond blocks (see Line 2), which are called unstable blocks. The compression works as follows: For the most recent diamond blocks (see Line 2), which are called blocks of the unstable part, the algorithm compresses the blockchain except for the \( k \) oldest blocks. Then all the \( \mu \)-superblocks that follow the \( b \)-th most recent \( \mu \)-superblock and \( b' \) be the \( m \)-th most recent \( \mu + 1 \)-superblock. Then all the \( \mu \)-superblocks that follow the earlier of \( b \) and \( b' \) are retained. Proof II is made of the set of superblocks that are retained after compression and of the blocks of the unstable part \( \chi \), containing the sequence of the \( k \) most recent diamond blocks (see Line 14).

### Algorithm 1

**Chain compression algorithm:** Given a full chain, it compresses into a logspace state.

1: function \( \text{Dissolve}_{m,k,\beta}(C) \)
2: \( C^* \leftarrow C \{ C \uparrow [\beta - k] \} \)
3: \( D \leftarrow \emptyset \)
4: if \( |C^*| \geq 2m \) then
5: \( \ell \leftarrow \max \{ \mu : |C^* \uparrow \mu| \geq 2m \} \)
6: \( D[\ell] \leftarrow C^* \uparrow \ell \)
7: for \( \mu \leftarrow \ell - 1 \) down to \( \beta \) do
8: \( b \leftarrow C^* \uparrow \mu + 1 \) \[ m \]
9: \( D[\mu] \leftarrow C^* \uparrow \mu \) \[ -2m : \] \( \cup C^* \uparrow \mu \) \{ b : \}
10: end for
11: else
12: \( D[0] \leftarrow C^* \)
13: end if
14: \( \chi \leftarrow C \{ C \uparrow [\beta - k] \} \)
15: return \( (D, \ell, \chi) \)
16: end function

17: function \( \text{Compress}_{m,k,\beta}(C) \)
18: \( (D, \ell, \chi) \leftarrow \text{Dissolve}_{m,k,\beta}(C) \)
19: \( \pi \leftarrow \bigcup_{\mu=0}^{\ell} D[\mu] \)
20: return \( \pi \chi \)
21: end function

### Algorithm 2

**The compressed chain comparison algorithm.**

1: function \( \text{maxvalid}_{m,k,\beta}(II, I') \)
2: if \( II \) is not valid then
3: \( \text{return } I' \)
4: end if
5: if \( I' \) is not valid then
6: \( \text{return } II \)
7: end if
8: \( (\chi, \ell, D) \leftarrow \text{Dissolve}_{m,k,\beta}(II) \)
9: \( (\chi', \ell', D') \leftarrow \text{Dissolve}_{m,k,\beta}(I') \)
10: \( M \leftarrow \{ \mu \in \mathbb{N} : D[\mu] \cap D'[\mu] \neq \emptyset \} \)
11: if \( M = \emptyset \) then
12: \( \text{return } I' \)
13: end if
14: if \( \ell' > \ell \) then
15: \( \text{return } II \)
16: end if
17: \( \mu \leftarrow \max(\min M, \beta) \)
18: \( b \leftarrow (D[\mu] \cap D'[\mu]) \[ -1 \] \)
19: if \( |D'[\mu] \{ b : \}| > |D[\mu] \{ b : \}| \) then
20: \( \text{return } I' \)
21: else if \( |D'[\mu] \{ b : \}| < |D[\mu] \{ b : \}| \) then
22: \( \text{return } II \)
23: else if \( \Sigma(\chi') > \Sigma(\chi) \) then
24: \( \text{return } I' \)
25: end else
26: \( \text{return } \Pi \)
27: end if
28: end function

### VIII. Gems Security Analysis

#### A. Preliminary results

Let \( \Sigma(S) \) be the function that returns the total weight of all the blocks (see Definition VI.1) appended to the blockchain in a set of rounds \( S \). Similarly, let \( \Sigma_Y(S) \) and \( \Sigma_Z(S) \) be the functions that respectively represent the weights of the uniquely successful honest blocks and adversarial ones in \( S \) rounds. Let \( \Sigma^Y_Z(S) \) be the function that returns the total weight of adversarial superblocks at level \( \ell \) and \( \Sigma^X_Z(S) \) be the function that returns the weight of adversarial blocks in \( S \) rounds considering only blocks with level strictly less than \( \ell \).
Lemma VIII.1. For any set \( S \) of consecutive rounds such that \(|S| \geq \lambda \) and \( \epsilon \in (0, 1) \), we have \( (1 - \epsilon) \frac{Y(S)}{2^\ell} \leq Y_\ell(S) \) with overwhelming probability.

Proof. Let \( x_j \) be the random variable that is equal to 1 if the \( j^{th} \) block appended to the blockchain in the set \( S \) of rounds is a \( \ell \) superblock, and is equal to 0 otherwise. We have,

\[
x_j = \begin{cases} 
1 & \text{with probability } 1/2^\ell \\
0 & \text{otherwise with probability } 1 - 1/2^\ell.
\end{cases}
\]

We have \( \mathbb{E}[x_j] = 1/2^\ell \), and \( \mu = \mathbb{E}[Y_\ell(S)] = \frac{Y(S)}{2^\ell} \). From Chernoff Bounds,

\[
\mathbb{P} \{ Y_\ell(S) \geq (1 - \epsilon)\mu \} \geq 1 - e^{-\frac{2\epsilon^2\mu^2}{\lambda S}}
\]

which completes the proof.

Lemma VIII.2. For any set \( S \) of consecutive rounds such that \(|S| \geq \lambda \), and \( \epsilon \in (0, 1) \), we have \( Z_\ell(S) \leq (1 + \epsilon) \frac{Z(S)}{2^\ell} \) with overwhelming probability.

Proof. Let \( x_j \) be the random variable that is equal to 1 if the \( j^{th} \) block appended to the blockchain in the set \( S \) of rounds is a \( \ell \) superblock, and is equal to 0 otherwise. We have,

\[
x_j = \begin{cases} 
1 & \text{with probability } 1/2^\ell \\
0 & \text{otherwise with probability } 1 - 1/2^\ell.
\end{cases}
\]

By definition of \( x_j \), \( \mathbb{E}[x_j] = 1/2^\ell \). Let \( \mu \) be the expectation of random variable \( Z_\ell(S) \). We have

\[
\mu = \mathbb{E}[Z_\ell(S)] = \frac{Z(S)}{2^\ell}
\]

Then from Chernoff Bounds,

\[
\mathbb{P} \{ Z_\ell(S) \leq (1 + \epsilon)\mu \} \geq 1 - e^{-\frac{2\epsilon^2\mu^2}{\lambda S}}
\]

which completes the proof.

The following lemma from [11] ensures that in a typical execution, the honest parties not only produce a greater number of blocks than what the adversary does, but also a greater number of superblocks. Lemma VIII.4 further proves that the advantage of honest parties also applies to weights.

Lemma VIII.3 ([11] Lemma 1(d)), \( Y_\ell(S) > Z_\ell(S) \) for any set \( S \) of consecutive rounds such that \(|S| \geq \lambda \) and \( \ell \in \mathbb{Z}^+ \).

Lemma VIII.4. For any set \( S \) of consecutive rounds such that \(|S| \geq \lambda \), we have \( \Sigma_Y(S) > 2^\ell \).

Proof. By definition of \( \Sigma_Y(S) \) we have,

\[
\Sigma_Y(S) = \sum_{i=0}^{\infty} \Sigma_Y^i(S)
\]

\[
= \sum_{i=0}^{\infty} W_\beta(i) Y_i(S)
\]

\[
\geq \sum_{i=0}^{\infty} W_\beta(i) Z_i(S) \quad \text{(from Lemma VIII.3)}
\]

\[
\geq \Sigma_Z(S),
\]

which completes the proof.

A block mined by honest parties and belonging to the chain currently adopted by honest parties will be forked by the adversary if and only if the adversary is capable of providing a chain whose total weight is larger than the one adopted by the honest parties. Lemma VIII.5 captures this condition.

Lemma VIII.5. If \( r \) is a uniquely successful round and the corresponding block does not belong to the chain of an honest party at a later round, then there is a set of consecutive rounds \( S \) such that \( r \in S \) and \( \Sigma_Y(S) \leq \Sigma_Z(S) \).

Proof. Let \( C \) be the chain of the honest party that was uniquely successful at round \( r \) and \( u \) be the depth of the corresponding block. Let \( r' \) be the first round after \( r \) in which an honest party has a chain \( C' \), which does not contain the block at depth \( u \). Let \( r^* \) be the round in which the last block common to both \( C \) and \( C' \) was mined. Now for the set \( S = \{ i : r^* < i < r' \} \), we have \( \Sigma_Y(S) \leq \Sigma_Z(S) \). Indeed, if this is not the case, one of the honest parties adopted a chain that was not the heaviest chain available which contradicts our assumption that the party was honest. This completes the proof.

The following lemma provides an upper-bound on the weight of blocks mined by the adversary.

Lemma VIII.6. for any set of rounds \( S \) such that \(|S| \leq \lambda \), \( \Sigma_Z^\ell(S) < (1 + \epsilon) \left( \sum_{i=0}^{\lambda - 1} \frac{W_i}{2^i} \right) \left( 1 - \frac{\lambda}{3} \right) f_c \lambda \).

Proof. Let \( x_j \) be the random variable that is equal to 1 if the \( j^{th} \) block appended to the blockchain is a \( \ell \) superblock, which occurs with probability \( 1/\ell \), and 0 otherwise, which occurs with probability \( 1 - 1/\ell \). We have \( \mathbb{E}[x_j] = 1/2^\ell \). Then,

\[
\Sigma_Z^\ell(S) = W_\beta(\ell) \left( \sum_{j=0}^{\lambda} x_j \right),
\]

and

\[
\mu = \mathbb{E}[\Sigma_Z^\ell(S)] = W_\beta(\ell) \frac{Z(S)}{2^\ell}.
\]

Then from Chernoff Bounds,

\[
\mathbb{P} \{ \Sigma_Z^\ell(S) < (1 + \epsilon)\mu \} \geq 1 - e^{-\frac{2\epsilon^2\mu^2}{\lambda S}}.
\]

Now, let \( S \subseteq U \) such that \(|U| = \lambda \). By definition of function \( \Sigma() \), we have \( \Sigma_Z^\ell(S) \leq \Sigma_Z^\ell(U) \), thus

\[
\mathbb{P} \{ \Sigma_Z^\ell(U) < W_\beta(\ell) \left( \frac{3 - \delta}{3} \right) \lambda \frac{1}{2^\ell} \} \geq 1 - e^{-\left( \frac{2\epsilon^2\mu^2}{\lambda S} \right)} \left( \frac{1}{2^\ell} \right).
\]
Thus, \( \Sigma_\mathcal{Z}^\ell(S) \leq \Sigma_\mathcal{Z}(U) < W_\beta(\ell)((3-\delta)\lambda/3)(1/2^\ell) \) with overwhelming probability. Therefore

\[
\Sigma_\mathcal{Z}^\ell(S) = \sum_{i=0}^{\ell-1} \Sigma_\mathcal{Z}(S) < (1 + e) \left( \sum_{i=0}^{\ell-1} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda,
\]

holds with overwhelming probability. \( \square \)

Theorem VIII.7 states that the proposed block weight assignment prevents the adversary from suppressing diamond blocks. The proof of the theorem is analogous to the proof of Theorem VI.5.

**Theorem VIII.7** (\( \ell \)-diamond blocks unsuppressibility. If \( \ell \)-diamond blocks are attached a weight \( W_\beta(\ell) \), then for any chain \( \mathcal{C} \) adopted by an honest party such that \( \mathcal{C} \) contains a \( \ell \)-diamond block, then with overwhelming probability, the adversary cannot replace \( \mathcal{C} \) by another chain \( \mathcal{C}' \) such that \(|\mathcal{C}| = |\mathcal{C}'| \) and \( \mathcal{C}' \) does not contain any \( \ell \)-diamond block.

**Proof.** Let us assume by contradiction that the adversary has replaced chain \( \mathcal{C} \) with chain \( \mathcal{C}' \) such that \( \mathcal{C}' \) does not contain any diamond blocks. From Lemma VIII.5, it must exist \( S \) such that \( \Sigma_Y(S) \leq \Sigma_Z^\ell(S) \). Let us consider two cases:

**Case I:** \( |S| \leq \lambda \).

From Lemma VIII.6, the maximum value \( \Sigma_Z^\ell(S) \) can take is

\[
(1 + e) \left( \sum_{i=0}^{\ell-1} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda
\]

for \( |S| \leq \lambda \). By definition, we have

\[
\Sigma_Y(S) \geq W_\beta(\ell) > (1 + e) \left( \sum_{i=0}^{\ell-1} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda.
\]

Hence, no such \( S \) exists.

**Case II:** \( |S| > \lambda \).

Consider the set of rounds \( S \setminus \{r\} \) where \( r \) is the round during which \( b_\ell \) is mined. We have

\[
\Sigma_Y(S \setminus \{r\}) = \Sigma_Y(S) - W_\beta(\ell),
\]

and by definition of \( W_\beta(\ell) \), we have

\[
\Sigma_Z^\ell(S \setminus \{r\}) \geq \Sigma_Z^\ell(S) - (1 + e) \left( \sum_{i=0}^{\ell-2} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda.
\]

Now, from case (c) of Lemma VI.1, we get

\[
\Sigma_Y(S \setminus \{r\}) \geq \Sigma_Z^\ell(S \setminus \{r\}) \quad (\text{since } |S| - 1 \geq \lambda)
\]

\[
\Sigma_Y(S) - W_\beta(\ell) \geq \Sigma_Z^\ell(S) - (1 + e) \left( \sum_{i=0}^{\ell-2} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda.
\]

Replacing \( W_\beta(\ell) \) by its value, we get

\[
\Sigma_Y(S) \geq \Sigma_Z^\ell(S) + (1 + e) \left( \sum_{i=0}^{\ell-2} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda
\]

\[
- (1 + e) \left( \sum_{i=0}^{\ell-2} \frac{W_\beta(i)}{2^i} \right) \left( 1 - \frac{\delta}{3} \right) f\lambda
\]

\[
\geq \Sigma_Z^\ell(S) + \frac{W_\beta(\ell-1)}{2^{\ell-1}}(1 + e)(1 - \frac{\delta}{3}) f\lambda.
\]

Thus, we cannot find a set \( S \) of rounds such that \( \Sigma_Y(S) < \Sigma_Z^\ell(S) \). This completes the proof of the theorem. \( \square \)

**B. Safety Property**

The common prefix property states that once a block \( b \) has been inserted more than \( k \) blocks deep into the blockchain, every honest blockchain will contain block \( b \) in its chain.

**Lemma VIII.8** (\( \ell \)-diamond block common-prefix). Assume \( t < (1/2 - \delta/4)N \) with \( \delta > 3(\epsilon + f) \) and a typical execution. Suppose that at round \( r \) of the typical execution an honest party receives two chains, \( \mathcal{C} \) and \( \mathcal{C}' \) where \( \mathcal{C}' \setminus (\mathcal{C} \cap \mathcal{C}') \) has at least \( k = \lambda f \) blocks at level \( \ell \geq \beta \), then \( \mathcal{C} \) has more \( \ell \)-diamond blocks than \( \mathcal{C}' \).

**Proof.** By Theorem VIII.7, if the honest blockchain \( \mathcal{C} \) contains a \( \ell \)-diamond block, the adversary cannot fork the \( \ell \)-diamond block with a chain \( \mathcal{C}' \) that does not contain a \( \ell \)-diamond block in a typical execution. Let us assume by contradiction that \( \mathcal{C}' \) has more \( \ell \)-diamond blocks than \( \mathcal{C} \). This implies that \( Y_t(S) > Z_t(S) \) for some set of rounds \( S \), which is not possible in a typical execution by Lemma VIII.3. This contradicts the assumption and completes the proof. \( \square \)

We can now devise the transaction acceptance rule as follows:

**Rule VIII.9** (Transaction Acceptance Rule). In Gems, one can safely accept a transaction once it has been validated by \( k \) \( \ell \)-diamond blocks, with \( k \geq \lambda f \).

Soundness of the transaction acceptance rule is given by Theorem VIII.10, whose proof appears in Appendix B.

**Theorem VIII.10.** Consider an arbitrary 1/2-bounded PPT adversary in a typical execution. Let \( \Pi \) be a proof generated by an honest party at round \( r \) using Algorithm 1 with chain \( \mathcal{C} \) as parameter. Let \( \Pi' \) be an arbitrary proof generated by the adversary at round \( r \). Let \( \Pi^* \) be the proof accepted by an honest party using Algorithm 2. Then \( |\Pi^* \setminus (\Pi^* \cap C) [-\ell] :| \geq |C \setminus (\Pi^* \cap C) [-\ell] :| \) with overwhelming probability.

**C. Liveness property**

The Liveness property states that it does not take more than \( u \) rounds to insert transactions of honest parties in the blockchain.

**Theorem VIII.11.** If all honest parties try to insert a transaction in a blockchain for \( u \) consecutive rounds, the transaction shall be accepted by any honest party by the end of the last round of the set of rounds \( u \) with probability at least \( 1 - e^{-\Omega(\beta u)} \).

**Proof.** The theorem can be easily proved using the Chain Growth Lemma from [7] which states that the longest chain will have at least \( (1 - e)f|S| \) blocks in \(|S| \) rounds and using Chernoff bounds to bound the probability of obtaining \( \ell \)-diamond blocks. Once a \( \ell \)-diamond block is mined in the \( u \) rounds, the transaction is accepted by every honest party since with a probability at least \( 1 - 2^{-\beta} \) either it is inserted in the \( \ell \)-diamond block itself or a block preceding the \( \ell \)-diamond block. Therefore, the probability of the transaction being accepted...
by all honest parties is at least \((1 - \left(\frac{1}{2^\beta}\right)^u)(1 - 2^{-\beta}) = 1 + \left(\frac{1}{2^\beta}\right)^u - 2^{-\beta} - \left(\frac{1}{2^\beta}\right)^u\). For decently large \(\beta\) (i.e., \(\beta \geq 10\)), \(2^{-\beta} \to 0\) and \(\left(\frac{1}{2^\beta}\right)^u \to 0\) as \(u\) increases and the desired probability \(\in 1 - e^{-\Omega(\beta u)}\).

IX. LIMITS OF BLOCKCHAIN COMPRESSON

We present a lower bound on the storage and communication complexity for any PoW-based blockchain protocol. Unlike the proofs presented in the previous sections, this proof is based on information theory and operates independently of the previously described communication and adversary model. Furthermore, to derive a result for any general PoW-based blockchain protocol, we consider generalised versions of blockchains, that is block-DAG, in which blocks are arranged in the form of a Directed Acyclic Graph (DAG). Let \(\mathcal{C}\) a block-DAG. \(\mathcal{C}\) is said to be valid if \(\forall b \in \mathcal{C}\), predecessors of \(b\) also lie in \(\mathcal{C}\) except for the genesis block that has no predecessors. Additionally, there is at least one Byzantine adversary in the system along with at least two honest parties. We provide the parties with the following abstract functionalities:

- **Topological Sort \(S(\mathcal{C})\).** The topological sort functionality takes in a valid block-DAG \(\mathcal{C}\) and returns a list \(L\) of blocks in \(\mathcal{C}\) such that \(\forall i \in [n], \mathcal{C} \setminus [L[1 : i]]\) is also a valid block-DAG, where \(n\) is the number of blocks in \(\mathcal{C}\).
- **PoPoW \(P(\mathcal{C})\).** The Proof-of-Work functionality takes in a valid block-DAG \(\mathcal{C}\) and returns a PoPoW \(P(\mathcal{C})\) such that \(P(\mathcal{C}) \neq P(\mathcal{C'})\) for all \(\mathcal{C'} \not\subseteq \mathcal{C}\).
- **Compress \(\mathcal{C}(\mathcal{C})\).** The Compress functionality takes in a block-DAG \(\mathcal{C}\) and returns an output of at most \(\ell\) bits.
- **Equivalent PoPoW \(U(\mathcal{C}(\mathcal{C}))\).** This functionality produces a PoPoW from a compressed block-DAG such that \(U(\mathcal{C}(\mathcal{C})) = P(\mathcal{C})\).

A. Communication Complexity

The communication complexity refers to the number of bits required to transmit a PoPoW to an uninitiated party. We start by showing a property of topological sort that claims that subsets of the block-DAG obtained by removing the blocks from the end can be nested like a Russian doll.

**Lemma IX.1.** \(\mathcal{C} \setminus [L[1 : i]] \subseteq \mathcal{C} \setminus [L[1 : j]] \forall j < i\)

**Proof.** \((\mathcal{C} \setminus [L[1 : j]]) \setminus (\mathcal{C} \setminus [L[1 : i]]) = [L[j : i]]\)

Based on this preliminary lemma, theorem IX.2 proves the lower bound on the communication complexity.

**Theorem IX.2.** The PoPoW \(P(\mathcal{C})\) must contain at least \([\log_2(n)]\) bits where \(n\) is the number of blocks in \(\mathcal{B}\).

**Proof.** Let us assume by contradiction that there exists a PoPoW \(P\) that produces an output of at most \(l\) bits, where \(l < [\log_2(n)]\). Consider an adversary that obtains an ordering of blocks \(L\) via the functionality \(S\) and produces \(n\) PoPoWs \(P_1, P_2, \ldots, P_n\) corresponding to \(\mathcal{C} \setminus [L[1 : i]] \forall i \in [n]\). From Lemma IX.1,

\[
(\mathcal{C} \setminus [L[1 : n]]) \subseteq (\mathcal{C} \setminus [L[1 : n - 1]]) \subseteq \ldots \subseteq (\mathcal{C} \setminus [L[1 : 1]])
\]

By definition, \(P_i \neq P_j \forall i \neq j\), therefore each PoPoW \(P_i\) needs to be mapped to a distinct sequence of \(l\) bits. However, there are only \(2^l\) \(\leq n\) sequences possible. Therefore, by the Pigeonhole Principle at least two \(P_i, P_j\) must be mapped to the same sequence of bits. A contradiction. Thus our assumption that there exists a PoPoW that produces an output of at most \(l\) bits, where \(l < [\log_2(n)]\) is incorrect.

B. Storage Complexity

The storage complexity refers to number of bits required to store a block-DAG \(\mathcal{C}\) such that a party can transmit a valid PoPoW \(P = P(\mathcal{C})\) to another party.

**Lemma IX.3.** For any two block-DAG \(\mathcal{C}_i\) and \(\mathcal{C}_j\) such that \(\mathcal{C}_i \not\subseteq \mathcal{C}_j\), then \(P(\mathcal{C}_i) \neq P(\mathcal{C}_j)\).

**Proof.** Let us assume by contradiction that there are two parties that maintain \(\mathcal{C}_i\) and \(\mathcal{C}_j\) such that \(\mathcal{C}_i \not\subseteq \mathcal{C}_j\) and \(P(\mathcal{C}_i) = P(\mathcal{C}_j)\). By definition of PoPoW,

\[
P(\mathcal{C}_i) = U(s) = U(s) = P(\mathcal{C}_j).
\]

We reach our contradiction, which completes the proof.

**Theorem IX.4.** A party that can transmit a valid PoPoW for a block-DAG \(\mathcal{C}\) must store at least \([\log_2(n)]\) bits where \(n\) is the number of blocks in \(\mathcal{C}\).

**Proof.** Let us assume by contradiction that the Compress functionality allows a party to store the block-DAG \(\mathcal{C}\) with solely \(\ell\) bits, with \(\ell < [\log_2(n)]\). Consider the list \(L\) produced with the topological sort functionality. From Lemma IX.1, \(\mathcal{C} \setminus [L[1 : n]] \subseteq \ldots \subseteq (\mathcal{C} \setminus [L[1 : 1]])\). From Lemma IX.3, we know that \(\forall \mathcal{C'} \subseteq \mathcal{C}, P(\mathcal{C'}) \neq P(\mathcal{C})\). There are at least \(n\) subsets of \(\mathcal{C}\) that must be mapped to a unique sequence of \(l\)-bits. However, there are only \(2^\ell\) \(< n\) sequences in the codomain of the compression functionality \(P\). By the Pigeonhole Principle, at least two subsets must be mapped to the same output. A contradiction that completes the proof.

X. DISCUSSION AND FUTURE WORK

Bünz et al. [5] present a bribing attack against superblocks used in NIPoPoWs in a model with the rational majority. We leave it to future work to determine an appropriate reward scheme to make the blockchain protocol incentive compatible. Superblock-based NIPoPoWs have only been shown to work in a setting with constant difficulty. We leave it to future work to propose a new design of NIPoPoWs that works in a setting with variable difficulty. The challenge is to properly handle decreasing difficulties as an adversary might propose a slightly more difficult adversarial proof than what should be the honest one. A possible defense might require to increase the footprint of the proof during such periods of decreasing difficulty. We forecast that new blockchains will adopt our construction, while existing ones, such as Bitcoin, can also benefit our construction to allow miners to operate in a blockchain protocol incentive compatible.
fork, i.e., an upgrade that does not require any modification to the consensus layer, but only a different interpretation of the data [20]. For instance, the interlink data structure could appear in the coinbase data of newly created blocks.

Finally, our $\lceil \log(n) \rceil$ lower bound on storage and communication complexities show that no optimal blockchain compression scheme has been discovered yet. We leave it for future work.
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APPENDIX A

LIST OF SYMBOLS USED IN THE PAPER

APPENDIX B

PROOF OF THEOREM VIII.10

Theorem VIII.10 Consider an arbitrary 1/2-bounded PPT adversary in a typical execution. Let $\Pi$ be a proof generated by an honest party at round $r$ using Algorithm 1 with chain $C$ as parameter. Let $\Pi'$ be an arbitrary proof generated by the
Table I: List of symbols used in the paper

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Number of parties in the system</td>
</tr>
<tr>
<td>t</td>
<td>Number of parties controlled by the adversary</td>
</tr>
<tr>
<td>T</td>
<td>Target for the hash value of a valid block</td>
</tr>
<tr>
<td>n</td>
<td>Total number of blocks appended in the execution of a blockchain protocol</td>
</tr>
<tr>
<td>k</td>
<td>Common prefix parameter</td>
</tr>
<tr>
<td>δ</td>
<td>Advantage of honest parties</td>
</tr>
<tr>
<td>a</td>
<td>Size of the application data in a blockchain</td>
</tr>
<tr>
<td>d</td>
<td>Size of the consensus data in a blockchain</td>
</tr>
<tr>
<td>ℓ</td>
<td>Level of a superblock</td>
</tr>
<tr>
<td>χ</td>
<td>Unstable portion of the blockchain</td>
</tr>
<tr>
<td>Π</td>
<td>NIPoPoW / Compressed Chain</td>
</tr>
<tr>
<td>f</td>
<td>Probability that at least one honest party succeeds in finding a PoW in one round</td>
</tr>
<tr>
<td>λ</td>
<td>Length of the smallest execution considered to be typical</td>
</tr>
<tr>
<td>m</td>
<td>Security parameter of the compression scheme</td>
</tr>
<tr>
<td>D</td>
<td>Set of superblocks in the compressed chain</td>
</tr>
<tr>
<td>W(·)</td>
<td>Weight assignment for blocks</td>
</tr>
<tr>
<td>β</td>
<td>Parameter associated with the weight assignment</td>
</tr>
<tr>
<td>Σ(·)</td>
<td>Returns the sum of weights of blocks</td>
</tr>
<tr>
<td>Y(S)</td>
<td>Random variable denoting the number of blocks appended by the honest parties in a set of rounds S</td>
</tr>
<tr>
<td>Z(S)</td>
<td>Random variable denoting the number of blocks obtained by the adversary in a set of rounds S</td>
</tr>
</tbody>
</table>

Proof. Let C′ = Π′. We need to show that either C′ will be the proof accepted by an honest party, or Π* is a proof extending the honest chain as mandated by the theorem statement. Let us consider first the case where the lowest level μ containing a common ℓ-diamond block at the same position of Algorithm 2 exists. Algorithm 2 determines the chain with the greater weight Σ and correctly accepts the corresponding proof. That is, Algorithm 2 will either choose Π* = Π or Π* = Π′. If Π* = Π′, the algorithm will choose the adversarial proof Π′ which contains an unstable portion χ′ that extends the honest chain’s unstable portion χ at level 0 (up to k blocks long) with a longer alternative. This is the only case in which Π′ can win but this may also occurs with the full Bitcoin blockchain. Note that, since D[μ−1] ∩ D[μ−1] = ∅ (by the minimality of μ), both superchains must have at least m blocks after their common block b. The diamond-block common-prefix Lemma implies that Π is accepted.

Next, consider the case where no such μ exists. Clearly, ℓ ≠ ℓ′ (otherwise D[ℓ] ∩ D[ℓ′] would contain the genesis block) and we need to argue that ℓ > ℓ′. Assume by contradiction that ℓ < ℓ′ and consider the statement of the diamond-block common-prefix Lemma. Together with ℓ < ℓ′, it implies that C′ has fewer than m ℓ-diamond blocks after the common block with C (since C has fewer ℓ-diamond blocks than C′ in total, it must also have fewer on its fork; and they must necessary share a common block, since both must begin with the genesis block). But then, both C and C′ have fewer than m ℓ-diamond blocks after their common block. Since D[ℓ] ∩ D[ℓ] = ∅ by assumption, this cannot be the case, which completes the proof of the lemma. □