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A SHARP UPPER BOUND FOR
SAMPLING NUMBERS IN L2

MATTHIEU DOLBEAULT1, DAVID KRIEG2,3, AND MARIO ULLRICH2

Abstract. For a class F of complex-valued functions on a set D,
we denote by gn(F ) its sampling numbers, i.e., the minimal worst-
case error on F , measured in L2, that can be achieved with a
recovery algorithm based on n function evaluations. We prove
that there is a universal constant c ∈ N such that, if F is the unit
ball of a separable reproducing kernel Hilbert space, then

gcn(F )2 ≤ 1

n

∑
k≥n

dk(F )2,

where dk(F ) are the Kolmogorov widths (or approximation num-
bers) of F in L2. We also obtain similar upper bounds for more
general classes F , including all compact subsets of the space of
continuous functions on a bounded domain D ⊂ Rd, and show
that these bounds are sharp by providing examples where the con-
verse inequality holds up to a constant. The results rely on the
solution to the Kadison-Singer problem, which we extend to the
subsampling of a sum of infinite rank-one matrices.

1. Introduction and main results

The general question of how well point-wise evaluations perform for
approximating a function, which is often called sampling recovery or
approximation using standard information, is a classical question in
theoretical and applied mathematics. A historical treatment and var-
ious basics may be found in the monographs [9, 10, 11, 49, 61] for
general approximation theory and in [41, 42, 43] for information-based
complexity. It is of particular interest to compare the power of func-
tion evaluations with the power of optimal linear measurements (which
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2 A SHARP UPPER BOUND FOR SAMPLING NUMBERS

could be Fourier coefficients or derivatives), since the latter are well un-
derstood in many cases and easier to handle from a theoretical point
of view, while the first are of larger practical relevance. The quest for
a systematic comparison has attracted much attention recently. We
will describe the history and related results below after presenting the
setting and the main results, see also Section 1.1.

The power of a given class of measurements is often expressed in
terms of the minimal error achievable with a given amount of such
information. Here, we consider L2-approximation in a worst-case set-
ting, so that these minimal errors correspond to sampling numbers and
Kolmogorov (or approximation) numbers, as we summarize below.

Let (D,A, µ) be a measure space and L2 := L2(D,A, µ) be the space
of square-integrable complex-valued functions on D. Let F be a set of
functions contained in L2. The Kolmogorov widths of F in L2 are
defined by

dk(F ) := inf
`1,...,`k : F→C
ϕ1,...,ϕk∈L2

sup
f∈F

∥∥∥f − k∑
i=1

`i(f)ϕi

∥∥∥
L2

.

This is the worst-case error of an optimal approximation within a linear
space of dimension k. It coincides with the kth approximation number
(or linear width) of F , which is the worst-case error of an optimal
linear algorithm that uses at most k linear functionals as information,
see Remark 5. On the other hand, the sampling numbers are given by

gn(F ) := inf
x1,...,xn∈D
ϕ1,...,ϕn∈L2

sup
f∈F

∥∥∥f − n∑
i=1

f(xi)ϕi

∥∥∥
L2

,

i.e., gn(F ) is the minimal worst-case error of linear algorithms based on
n function evaluations. Therefore, the task is to compare the numbers
dk(F ) and gn(F ).

It is clear that we have gn(F ) ≥ dn(F ). Here, we aim for an upper
bound of gn(F ) in terms of the numbers dk(F ). We first describe the
situation where F is the unit ball of a separable reproducing kernel
Hilbert space (RKHS). A priori, it is not clear whether such a bound
is even possible. And indeed, there can be no such bound in the case
that (dk(F )) /∈ `2. More precisely, it is shown in [13] that for any non-
negative and non-increasing sequence (σk) /∈ `2 and any sequence (τn)
tending to infinity, e.g. τn = log log n, there exists a RKHS with unit
ball F such that dk(F ) = σk for all k but lim supn→∞ τn · gn(F ) > 0.

The situation is completely different when (dk(F )) ∈ `2, which is
equivalent to assuming that the kernel K of the Hilbert space has finite
trace

(1)

∫
D

K(x, x) dµ(x) <∞,
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see, e.g., [37]. Under this assumption, first upper bounds on gn(F )
in terms of the numbers dk(F ) were obtained more than 20 years ago
in [59]. These upper bounds were later improved in [27, 30, 38]. On the
other hand, a lower bound from [17, Theorem 2] tells us how far these
improvements might go: for every non-negative and non-increasing
(σk) ∈ `2, there exists a separable RKHS with unit ball F such that
dk(F ) = σk for all k ∈ N and

(2) gbm/8c(F ) ≥
√

1

m

∑
k≥m

dk(F )2

for infinitely many values of m ∈ N. And indeed, it turns out that this
is already the worst possible scenario. The main result of this paper
is an upper bound, which matches the above lower bound (2) up to
a universal constant, and which is true for any separable reproducing
kernel Hilbert space.

Theorem 1. There is a universal constant c ∈ N such that the fol-
lowing holds. Let F be the unit ball of a separable RKHS on a set D
and let µ be a measure on D such that the finite trace assumption (1)
holds. Then, for all m ∈ N, we have

gcm(F ) ≤
√

1

m

∑
k≥m

dk(F )2.

This settles the question on the power of standard information com-
pared to general linear information for the problem of L2-approximation
on Hilbert spaces, and solves the open problems from [17, 27], Open
Problem 140 in [43], as well as Outstanding Open Problem 1.4 in [11]
for L2-approximation. The latter is discussed in Example 28, where we
consider tensor product spaces. We note that the case of Lp-approxi-
mation (p 6= 2) is widely open. A slightly stronger version of Theorem 1
and explicit constants are given in Theorem 23.

Let us add that, in principle, Theorem 1 does only imply the exis-
tence of (linear) sampling algorithms achieving the error bound. How-
ever, all upper bounds on gn(F ) will be obtained by a suitable (unreg-
ularized) least squares method, see Remark 7 and Section 5.

Theorem 1 is a direct continuation of the series of works initiated in
[27], in which the sampling numbers were bounded by

gbcm logmc(F ) ≤
√

1

m

∑
k≥m

dk(F )2,

see also [19, 55], and an improvement from [38], where the logarithmic
oversampling was removed in exchange for an additional factor

√
logm

on the right hand side.
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The ingredients for the proof are still the existence of good point
sets with O(m logm) points from [27], and a subsampling of O(m)
points based on the solution to the Kadison-Singer problem [34]. The
Kadison-Singer subsampling has already been applied for the related
problem of sampling discretization in [32] (see [20] for a survey) and
was subsequently introduced to the study of sampling numbers in
[38, 50]. In these papers, the subsampling was, roughly speaking, only
performed for a finite-dimensional sub-problem which resulted in the
excessive factor

√
logm in [38]. The new ingredient here is an infinite-

dimensional version of the subsampling theorem that might be of in-
dependent interest, see Proposition 17.

If we apply Theorem 1 and the lower bound from [17] to sequences
with polynomial decay, we obtain the following characterization.

Corollary 2. Let F be the unit ball of a separable RKHS with

(3) dn(F ) . n−α log−β n

for some α ≥ 1/2, β ∈ R and c > 0. Then

(4) gn(F ) .

{
n−α log−β n if α > 1/2,

n−α log−β+1/2 n if α = 1/2 and β > 1/2.

Moreover, there exist classes F such that these bounds are sharp.

Here, an . bn means that there is a constant c > 0 such that an ≤ cbn
for all but finitely many n ∈ N; later we will also use the symbols & and
� which are defined accordingly. It is clear from Theorem 1 that the
hidden constant in (4) is given by the product of the hidden constant
in (3) and a constant that only depends on α and β.

We now turn to general function classes F that are assumed to satisfy
the following assumption.

Assumption A. Let F be a class of complex-valued functions on a
set D and let µ be a measure on D. We say that F and µ satisfy
Assumption A, if there is a metric on F such that F is continuously
embedded into L2, separable, and function evaluation f 7→ f(x) is, for
each x ∈ D, continuous on F .

Note that Assumption A is satisfied, for example, if

• F is a separable subset of the space of bounded functions equipped
with the maximum distance and the measure µ is finite, or
• F is the unit ball of a separable normed space that is continu-

ously embedded in L2 and on which function evaluation at each
point is a continuous functional, or
• F is a countable set of square-integrable functions, equipped

with the discrete metric.
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In this setting, we prove the following bound.

Theorem 3. Let 0 < p < 2. There is a constant cp ∈ N, depending
only on p, such that for any F and µ that satisfy Assumption A and
all m ∈ N,

gcpm(F ) ≤
(

1

m

∑
k≥m

dk(F )p
)1/p

.

Theorem 3 is an improvement over [28], where again we removed
the excessive logarithmic factor. We will also show that the result is
not true for p = 2, see Example 30. However, we provide a variant of
Theorem 3 under the weaker condition

(
(log k)sdk(F )

)
∈ `2 for some

s > 1/2 in Section 6.2. This leads to the following corollary.

Corollary 4. Let F and µ satisfy Assumption A and

(5) dn(F ) . n−α log−β n

for some α > 0 and β ∈ R. Then

(6) gn(F ) .


n−α log−β n if α > 1/2,

n−α log−β+1 n if α = 1/2 and β > 1,

1 otherwise.

Moreover, there exist classes F such that these bounds are sharp.

Again, the hidden constant in (6) is given by the product of the
hidden constant in (5) and a constant that only depends on α and β.
The difference compared to unit balls of RKHSs is the case α = 1/2,
where we need β > 1 instead of β > 1/2 and lose a factor log n instead
of
√

log n, see Example 29. In addition, if (dk(F )) /∈ `2, then gn(F )
might be bounded below by a constant, opposite to the RKHS setting
where gn(F ) tends to zero as soon as dk(F ) does, see [13]. However,
for α > 1/2, the results for general classes are just as strong as before.

1.1. Remarks and related literature. We want to add several re-
marks on the history of the result and related topics.

Remark 5 (Equivalent widths). There are several quantities to mea-
sure the “width” of a set F . Although we work here with the Kol-
mogorov numbers dk(F ) as benchmark, let us add that these quantities
coincide in L2 with the approximation numbers of F , i.e.

dk(F ) = ak(F ) := inf
`1,...,`k : F→C linear

ϕ1,...,ϕk∈L2

sup
f∈F

∥∥∥f − k∑
i=1

`i(f)ϕi

∥∥∥
L2

,

as the infimum in the definition of dk(F ) for given ϕ1, . . . , ϕk is attained
by the L2-orthogonal projection onto their span, which is linear in any
case. The approximation numbers of a class represent the worst-case
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error of an optimal linear algorithm that uses at most k linear function-
als as information. If F is the unit ball of some Hilbert space H, then
the approximation numbers agree with the singular values of the iden-
tity Id: H → L2. In this case, the dk(F ) also coincide with the Gelfand
k-widths ck(F ), which represent the minimal worst-case error of (possi-
bly non-linear) algorithms based on k arbitrary linear functionals, see,
e.g., Chapter 4 in [41].

Remark 6 (Extreme classes F ). It is interesting to note that the lower
bound (2) from [17] is attained already for univariate Sobolev spaces of
periodic functions. By Theorem 1, this means that these basic classes
already represent the most difficult RKHSs for sampling recovery when
the numbers dk(F ) are fixed.

Remark 7 (Least squares methods). The upper bounds in Theorem 1
and 3 are proven for a weighted least squares algorithm using samples
from a set of cm points that is subsampled from a set of cm logm
i.i.d. random points, see Section 5. Depending on the function class F ,
the algorithm using the full set of random points may be constructive
but the subsampling is based on an existence result from [34] and is
therefore not constructive. It would be very interesting to make the
subsampling constructive, see Remark 21.

Remark 8 (Spline algorithm). Let F be the unit ball of a RKHS H.
If we fix the sampling points x1, ..., xn, it is known that the smallest
possible worst case error is achieved by the spline algorithm

Sn(f) := argmin
g∈H : g(xi)=f(xi)

‖g‖H ,

that is,

inf
ϕ1,...,ϕn∈L2

sup
f∈F

∥∥∥f − n∑
i=1

f(xi)ϕi

∥∥∥
L2

= sup
f∈F

∥∥∥f − Sn(f)
∥∥∥
L2

,

see e.g. [54, Theorem 5.1]. The function Sn(f) is also known as the
minimal norm interpolant and, by the famous representer theorem, can
be expressed as a linear combination of the kernel functions K(xi, ·),
see e.g. [57, Proposition 12.32]. Therefore, our upper bounds are true
not only for the least squares algorithm, but also for the kernel-based
approximation Sn(f). Both types of algorithms are common in the
context of learning, see e.g. the seminal paper [9].

Remark 9 (The power of i.i.d. sampling). It is remarkable that, up
to a logarithmic factor, the upper bound from Theorem 1 is achieved
with high probability for i.i.d. random sampling points, see [27, 55]. In
regard of the personal history of the authors DK and MU, Theorem 1
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is a byproduct of a series of work on the power of i.i.d. sampling for
approximation and integration problems that started in [14, 15] and
was also continued in [18, 23, 25, 26].

Remark 10 (Expected error). A different approach to L2-approxi-
mation is by using randomized algorithms and taking the worst case
expected error instead of a worst case deterministic error. The results
in this randomized setting are quite different; the error of optimal al-
gorithms does not depend on the tail of the sequence (dk(F )). We refer
to [7, 8, 21, 33, 43, 60].

Remark 11 (Upper bounds for infinite trace). We note that our
bounds make sense also if dk(F ) is infinite for small k, but they are
useless if the tail of (dk(F )) is not square-summable, which is the case,
e.g., if F is the unit ball of a RKHS with infinite trace, see (1).
An alternative approach is to bound the numbers gn(F ) by the Kol-
mogorov widths dk(F,L∞) in L∞: it is shown in [50] that there is a
universal constant c ∈ N such that gcm(F ) ≤ c dm(F,L∞) for probabil-
ity spaces (D,A, µ). Although this bound is sometimes weaker than
Theorem 3 (see Example 1 in [28]), it has the great advantage that it
may be applied in situations where the Kolmogorov widths in L2 are
not square-summable, see, e.g., [52, 53]. It would be very interesting
to see whether it is possible to unify the two approaches.

Remark 12 (Tractability). Assume now that a whole sequence of
classes Fd is given, where d could be the dimension of the underly-
ing domain. For some classes we know that the curse of dimensionality
is present, if only standard information (function values) is allowed,
while the problem is tractable for general linear information, see, e.g.,
[16, 44, 56]. However, since the constants from Theorems 1 and 3 are in-
dependent of the dimension, it is possible to transfer certain tractability
properties from linear information to standard information, see, e.g.,
[19, 24, 43].

Remark 13 (Separability of F ). Contrarily to the `2-summability of
the Kolmogorov widths, it should be possible to remove the separability
assumption on the class F , at least in Theorem 1, by adding a term
tr0(K)/m inside the square root in the right-hand side, as done in [37].

Remark 14 (Discretization of continuous frames). A related problem
is the question whether a continuous frame for a Hilbert space may be
sampled to obtain a frame, see [6] for details. This problem, which was
originally posed in the physics book [1], has only recently been solved
in [12], see also the survey [5]. Although seemingly independent, this
line of research uses remarkably similar methods. We leave it to future
research to better understand and expand the connections.
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1.2. Outline. The rest of the paper can be outlined as follows. Sec-
tions 2–5 form the proof of Theorem 1. In Section 2, we collect some
basics on the RKHS setting. In Section 3, we obtain our initial sample
of O(m logm) points based on a concentration inequality for infinite
matrices. The subsampling is performed in Section 4, which applies
the solution to the Kadison-Singer problem in a slightly original way,
leading to the core of the proof in Section 5. In Section 6, we prove our
results for general function classes by constructing a suitable RKHS,
on which a local version of Theorem 1 (Theorem 23) can be applied.
Finally, in Section 7, we present examples, applying our result to tensor
product problems and showing that our upper bounds are sharp.

Acknowledgement: The authors thank Albert Cohen, Daniel Free-
man, Aicke Hinrichs and Erich Novak for useful discussions and detailed
corrections. Moreover, DK and MU want to acknowledge that MD ob-
tained Theorem 1 on his own and presented it at the MASCOT-NUM
Workshop on “Optimal Sampling for Approximation” at the IHP in
Paris on March 10, 2022. The current work is the product of subse-
quent collaboration.

2. Hilbert space setting

We first consider the case where F is the unit ball of a separable
Hilbert space H with reproducing kernel K ∈ CD×D. We refer to [37]
and references therein for theoretical background on RKHSs.

Thanks to the finite trace assumption (1), we know that the identity
map Id: H → L2 is Hilbert-Schmidt, thus its left and right singular
vectors (bk)k∈I and (σkbk)k∈I are orthonormal families in L2 and H,
respectively. Here, we only list the singular vectors with respect to
the nonzero singular values σk > 0, and the index set is of the form
I = {k ∈ N0 : k < M} with M ∈ N∪{∞}. The singular vectors satisfy

〈f, bk〉L2 = 〈f, σ2
kbk〉H for all f ∈ H and k ∈ I.

We use the convention that N0 := {0, 1, 2, . . . } and the singular values
are arranged in a non-increasing order. In particular,

∑
k∈I σ

2
k <∞ and

the Kolmogorov width dm(F ) = σm is attained by the L2-orthogonal
projection Pm onto Vm = span{bk : k < m}. Moreover, the separability
of H ensures that the equality

K(x, y) =
∑
k∈I

σ2
k bk(x)bk(y)

holds for all x, y ∈ D0 with some set D0 ⊂ D satisfying µ(D \D0) = 0.
We therefore have the identity

(7) f(x) =
∑
k∈I

〈f, bk〉L2
bk(x) for all f ∈ H and x ∈ D0.
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Our sampling points will be contained in the set D0.

As a consequence of the following lemma, we only have to show the
validity of Theorem 1 for all 1 ≤ m < M .

Lemma 15. Let M = min{m ∈ N : dm(F ) = 0} < ∞. Then we have
gn(F ) = 0 for all n ≥M .

Proof. For x ∈ D0, we write b(x) = (b0(x), . . . , bM−1(x)). Then there
are points x0, . . . , xM−1 ∈ D0 such that every b(x) is contained in the
span of the vectors b(xi). We write b(x) =

∑
ϕi(x)b(xi) with coeffi-

cients ϕi(x) ∈ C. By (7), we have

f(x) =
∑
k<M

〈f, bk〉L2

∑
i<M

ϕi(x)bk(xi) =
∑
i<M

f(xi)ϕi(x),

for all x ∈ D0 and f ∈ H. Thus, the identity f =
∑
f(xi)ϕi holds

almost everywhere. Moreover, the functions b0, . . . , bM−1 restricted to
D0 form a basis of span{ϕi : i < M}, and thus ϕi ∈ L2. �

We fix an integer 1 ≤ m < M for the rest of the proof of Theorem 1.

3. Concentration inequality

As proposed in [27] and applied in [19, 28, 37, 38, 55], we define the
probability density

ρm(x) =
1

2

(
1

m

∑
k<m

|bk(x)|2 +

∑
k≥m σ

2
k |bk(x)|2∑

k≥m σ
2
k

)
.

and draw i.i.d. random points x1, . . . , xn ∈ D according to this density.
We define the M -dimensional vectors y1, . . . , yn by

(yi)k =

{
ρm(xi)

−1/2 bk(xi) if 0 ≤ k < m,
ρm(xi)

−1/2 γ−1m σk bk(xi) if m ≤ k < M,

where

γm := max

{
σm,

√
1

m

∑
k≥m

σ2
k

}
> 0.

Note that ρm(xi) > 0 almost surely. It follows from these definitions
that yi ∈ `2(I) with

‖yi‖22 = ρm(xi)
−1
(∑
k<m

|bk(xi)|2 + γ−2m
∑
k≥m

σ2
k |bk(xi)|2

)
≤ 2m,

and
E(yiy

∗
i ) = diag(1, . . . , 1, σ2

m/γ
2
m, σ

2
m+1/γ

2
m, . . . ) =: E,

with ‖E‖2→2 = 1 since σ2
k/γ

2
m ≤ 1 for k ≥ m. Here, diag(v) denotes

a diagonal matrix with diagonal v, and ‖ · ‖2→2 denotes the spectral
norm of a matrix.
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We apply the following concentration inequality for infinite matrices,
which was proved by Mendelson and Pajor in [35, Theorem 2.1]. We use
a version of this result from [37, Theorem 1.1] and [38, Theorem 5.3].

Lemma 16. Let n ≥ 3 and y1, . . . , yn be i.i.d. random sequences from
`2(I) satisfying ‖yi‖22 ≤ 2m almost surely and ‖E‖2→2 ≤ 1, with E =
E(yiy

∗
i ). Then, for 0 ≤ t ≤ 1,

P

(∥∥∥ 1

n

n∑
i=1

yiy
∗
i − E

∥∥∥
2→2

> t

)
≤ 23/4 n exp

(
− nt2

42m

)
.

For t = 1/2, this probability is less than 1/2 as soon as n
log(4n)

≥
168m. In the sequel we take

n = bC0m log(m+ 1)c,

with C0 large enough, so that the previous inequality holds true. (One
can take C0 = 104, for instance.) Thanks to Lemma 16, we know that
there exists a realization x1, . . . , xn ∈ D0 of the random sampling such
that the corresponding family y1, . . . , yn satisfies

(8)
∥∥∥ 1

n

n∑
i=1

yiy
∗
i − E

∥∥∥
2→2
≤ 1

2
.

We fix such a sequence for the rest of the proof of Theorem 1.

4. Subsampling of infinite vectors

We now want to apply the solution to the Kadison-Singer problem,
or specifically to Weaver’s conjecture, to the sum of rank-one matrices

1

n

n∑
i=1

yiy
∗
i ,

in order to find a subsampling of order m preserving the spectral prop-
erties of the sum. The original result comes from the celebrated paper
[34] by Marcus, Spielman and Srivastava, and has already been applied
numerous times in approximation theory, see for instance [7, 21, 27, 28,
37, 38, 40, 50]. However, the original subsampling strategy only works
for finite matrices. The main result of this section is the following
infinite-dimensional variant, that might be of independent interest.

Proposition 17. There are absolute constants c1 ≤ 43200, c2 ≥ 50,
c3 ≤ 21600, with the following properties. Let n,m ∈ N and y1, . . . , yn
be vectors from `2(N0) satisfying ‖yi‖22 ≤ 2m and

(9)

∥∥∥∥∥ 1

n

n∑
i=1

yiy
∗
i −

(
Im 0
0 Λ

)∥∥∥∥∥
2→2

≤ 1

2
,
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for some Hermitian matrix Λ with ‖Λ‖2→2 ≤ 1, where Im ∈ Cm×m

denotes the identity.
Then, there is a subset J ⊂ {1, . . . , n} with |J | ≤ c1m, such that(

1

m

∑
i∈J

yiy
∗
i

)
<m

≥ c2 Im and
1

m

∑
i∈J

yiy
∗
i ≤ c3 I,

where A<m := (Ak,l)k,l<m and A ≤ B denotes the Loewner order of
Hermitian matrices A and B.

The conclusion can be understood as an upper bound on the largest
eigenvalue of A =

∑
i∈J yiy

∗
i and a lower bound on the smallest eigen-

value of A<m. Note that the constants in Proposition 17, and hence
also the final sampling size, are independent of n, the original sampling
size. The rest of this section is devoted to the proof of this proposition.

4.1. Reduction to finite dimension. Let U0 be a matrix whose
columns form an orthonormal basis of

span {(yi)≥m : i = 1, . . . , n} ⊂ `2,

where (yi)≥m = ((yi)k)k≥m. Clearly, U0 has at most n columns. Then
we have that U∗0U0 is the identity matrix and in particular the spectral
norm of U0 and U∗0 equals one. We set

U =

(
Im 0
0 U0

)
,

which is a matrix that satisfies U∗U = Ip, where p ≤ m + n, and
therefore also U and U∗ have unit norm. We choose vectors zi ∈ Cp that
satisfy Uzi = yi for all i ≤ n. Such vectors exist since yi is contained in
the span of the columns of U . Then we also have zi = U∗Uzi = U∗yi.

Let E =

(
Im 0
0 Λ

)
be the matrix from Proposition 17. We define

Ê = U∗E U =

(
Im 0
0 E ′

)
where ‖E ′‖2→2 ≤ ‖E‖2→2 ≤ 1.

With the norm bounds on U and U∗, equation (9) gives∥∥∥ 1

n

n∑
i=1

ziz
∗
i − Ê

∥∥∥
2→2

=
∥∥∥U∗( 1

n

n∑
i=1

yiy
∗
i − E

)
U
∥∥∥
2→2
≤ 1

2
.

4.2. Approximating the identity. In addition to finite dimension,
the result from [34] requires the matrix 1

n

∑n
i=1 ziz

∗
i to be close to the

identity in spectral norm, and this is not ensured here. To mitigate
this defect, we artificially add rank-one matrices ziz

∗
i ∈ Cp×p for i =

n+ 1, . . . , q in the following way.



12 A SHARP UPPER BOUND FOR SAMPLING NUMBERS

As Ip − Ê is positive semi-definite, we can decompose it as a sum of
rank-one matrices

Ip − Ê =

(
0 0
0 Ip−m − E ′

)
=

p−m∑
j=1

tjt
∗
j ,

where tj ∈ Cp. We now choose

zi =

√
n

nj(i)
tj(i), nj =

⌈ n

2m
‖tj‖22

⌉
,

with j(i) ∈ {1, . . . , p − m} such that {zi, i = n + 1, . . . , q} contains

exactly nj copies of each
√
n/nj tj. In this way, for i > n, the first m

entries of zi are zero since this is true for the tj,

‖zi‖22 ≤
n

nj(i)
‖tj(i)‖22 ≤ 2m,

and ∥∥∥ 1

n

q∑
i=1

ziz
∗
i − Ip

∥∥∥
2→2

=
∥∥∥ 1

n

n∑
i=1

ziz
∗
i +

p−m∑
j=1

tjt
∗
j − Ip

∥∥∥
2→2

=
∥∥∥ 1

n

n∑
i=1

ziz
∗
i − Ê

∥∥∥
2→2
≤ 1

2
.

Remark 18. As ‖tj‖22 ≤ ‖Ip − Ê‖2→2 ≤ 1, we count

q = n+

p−m∑
j=1

nj ≤ n+

p−m∑
j=1

(
1 +

n

2m

)
≤ n+ (p−m)

n

m
=
np

m
.

Conversely, taking traces in Cp×p, we find

p

2
= Tr

(
1

2
Ip

)
≤ Tr

(
1

n

q∑
i=1

ziz
∗
i

)
=

1

n

q∑
i=1

‖zi‖22 ≤
2mq

n
.

So, we obtain n/m ≥ q/p ≥ n/4m. Recall that, given m the dimension
of the approximation space Vm, we took n = O(m logm) initial sample
points, and vectors zi of size p = O(m logm). Hence, the number of
such vectors is q = O(m log2m). Surprisingly, we do not use estimates
on p and q in the rest of the argument.

Remark 19. In fact, we did not need an exponential speed of conver-
gence in the concentration inequality. The reduction of the sample size
to O(m) points works for any initial set of sampling points satisfying
(8). If the cardinality of the initial sample is n = m`(m), where `(m) is
any positive function of m, we get p = O(m`(m)) and q = O(m`(m)2).
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4.3. Reduction of the sample size. We can now use the Kadison-
Singer solution from [34] in an iterated way, as proposed in Lemma 3 of
[40], and later used in [7, 27, 28, 32, 37, 38, 50]. The following lemma
is obtained from Corollary B and Lemma 1 in [40].

Lemma 20. Let z1, . . . , zq ∈ Cp with ‖zi‖22 ≤ δ and

αIp ≤
q∑
i=1

ziz
∗
i ≤ βIp

for some β ≥ α > 100 δ > 0. Then there is a partition of {1, . . . , q}
into sets J1, . . . , Jt such that, for all s ≤ t, we have

25 δIp ≤
∑
i∈Js

ziz
∗
i ≤ 3600

β

α
δIp.

Proof. Since the matrix M =
∑q

i=1 ziz
∗
i is positive, we may define

z̃i = M−1/2zi. Then we have
∑q

i=1 z̃iz̃
∗
i = Ip and ‖z̃i‖22 ≤ δ/α =: δ′ <

1/100. By Corollary B and Lemma 1 in [40], noting that the constant
C from Lemma 1 is at most 36, we get a partition of {1, . . . , q} into
sets J1, . . . , Jt such that, for all s ≤ t, we have

25 δ′ Ip ≤
∑
i∈Js

z̃iz̃
∗
i ≤ 3600 δ′ Ip.

Now, using ∑
i∈Js

ziz
∗
i = M1/2

∑
i∈Js

z̃iz̃
∗
i M

1/2,

we get the statement. �

Note that one could obtain better constants by adapting the proof
of Theorem 2.3 from [38]. In our case, we have δ = 2m, α = n/2 and
β = 3n/2. The relation α > 100 δ is satisfied. We thus obtain

50mIp ≤
∑
i∈Js

ziz
∗
i ≤ 21600mIp.

for every Js from the partition. Moreover, the inequality

n

2
Ip ≤

q∑
i=1

ziz
∗
i =

t∑
s=1

∑
i∈Js

ziz
∗
i ≤ 21600 tmIp

implies that one of the sets J ′ = Js from the partition must satisfy

|J ′ ∩ {1, . . . , n}| ≤ n

t
≤ 43200m.

After applying Lemma 20 and removing the indices from J ′ ∩ {n +
1, . . . , q} corresponding to artificially added vectors, we are left with a
set J := J ′ ∩ {1, . . . , n} of cardinality

|J | ≤ 43200m.
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It remains to show that the artificial vectors do not interfere with
our desired properties. For this, recall that (zi)k = (yi)k for k < m and
i ≤ n, whereas the first m entries of zi ∈ Cp are zero for i > n. Hence,(∑

i∈J

yiy
∗
i

)
<m

=

(∑
i∈J ′

ziz
∗
i

)
<m

≥ 50mIm,

where we use a simple linear algebra fact on self-adjoint matrices A:

λmin(A<m) = inf
z∈Cp, ‖z‖2=1
zk=0 for k≥m

z∗Az ≥ inf
z∈Cp, ‖z‖2=1

z∗Az = λmin(A).

Similarly, and using positive definiteness, we have∑
i∈J

ziz
∗
i ≤

∑
i∈J ′

ziz
∗
i ≤ 21600mIp.

With the orthogonal transformation U from Section 4.1, we get∥∥∥∑
i∈J

yiy
∗
i

∥∥∥
2→2

=
∥∥∥U (∑

i∈J

ziz
∗
i

)
U∗
∥∥∥
2→2
≤
∥∥∥∑
i∈J

ziz
∗
i

∥∥∥
2→2
≤ 21600m.

This proves Proposition 17.
�

Remark 21. It would be an interesting improvement to use the result
of Batson, Spielman and Srivastava, see [3], instead of [34] for the
subsampling. This earlier paper is applied to approximation theory
in e.g. [32, 39, 51] and more recently in [4]. It presents a slightly
less powerful method, requiring additional weights, but comes with
an almost linear algorithmic complexity, see [31], and much smaller
constants, which could make the bound presented here sharp also in
terms of numerical values.

Remark 22. We recently learned that it might be possible to use
results from [12], which work directly in an infinite-dimensional setting,
to save the reduction to a finite dimension in Section 4.1. However, as
the core of our method is [34], we decided to keep our more direct
deduction.

5. Proof of the main theorem

We now have all the tools for proving Theorem 1.

To obtain our sampling points, we combine (8) for our initial vectors
yi ∈ `2(I) with Proposition 17. Clearly, Proposition 17 stays true if
we replace N0 by the possibly finite index set I. We obtain points
x1, . . . , xn ∈ D0 with n ≤ 43200m such that the vectors

(yi)k =

{
ρm(xi)

−1/2 bk(xi) if 0 ≤ k < m,
ρm(xi)

−1/2 γ−1m σk bk(xi) if m ≤ k < M,
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satisfy (
n∑
i=1

yiy
∗
i

)
<m

≥ 50mI,

and (
n∑
i=1

yiy
∗
i

)
≥m

≤ 21600mI,

where we use the notation A≥m = (Ak,l)k,l≥m for a matrix A.

As in earlier papers, we use the weighted least squares estimator

An(f) := argmin
g∈Vm

n∑
i=1

|g(xi)− f(xi)|2

ρm(xi)

with Vm and ρm as defined in Sections 2 and 3, respectively, see [27].
This algorithm may be written as

An(f) =
m∑
k=1

(G+Nf)k bk

where N : F → Cn with N(f) :=
(
ρm(xi)

−1/2f(xi)
)
i≤n is the infor-

mation mapping and G+ ∈ Cm×n is the Moore-Penrose inverse of the
matrix

G :=
(
ρm(xi)

−1/2 bk(xi)
)
i≤n, k≤m ∈ Cn×m.

Since we have the identity G∗G = (
∑n

i=1 yiy
∗
i )<m, the matrix G has

full rank and the spectral norm of G+ is bounded by (50m)−1/2. In
particular, the argmin in the definition of An is uniquely defined and
An satisfies An(f) = f for all f ∈ Vm.
Denoting with Qm the L2-orthogonal projection onto span{bk : k ≥ m},
we obtain for any f ∈ H that

‖f − An(f)‖2L2
= ‖f − Pmf‖2L2

+ ‖Pmf − An(f)‖2L2

= ‖Qmf‖2L2
+ ‖An(f − Pmf)‖2L2

= ‖Qmf‖2L2
+
∥∥G+N(f − Pmf)

∥∥2
`n2

≤ σ2
m ‖Qmf‖2H +

∥∥G+
∥∥2
2→2
· ‖N(f − Pmf)‖2`m2 .

By (7) we have N(f − Pmf) = Φξf , where

Φ =
(
ρm(xi)

−1/2σk bk(xi)
)
i≤n, k≥m and ξf = (〈f, σk bk〉H)k≥m.

The matrix Φ satisfies

Φ∗Φ = γ2m

(
n∑
i=1

yiy
∗
i

)
≥m

and therefore its spectral norm is bounded by (21600mγ2m)
1/2

. Thus,

‖N(f − Pmf)‖2`m2 ≤ 21600mγ2m‖ξf‖22 = 21600mγ2m ‖Qmf‖2H .
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In summary, we obtain for all 1 ≤ m < M the bound

(10) ‖f − An(f)‖2L2
≤ 433 max

{
σ2
m,

1

m

∑
k≥m

σ2
k

}
‖Qmf‖2H .

for all f ∈ H and some n ≤ 43200m. Taking the supremum over f ∈ F
and using that

max

{
σ2
m,

1

m

∑
k≥m

σ2
k

}
≤ 2

m

∑
k≥dm/2e

σ2
k,

we obtain

g43200m(F )2 ≤ 866

m

∑
k≥dm/2e

σ2
k.

This finishes the proof of Theorem 1 with c = 43200 · 866.
�

In fact, equation (10) provides a local upper bound which is some-
times superior to Theorem 1. We therefore state it separately.

Theorem 23. Let F be the unit ball of a separable RKHS H on a set
D and let µ be a measure on D such that the finite trace assumption (1)
is satisfied. For m ∈ N, let Pm be the orthogonal projection onto the
span Vm of the singular vectors corresponding to the m largest singular
values of the embedding of H into L2. Then there exist x1, . . . , xn ∈ D
and ϕ1, . . . , ϕn ∈ Vm, where n ≤ 43200m, such that, for all f ∈ H,∥∥∥f− n∑

i=1

f(xi)ϕi

∥∥∥2
L2

≤ 433 max

{
dm(F )2,

1

m

∑
k≥m

dk(F )2
}∥∥f−Pmf∥∥2H .

Remark 24. For the purpose of Theorem 1 it was enough to bound
‖f − Pmf‖H ≤ ‖f‖H . However, Theorem 23 will be of advantage
later for the study of general classes since it is able to see additional
decay of the Fourier coefficients 〈f, bk〉L2 compared to the decay implied
by f ∈ H. Note that faster decay of the Fourier coefficients often
corresponds to higher smoothness of the function. In a certain sense,
this means that the algorithm is universal. The error has the optimal
rate of decay for any smoothness higher than the smoothness of H.

Remark 25. The condition on the point sets can also be given by
finite matrices that are related to the kernel K of the Hilbert space.
For this, let us define Km(x, y) :=

∑
k<m bk(x)bk(y), and Rm(x, y) :=∑

k≥m σ
2
k bk(x)bk(y). The non-zero singular values of GG∗ are the same

as those of G∗G, and the non-zero singular values of ΦΦ∗ are the same
as those of Φ∗Φ, where G and Φ are from above. Hence, the algorithm
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An based on points x1, . . . , xn satisfies the error bound above (up to a
constant) if

cm ≤ λm (GG∗) = λm

( Km(xi, xj)√
ρm(xi)ρm(xj)

)n

i,j=1


and (

Rm(xi, xj)√
ρm(xi)ρm(xj)

)n

i,j=1

= ΦΦ∗ ≤ C mγ2m I

for some constants c, C > 0, where λm denotes the mth eigenvalue. It
would be interesting to find a property that only involves the kernel
K directly (instead of the truncated kernels above), or to verify that
a similar property characterizes good point sets, in a way similar to
Proposition 1 of [16] for integration.

5.1. Proof of Corollary 2. For the given bounds on the sampling
numbers for sequences of polynomial decay, we only need to note that

1

n

∑
k≥n

k−a log−b k .

{
n−a log−b n if a > 1, b ∈ R,
n−a log−b+1 n if a = 1, b > 1.

Hence, Corollary 2 immediately follows from Theorem 1, and the exis-
tence of F where the bounds are attained comes from (2), see [17].

�

6. General function classes

We now prove all results related to general function classes.

6.1. Proof of Theorem 3. We will make use of the following obser-
vation from [28, Lemma 3]. We copy its proof for completeness.

Lemma 26. Let F ⊂ L2 and let L2 be infinite-dimensional. There
is an orthonormal system (bk)k∈N0 in L2 such that for all m ≥ 1, the
orthogonal projection Pm onto Vm = span{bk : k < m} satisfies

(11) sup
f∈F
‖f − Pmf‖L2 ≤ 2 dbm/4c(F ).

Proof. Clearly it is enough to find an increasing sequence of subspaces
of L2,

U1 ⊆ U2 ⊆ U3 ⊆ . . . , dim(Um) ≤ m,

such that the projection Pm onto Um satisfies (11). By the definition
of dk(F ), k ∈ N0, there is a subspace Wk ⊂ L2 of dimension k and a
mapping Tk : F → Wk such that

sup
f∈F
‖f − Tkf‖L2 ≤ 2 dk(F ).
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This is also true if dk(F ) = 0. We let Um be the space that is spanned
by the union of the spaces W2` over all ` ∈ N0 such that 2` ≤ m/2. Note
that Um contains a subspace Wk with k ≥ bm/4c. Therefore, Pmf is at
least as close to f as Tkf for some k ≥ bm/4c, which implies (11). �

We now turn to the proof of Theorem 3. The basic idea is to con-
struct a suitable reproducing kernel Hilbert space H that contains a
dense subset of F and apply Theorem 23 to this Hilbert space. It will
be important to use the local bound from Theorem 23 instead of the
global bound from Theorem 1.

Proof of Theorem 3. Without loss of generality, we assume that L2 is
infinite-dimensional. Moreover, we assume that dk(F ) is finite for k ≥
k0 and that (dk(F ))k≥k0 ∈ `p. Otherwise, the statement is trivial.

By Lemma 26, there is an orthonormal system (bk)k∈N0 such that
(11) is satisfied for all m ∈ N. We will consider bk as a function, where
we fix an arbitrary representer from the equivalence class in L2. We
call

f̂(k) := 〈f, bk〉L2

the kth Fourier coefficient of f . Moreover, we fix a countable dense
subset F0 of F and set σk = max{1, k}−α for all k ∈ N0 and some
α ∈ (1/2, 1/p). Then we have (σk) ∈ `2.

We now want to define a RKHS on a set D0 ⊂ D, with µ(D\D0) = 0,
which admits the orthonormal basis (σkbk) and contains the set F0.
Such a Hilbert space will have the reproducing kernel

K(x, y) =
∑
k∈N0

σ2
kbk(x)bk(y).

To find a suitable set D0, we first note that

(12)

∫
D

K(x, x) dµ(x) =
∑
k∈N0

σ2
k <∞

and thus K(x, x) is finite for all x ∈ D \ E with a null set E ⊂ D.
Moreover, for all f ∈ F0, we have∑

k≥1

k |f̂(k)|2 =
∑
n≥0

∑
k>n

|f̂(k)|2 =
∑
n≥0

‖f − Pnf‖2L2
<∞,

where we use (11) and the assumptions on F . The Rademacher-
Menchov Theorem, see e.g. [45], now implies that the Fourier series
of f at x converges to f(x) for all x ∈ D \ Ef with a null set Ef ⊂ D.
We put D0 := D \ E0, where E0 := E ∪

⋃
f∈F0

Ef is a null set. Then
for all x ∈ D0 and f ∈ F0, we have

K(x, x) <∞ and f(x) =
∑
k∈N0

f̂(k) bk(x).
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We now define the space H as the set of all square-integrable func-
tions f : D0 → C which are point-wise represented by their Fourier
series

∑
k f̂(k) bk and which satisfy

‖f‖2H :=
∑
k∈N0

|f̂(k)|2

σ2
k

<∞.

Then H is a separable reproducing kernel Hilbert space on D0 since

|f(x)|2 ≤ K(x, x)‖f‖2H for all x ∈ D0 and f ∈ H,

and (σkbk)k∈N0 is an orthonormal basis of H. The reproducing kernel
is K, which has finite trace from (12).

We now show that F0 (with functions restricted to D0) is a subset
of H. Recall that any f ∈ F0 is point-wise represented by its Fourier
series. Moreover, note that the Kolmogorov widths of F0 and F are
the same. We use

d2m(F ) =
(
d2m(F )p

)1/p ≤ ( 1

m

∑
k≥m

dk(F )p
)1/p

and obtain for any m ∈ 8N and f ∈ F0 that

‖f − Pmf‖2H =
∑
k≥m

k2α |f̂(k)|2 ≤
∑
`∈N0

(
m2`+1

)2α m2`+1−1∑
k=m2`

|f̂(k)|2

≤ 4
∑
`∈N0

(
m2`+1

)2α
dm2`−2(F )2

≤ 4
∑
`∈N0

(
m2`+1

)2α( 1

m2`−3

∑
k≥m2`−3

dk(F )p
)2/p

≤ 22+2α+6/pm2α−2/p
∑
`∈N0

2(2α−2/p)`
( ∑
k≥m/8

dk(F )p
)2/p

.

The last expression is finite for m ≥ 8k0, since 2α − 2/p < 0. This
implies that f ∈ H and

(13) ‖f − Pmf‖H ≤ C mα

(
1

m

∑
k≥m/8

dk(F )p
)1/p

,

where C > 0 only depends on p ∈ (0, 2) and α ∈ (1
2
, 1
p
).

We now apply Theorem 23 to the newly constructed Hilbert space
H to find n ≤ 43200m and a linear algorithm An of the form

An(f) =
n∑
i=1

f(xi)gi, xi ∈ D0, gi ∈ L2,
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such that

(14) ‖f − Anf‖2L2(D0,µ)
≤ 433 max

{
σ2
m,

1

m

∑
k≥m

σ2
k

}
‖f − Pmf‖2H

for all f ∈ H and thus, for all f ∈ F0. Clearly, in the last inequality,
D0 can be replaced with D. If we now insert the estimate (13) and the
estimate

(15) max

{
σ2
m,

1

m

∑
k≥m

σ2
k

}
. m−2α,

into (14), we obtain that

‖f − Anf‖2L2
≤
(
c̃p
m

∑
k≥m/8

dk(F )p
)2/p

for all f ∈ F0 and some c̃p > 0 that only depends on p. Since F0 is
dense in F and both id : F → L2 and An : F → L2 are continuous, the
last bound is true for all f ∈ F . This finishes the proof of Theorem 3
with cp = 43200 max(c̃p, 8).

�

6.2. The boundary case. We provide a variant of Theorem 3 under
a weaker condition than (dk(F )) ∈ `p for p < 2. In fact, we show
that the condition

(
(log k)sdk(F )

)
∈ `2 for some s > 1/2 is enough for

a comparison of the sampling and the Kolmogorov widths, while the
same assumption for s = 1/2 is not enough, see Example 30.

Theorem 27. Let s > 1/2. There is a universal constant c ∈ N and a
constant cs > 0, depending only on s, such that for every F and µ that
satisfy Assumption A and all m ≥ 2,

gcm(F )2 ≤ csm
−1 log−2s+1m

∑
k≥m

dk(F )2 · log2s k.

Proof. The proof follows the same lines as the proof of Theorem 3.
The only difference is that we now choose σk = k−1/2 log−s k for k ≥ 2.
Then, inequality (13) becomes

‖f − Pmf‖2H =
∑
k≥m

|f̂(k)|2k log2s(k) ≤
∑
k≥m

|f̂(k)|2
∑

m≤r≤2k

log2s(r)

≤
∑
r≥m

log2s(r)
∑
k≥r/2

|f̂(k)|2 ≤ 4
∑
r≥m

log2s(r) dbr/8c(F )2

≤ 32
∑

k≥bm/8c

log2s(8k + 7) dk(F )2.



A SHARP UPPER BOUND FOR SAMPLING NUMBERS 21

Likewise, inequality (15) becomes

max

{
σ2
m,

1

m

∑
k≥m

σ2
k

}
. m−1 log−2s+1m

and the stated inequality is obtained. �

6.3. Proof of Corollary 4. Using the same bound as in the proof of
Corollary 2, the case α > 1/2 immediately follows from Theorem 3 if
we choose 1/α < p < 2, and the case α = 1/2, β > 1 from Theorem 27
if we choose 1/2 < s < β − 1/2.

All bounds are attained with the same classes F as in Corollary 2
for the first case, and with the constructions from the next section for
the two other cases.

�

7. Examples

We first apply Theorem 1 to tensor product spaces.

Example 28. Let H be a RKHS on D that is compactly embedded
into L2 and let F be its unit ball. We consider L2-approximation on
the unit ball Fd of the d-fold tensor product Hd of H, which is a RKHS
on the domain Dd. We assume that gn(F ) . n−α for some α > 0. The
famous Smolyak algorithm, see [47], gives the estimate

(16) gn(Fd) . n−α log(α+1)(d−1) n.

An example of such tensor product spaces are the spaces of dominating
mixed smoothness α > 1/2, see [11]. For these spaces, it is known that
the error bound (16) for the Smolyak algorithm can be improved [46];
the exponent of the logarithm can be reduced to (α+1/2)(d−1). With
Corollary 2 and known results on the approximation numbers of tensor
product operators, see [2, 36], we now obtain

(17) gn(Fd) . n−α logα(d−1) n if α > 1/2.

This bound is asymptotically optimal for the spaces of mixed smooth-
ness, see [48, Theorem 1] or [49, Theorem 6.4.3]. More generally, it

is known that dn(F ) � n−α implies dn(Fd) � n−α logα(d−1) n (see e.g.
[22]) and therefore the asymptotic bound (17) is optimal whenever the
approximation numbers in the univariate case are of order n−α. Let
us note, however, that also preasymptotic estimates on the sampling
numbers (say, for n < dd) are of interest, especially if the dimension d
is high, see [22, 29, 58].

�
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We now present two examples that show that our upper bounds
cannot be improved without further assumptions on the class F .

First, we show that the worst possible behavior of the sampling
numbers in the case dn(F ) . n−1/2 log−β n with β > 1 is indeed
n−1/2 log−β+1 n.

Example 29. For ` ∈ N0 and k ∈ {1, . . . , 2`} define the interval I`,k =
[(k − 1)2−`, k2−`) and denote with χ`,k the indicator function of I`,k.
Let β > 1. We set

Cβ :=

{
c := (c`,k)`∈N0, 1≤k≤2`

∣∣∣ 2`∑
k=1

|c`,k|2 ≤ (`+ 1)−2β for all ` ∈ N0

}
and consider the class

Fβ :=

{
fc :=

∑
`∈N0

2`∑
k=1

c`,kχ`,k

∣∣∣ c ∈ Cβ}.
Note that the series fc converge uniformly, since the inner sum is
bounded by (`+1)−β. If Fβ is equipped with the maximum distance on
[0, 1), it is a separable metric space, function evaluation is continuous,
and the embedding in L2([0, 1)) is continuous.

For every L ∈ N0, the span VL of the functions χ`,k with ` ≤ L has
dimension 2L. If PL is the L2-orthogonal projection onto VL, we have
for all c ∈ Cβ that

∥∥fc − PLfc∥∥2 ≤ ∥∥∥ ∑
(`,k) : `>L

c`,kχ`,k

∥∥∥
2
≤
∑
`>L

∥∥∥ 2`∑
k=1

c`,kχ`,k

∥∥∥
2

=
∑
`>L

( 2`∑
k=1

c2`,k‖χ`,k‖22
)1/2

≤
∑
`>L

2−`/2(`+ 1)−β . 2−L/2L−β,

and thus
d2L(Fβ) . 2−L/2L−β,

or equivalently
dn(Fβ) . n−1/2 log−β n.

We now show a lower bound for the sampling numbers. Let x1, . . . , xn ∈
[0, 1). For all ` ∈ N0, we let J` be the set of indices 1 ≤ k ≤ 2` such
that I`,k contains at least one of these points. Clearly, the cardinality
of J` is at most n. We choose L ∈ N0 of order log n and define

fL :=
∑
`>L

|J`|−1/2(`+ 1)−β
∑
k∈J`

χ`,k.

This function is contained in Fβ and for all i ≤ n, we have

h := fL(xi) =
∑
`>L

|J`|−1/2(`+ 1)−β & n−1/2 log−β+1 n,
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where h is independent of i. On the other hand, as shown by our
previous calculation,∣∣∣ ∫ 1

0

fL(x) dx
∣∣∣ ≤ ∥∥fL∥∥2 . 2−L/2L−β . n−1/2 log−β n.

Thus, if we set f = h− fL, the function is contained in Fβ, vanishes at
all points x1, . . . , xn, and satisfies

‖f‖2 ≥
∫ 1

0

f(x) dx ≥ h−
∣∣∣ ∫ 1

0

fL(x) dx
∣∣∣ & n−1/2 log−β+1 n.

This shows gn(Fβ) & n−1/2 log−β+1 n.
�

The next example shows that, in the case dn(F ) . n−1/2 log−β n with
β ≤ 1, no general statement on the sampling numbers is possible.

Example 30. Similar to Example 29, we define

C :=

{
c
∣∣∣ 2`∑
k=1

|c`,k|2 ≤ (`+ 1)−2 log(`+ e)−2 for all ` ∈ N0

}
and consider the class

F :=

{
fc :=

∑
`∈N0

2`∑
k=1

c`,kχ`,k

∣∣∣ c ∈ C, c finite

}
.

The finiteness of the sequences ensures that F , equipped with the max-
imum distance, is still a separable metric space, where function evalu-
ation is continuous, and the embedding in L2([0, 1)) is continuous. As
above, we obtain

dn(F ) . n−1/2(log n)−1(log log n)−1.

In particular, we have (dn(F ) log1/2 n) ∈ `2. On the other hand, given
x1, . . . , xn and ε > 0, we choose L ∈ N0 with∑

`>L

2−`/2(`+ 1)−1(log(`+ e))−1 ≤ ε,

define the sets J` as above, and choose N ∈ N0 such that

h :=
N∑

`=L+1

|J`|−1/2(`+ 1)−1(log(`+ e))−1 ≥ 1.

The function

fL :=
1

h

N∑
`=L+1

|J`|−1/2(`+ 1)−1(log(`+ e))−1
∑
k∈J`

χ`,k,
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is contained in F , its integral is at most ε, and it satisfies fL(xi) = 1
for all i ≤ n. Then f = 1− fL is contained in F , vanishes at all points
x1, . . . , xn, and satisfies

‖f‖2 ≥
∫ 1

0

f(x) dx ≥ 1−
∣∣∣ ∫ 1

0

fL(x) dx
∣∣∣ ≥ 1− ε.

This shows gn(F ) ≥ 1 for all n ∈ N0.
�

We note that the lower bounds in Example 29 and 30 already hold
for the easier problem of numerical integration on Fβ. Thus, the up-
per bounds from Corollary 4 are also sharp for the minimal error of
quadrature rules on probability spaces.
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