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Abstract—The Polynomial Modular Number System (PMNS)
and the Residue Number System (RNS) are integer number
systems which aim to speed up modular arithmetic. Their
parallel properties make them suitable for the implementation
of cryptographic applications on modern processors with SIMD
instructions. In this work, we will show the implementation
choices made for the modular multiplication in both systems
and compare their implementation performances for several sizes
of moduli. We target the Intel 64-bit sequential instruction set
and the Intel AVX-512 vector instruction set. This instruction set
allows significant speed-ups up to 1 621 bit size moduli, while the
vectorized PMNS implementation is up to 2.5 times faster than
the vectorized RNS, though the vectorized RNS becomes slightly
better for 3 251 bits, due to the difficulty to find a PMNS with
a suitable parameter n. The vectorized RNS implementations
reach performance levels close the state-of-the-art GMP library,
while the retired instruction counts are lower for sizes between
401 and 3 251 bits.

Index Terms—Modular arithmetic, Residue Number System,
Polynomial Number System, SIMD

I. INTRODUCTION

Most protocols in public key cryptography require mod-

ular arithmetic operations over large integers. The classical

representation is the main choice of cryptographers and stan-

dards [1]. In this representation an element of a finite field

Fp, for p a large integer, is seen as an integer modulo p. The
GMP library [2] is the reference for efficiency in the classical

representation.

Alternative candidates such as Residue Number System

(RNS) and Polynomial Modular Number System (PMNS) have

been independently studied in the literature [3]–[15]. Those

representations of a finite field aim to speed up implementation

of modular arithmetic. The RNS representation consists in

choosing a base of n small relatively primes mi such that
n∏

i=1

mi ≥ p. The computations are done in the smaller fields

Fmi and the reconstruction of the integers relies on the Chinese

remainder theorem. The size of the mis is adapted to fit

the machine words. The Polynomial Modular Number System

(PMNS) is a non positional, modular integer number system

in which elements are represented as polynomials with integer

coefficients. The representation ensures that the coefficient

size is small enough to make the computation efficient. In

practice, this size corresponds to the size of machine words.

These two representations support the paralellization of the

computation since operations over each moduli or coefficients

are independent. Furthermore, both arithmetics have side-

channel attack resistance properties [9], [16], [17].

Several hardware implementations illustrate that those rep-

resentations can be more efficient than the classical one [18]–

[20]. However, no software comparison exists. The software

library available in [15] implements the PMNS arithmetic in

sequential mode. The parallelization is now possible using

vectorization even in software implementation.

Our contributions: we propose the first software compari-
son of the RNS and PMNS, in both cases, i.e. parallel and

sequential implementations of Montgomery modular multi-

plications. The coefficient number in PMNS representation

influences the efficiency of computations. We propose an

evaluation of the optimal number of coefficients for given sizes

of large prime p. We compare the performance results of our
parallel and sequential PMNS and RNS implementations to

the GMP library [2].

Organisation of the paper: In Section II we will recall the
definition and properties of RNS and PMNS representation.

The complexity of both representations is analysed in Sec-

tion III. Section IV presents our implementations and results.

II. BACKGROUND ON PMNS AND RNS

A. Background on RNS

Residue Number Systems are non positional integer number

systems based on the Chinese Remainder Theorem [21]–[23].

In this system an integer x is represented by its remainders
xi = x mod mi, where mi are relatively prime numbers.

The set Bm = {m1,m2, . . . ,mn} constitutes the RNS base
composed of n channels. Usually, the modulimi are chosen of

the same w-bit size. We denoteM their product. The advantage

of such a number system is that additions, subtractions and

multiplications can be performed in parallel on each channel:

zi = xi � yi mod mi where � ∈ {+,−,×}
a) Conversions: The forward conversion from binary

system is simply a modular operation on each base chan-

nel. The backward conversion can be done using different

approaches. The Chinese Remainder Theorem provides a

computation formula in the target number system [23].
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x =
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i=1
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(
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mi
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(
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)−1

mi

Mi − k ·M
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where

Mi ×
(

M
mi

)−1

mi

≡ 1 (mod M)

Unfortunately, the values used in this sum are large. The

conversion to the Mixed Radix System requires modular

computations on w-bit integers. In this positional system, an
integer xMRS is expressed as follows:

xMRS = x′0 + x′1m0 + x′2m0m1 + · · ·+ x′n−1

n−2∏
i=0

mi

The conversion into this system [24] requires O(n2) oper-
ations on w-bit numbers and O(n2) stored constants.
A trade-off between these two methods has been proposed

by Kawamura et al. [6]. They propose to estimate k in equation
(1) with approximate values through O(n) operations on small
values with O(n) constants.

b) Base extension: The base extension allows the conver-
sion of an RNS number from one RNS base to another. This

operation consists in a backward conversion and a forward

conversion to the targeted RNS base. Both operations are

usually interleaved in order to minimize intermediate-value

storage.

The base extension proposed by Szabo and Tanaka is based

on the mixed-radix conversion [24]. Shenoy and Kumaresan

suggested to compute the value k in equation (1) using an
extra modulus me [3]. The knowledge of k allows to compute
equation (1) in the target RNS base. Similarly, Kawamura et
al. proposed another conversion method using an approximate
evaluation of k [6].

c) Modular multiplication: The RNS modular multipli-
cation is derived from the Montgomery multiplication [25] and

requires base extensions [4], [26]. In Algorithm 1 the base

extensions can be performed with different strategies. In [5],

the authors remark that if the dynamic range of base Bm′ is

large enough, then the first extension can be approximated.

For the second, they use the Shenoy-Kumaresan method [3].

In the multiplication described in [6] both extensions are

Kawamura’s.

In our implementations of Algorithm 1, we chose Bm and

Bm′ in order to use the Bajard-Imbert [5] first extension at step

3. For the second extension in step 7, we use the Kawamura

et al. method [6].

B. Background on PMNS

Polynomial Modular Number System (PMNS) is a non-

positional, modular integer number system in which elements

are represented as polynomials with integer coefficients. A

PMNS is defined by a tuple (p, n, γ, ρ, E), where p, n, γ and
ρ are nonzero positive integers, and E ∈ Z[X] is a monic
polynomial, such that deg(E) = n and E(γ) ≡ 0 (mod p).

Algorithm 1 RNS Modular Multiplication
Require: x in Bm and Bm′ ; y in Bm and Bm′ such that x <

2p and y < 2p.
Precomputation: −p−1 in Bm′ ; p in Bm; M−1 in Bm

Ensure: z = x × y ×M−1 mod p in Bm and Bm′ such that

z < 2p.
1: s← x× y in Bm′ and Bm

2: t← s× (−p−1) in Bm′

3: Base extension of t from Bm′ to Bm

4: u← t× p in Bm

5: v ← s+ u in Bm

6: w ← v ×M−1 in Bm

7: Base extension of w from Bm to Bm′

8: return w

This system has been pioneered by Bajard et al. [11]. Many

works have then been done to improve it [12], [15], [27], [28]

or to use it for higher level operations [9], [13], [14], [17],

[29].

In the sequel, Zn[X] denotes the set of polynomials in Z[X]
which degrees are lower than or equal to n. If A ∈ Zn[X], we
assume A(X) = a0+a1X+ · · ·+anX

n and can equivalently

be represented as the vector a = (a0, . . . , an). Let D,E ∈
Z[X] be two polynomials, then D mod (E, φ) denotes the
polynomial reduction D mod E, where the coefficients of the
result are computed modulo φ ∈ N \ {0, 1}.
Definition 1. Let p � 3 and n, ρ � 2 be three integers.
Let E ∈ Zn[X] be a monic polynomial and γ ∈ Z/pZ \ {0},
such that E(γ) ≡ 0 (mod p). A tuple B = (p, n, γ, ρ, E) is a
PMNS if:

1) ∀A ∈ B, deg(A) < n and ‖A‖∞ < ρ,
2) ∀a ∈ Z/pZ, ∃A ∈ B such that: A(γ) ≡ a (mod p).
Such a polynomial A is called a representation of a in
B and we denote A ≡ aB.

Thus, B designates a PMNS (p, n, γ, ρ, E).
The main operations in PMNS are polynomial addition and

multiplication. However, additional operations must be done

in order to ensure outputs in B. Indeed, if A,B ∈ B. Then
‖A + B‖∞ and ‖A × B‖∞ might be greater than ρ. Also,
deg(A × B) is most-likely to be greater than n. For the first
case, an internal reduction has to be performed and an external

reduction for the latter.
1) External reduction: Let C ∈ Z[X]. The external reduc-

tion consists in computing a polynomial R ∈ Zn−1[X] such
that R(γ) ≡ C(γ) (mod p), using E of B, as follows:

R = C mod E .

Since E ∈ Zn[X] and is monic, R ∈ Zn−1[X]. Moreover,
E(γ) ≡ 0 (mod p) ensures that R(γ) ≡ C(γ) (mod p). The
polynomial E is called the external reduction polynomial.
2) Internal reduction: Let R ∈ Zn−1[X]. The internal

reduction aims to compute a polynomial S ∈ B such that

S(γ) ≡ C(γ) (mod p). In this paper, we focus on the
Montgomery-like approach presented in [12], see Algorithm 2.
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It is one of the most efficient internal reduction methods and

requires three additional parameters, two polynomials M,M ′

and an integer φ � 2 such that:

M(γ) ≡ 0 (mod p) and M ′ = −M−1 mod(E, φ)

Algorithm 2 Coefficients reduction (RedCoeff) [12]
Require: B = (p, n, γ, ρ, E) a PMNS, V ∈ Zn−1[X], M ∈

B such that M(γ) ≡ 0 (mod p), φ ∈ N \ {0} and M ′ =
−M−1 mod(E, φ).

Ensure: S(γ) = V (γ)φ−1 (mod p), with S ∈ Zn−1[X]
1: Q← V ×M ′ mod (E, φ)
2: T ← Q×M mod E
3: S ← (V + T )/φ
4: return S

This method is efficient if φ is a power of two. Also, it
induces a multiplicative factor φ−1 on the output. In [28],

Didier et al. explain how to deal with this factor. They also

present a process to generate efficient PMNS, where φ can be
any power of two.

Algorithm 3 presents the Montgomery-like modular multi-

plication. RedCoeff refers to Algorithm 2.

Algorithm 3 Multiplication in PMNS
Require: A ∈ B, B ∈ B and B = (p, n, γ, ρ, E)
Ensure: S ∈ B with S(γ) ≡ A(γ)B(γ)φ−1 (mod p)
1: C ← A.B mod E
2: S ← RedCoeff(C)
3: return S

C. Complexities

In this section, we discuss RNS and PMNS complexities

for modular multiplication with the Algorithms 1 and 3. We

consider a w-bit processor architecture and basic arithmetic
computations performed on w-bit words. Let M and A re-

spectively denote the multiplication and the addition of two

w-bit integers. Let L be the notation for logical operations,

for instance the AND function, or the right and left shifts on

w-bit integers.
1) RNS complexity: The RNS addition and multiplica-

tion complexities are linear, while the base extensions are

quadratic. However, software RNS implementations suffer

from the cost of the basic w-bit modular additions and multi-
plications which are not provided by the processor instruction

set. In Table I, we provide the count of elementary arithmetic

operations where n is the number of RNS channels.
2) PMNS complexity:

The performances and the required memory storage of a

PMNS mainly depend on the target architecture and the value

of n. We assume the modular multiplication inputs belong to
a PMNS B = (p, n, γ, ρ, E), such that: ρ = 2t and φ = 2h,
where t, h ∈ N and 1 � t < h � w. Since elements in B
are polynomials, n w-bit data words are required to represent

Operation Cost

Addition nM+ 2nA+ (2n− 1) + 3nL

Multiplication 4nM+ 5nA+ 6nL

1st Base ext. (4n2 + 5n)M+ (5n2 + 7n)A+ (6n2 + 9n)L

2nd Base ext. (7n2 + 4n)M+ (9n2 + 7n)A+ (9n2 + 10n)L

Modular Mult. (11n2 + 30n)M+ (14n2 + 41n)A

+(18n2 + 52n)L

TABLE I: RNS operation theoretical cost.

each of them. Thus, addition is a simple polynomial addition,

whose cost is nA.
In this paper, we consider sparse external reduction polyno-

mials E: E(X) = Xn − 2 or E(X) = Xn −X − 1. Table II
gives the modular multiplication theoretical cost in both cases.

E(X) Cost

Xn − 2 3n2M+ (5n2 − 3n)A+ (2n− 1)L

Xn −X − 1 3n2M+ (5n2 − n− 2)A+ nL

TABLE II: PMNS Modular multiplication theoretical cost, for

for two external reduction polynomials, where φ = 2h.

III. SOME COMPLEXITY ANALYSES

In this section, we give an estimation of the optimal value

of the parameter n for RNS and PMNS. For RNS, we explain
the construction of the system in the context of SIMD software

implementations. This leads to the determination of the sizes

of p we will consider in the sequel.
We also compare PMNS and RNS complexities, given a

modulus size.

A. Estimation of n for a RNS

The authors in [5] have provided a bound for the value of M
depending of the value of p, thus its size, and also the number
n of moduli:

(n+ 2)2 · p < M

The compliance of this condition ensures the correctness of

the modular multiplication.

B. Estimation of n for a PMNS

From Table II, it appears that the smaller the number of

coefficients n is, the better the cost is. When the value of φ is
given, parameter n is computed during the PMNS generation
process and cannot be estimated as easily as the number of

channels in RNS. In this process, we have to set some PMNS

parameters.

In [28], the authors introduce a parameter δ for the PMNS
which corresponds to the desired maximum number of con-

secutive additions without an internal reduction before a mod-

ular multiplication. Our implementation strategy for PMNS

requires to set values for p, δ and φ.
It is shown [28] that Algorithm 3 outputs a polynomial S ∈

B with inputs A,B ∈ Zn−1[X], ‖A‖∞, ‖B‖∞ < (δ+1)ρ, if:
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ρ � 2n|λ|‖M‖∞ and φ � 2n|λ|ρ(δ + 1)2,

where E(X) = Xn − λ, with λ ∈ Z \ {0}.
If E(X) = Xn−2 or E(X) = Xn−X−1, we can bound

the coefficients of C computed step 1 in Algorithm 3 from

[30, Chapter 2, Proposition 2.1]:

‖C‖∞ � (2n− 1)‖A‖∞‖B‖∞
Thus, the bounds on ρ and φ presented in [28] become:

ρ � 2(2n− 1)‖M‖∞ and φ � 2(2n− 1)ρ(δ + 1)2

This leads to:

φ � 4(δ + 1)2(2n− 1)2‖M‖∞
As explained in [28], the parameter M is computed as a short

vector of a n-dimensional Euclidean lattice whose covolume
is equal to p. From Minkowski’s theorem [31], we can expect
to have:

‖M‖∞ � p1/n

This leads to this approximation:

φ � 4(δ + 1)2(2n− 1)2p1/n (2)

Now, let p be an l-bit modulus; that is p < 2l. Thus, we look
for the smallest integer n such that:

φ � 4(δ + 1)2(2n− 1)22l/n (3)

So, once p, δ and φ are given, the approximate best value for n
is the smallest integer satisfying Equation 3. It can be noticed

that the bigger n is, the smaller the right side of Equation 3
is, since p is supposed to be a large integer.

Example 1. Let’s set φ = 264, δ = 3 and a prime p of size
256 bits (i.e. p < 2256). Then, Equation 3 becomes:

264 � 4(3 + 1)2(2n− 1)22256/n

= 64(4n2 − 4n+ 1)2256/n

Thus:

258 � (4n2 − 4n+ 1)2256/n

The minimum value satisfying this equation is n = 5.

Remark 1. Equation 3 allows to find an estimation of the
best value for n, based on Minkowski’s theorem. In practice,
this is not always the smallest value of n. Indeed, the lattice
reduction used to find M (see [28, Section 5.4]) can compute

a polynomial M with an infinity norm small enough to allow

better (i.e. smaller) value for n. For instance, with φ = 264,
δ = 5 and a prime p of size 401 bits, the minimum value of n
satisfying Equation 3 is 9. However, we were able to generate
PMNS with n = 8. So, the better the lattice reduction is, the
smaller the value of n will be. This lattice reduction process
depends on p, γ and the algorithm used (LLL [32] in our case).

C. Complexity comparison for software implementation

In the classic sequential implementation, the word size

is 64 bits. In the SIMD case (AVX512 instruction

set) and for both systems, we make use of the fused

multiplier-adder VPMADD52, which computes simultaneously
8 multiplications-additions of 52-bit operands for the multipli-

cations, providing the results on 64-bit words.

For the RNS system, this leads to the consideration of the

values of n whose are multiples of 8. Table III provides the
sizes of the modulus p corresponding to the different RNS
systems we consider in the SIMD implementation case, using

52-bit words multiplication operands.

n 8 16 24 32

Size of p 401 807 1 214 1 621

n 40 48 56 64

Size of p 2 029 2 436 2 844 3 251

TABLE III: Estimation of p bit size for n multiple of 8, for
RNS SIMD implementations, with 52-bit moduli.

We choose to consider the sizes listed in Table III as

reference sizes in our implementations. In the sequel, the value

of n for the RNS bases considered with 63-bit moduli is

estimated in Table IV.

Size of p 401 807 1 214 1 621

n 7 13 20 26

Size of p 2 029 2 436 2 844 3 251

n 33 39 46 52

TABLE IV: Estimation of n optimal values for RNS, with
64-bit moduli.

Let’s now consider the PMNS case. For the integer sizes

determined in Table III, we estimated the optimal value of n,
for φ = 252 and φ = 264, when δ = 5. Table V presents these
estimations based on Equation 3.

φ = 264

Size of p 401 807 1 214 1 621

n 9 18 27 37

Size of p 2 029 2 436 2 844 3 251

n 47 57 67 77

φ = 252

Size of p 401 807 1 214 1 621

n 12 24 38 52

Size of p 2 029 2 436 2 844 3 251

n 66 81 96 112

TABLE V: Estimation of n optimal values for PMNS, δ = 5,
for φ = 264 and. φ = 252

From Tables I and II, it is clear that for a given value of n,
PMNS is more efficient than RNS. However, for a given mod-

ulus size, the number of coefficients for PMNS is greater than

the number of RNS channels; see Tables III, IV, V. Thus, for

larger p, the PMNS complexity will approach that of RNS. We
now estimate the threshold above which the PMNS complexity

will exceed the RNS one. For this purpose, we consider that

all operations except multiplications are equivalent. The cost

of one elementary multiplication is considered to be twice that
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of the other operations, i.e. M = 2A. This leads to the global
cost of the RNS modular multiplication:

CRNS = (36n2 + 101n)A

where n is the number of channels. Similarly, the cost of the
PMNS modular multiplication is CPMNS = (11c2 − c− 2)A
where c is the number of coefficients. So, RNS and PMNS
performances will meet when:

CRNS ≈ CPMNS , that is c ≈ 1.81n.

A numerical evaluation of n and c gives the following
results:

• in case of 52-bit words, this threshold is reached for p of
approximately 5 281 bits;

• in case of 64-bit words, this threshold is reached for p of
approximately 45 000 bits.

One may notice that the sizes of p in both cases are above the
range of our implementation target. Furthermore, the school-

book hypothesis for the polynomial multiplication complexity

evaluation is undoubtedly greatly unfavorable to the PMNS.

IV. IMPLEMENTATIONS

In this section, we describe the software implementations for

both systems, RNS and PMNS. We target sequential native 64-

bit and AVX512 SIMD implementations. The code is written

in C and uses intrinsics for the vectorized version. The vector

implementation uses AVX512 instructions that simultaneously
compute 8 operations, processed on 512-bit registers. This

implementation also uses the FMA instructions which group

a multiplication and an addition. Our implementations are

available on GitHub1.

A. RNS implementation

The elementary operations in RNS are word-length modular

operations. Several choices of moduli are possible. In our

implementations we chose pseudo-Mersenne numbers whose

values are 2e − c with c < 2e/2 [33]. The advantage of
such moduli is that c ≡ 2e mod (2e − c). Thus, the modular
reduction is a simple multiplication by c of the leftmost
bits added to the rightmost bits [34]. The challenge is to

obtain the carry of the addition and the rightmost word of a

multiplication without conditional statement in order to have

the most efficient use of the instruction pipeline.

In our sequential implementation, we target 64-bit opera-

tions. We consider 63-bit values in order to easily obtain the

carry of an addition. In the target processor, the multiplication

can be performed on 64-bit words and provides the result in

one 128-bit word. Thus, the rightmost bits can be obtained

with simple logical operations.

In our vectorized implementation we make use of

the VPMADD52 instructions which are vectorized, fused

multiplier-adders. With these vector instructions, the 52-bit

integers are packed in 64-bit elements. The higher and lower

52-bit parts of their 104-bit multiplication product is provided

1https://github.com/rns-pmns-arith

by separate instructions. These AVX512 instructions operate

on 8-element vectors.

B. PMNS implementation

Our sequential PMNS implementations also make use of the

64-bit native multiplier available in the Intel processors that

computes a full 128-bit result. In this case, the value of φ is
set to 264.

The VPMADD52 vectorized fused multiplier-adder instruc-
tions are also used in the AVX512 versions. As in the RNS

case, we take advantage of the SIMD possibilities. In this case,

the value of φ is set to 252.

We generated and implemented modular multiplications for

PMNS with various modulus p sizes, and we set the parameter
δ = 5. This value is, for instance, large enough for elliptic
curve scalar multiplication, using the Montgomery Ladder

approach described in [35] (Algorithm 9); see [30, Chapter

3, Section 3.4.3] for details. We observed that the number n
of coefficients of the PMNS does not grow linearly with the

width of p as explained in section III-B, and for the AVX512
versions of sizes above 2 029 bits, due to the necessity of

systems with positive coefficients for M , the value of n is
greater than the one for the corresponding sequential systems.

The parameters of the generated PMNS are summarized in

table VI. These PMNS were generated using the generator

available on GitHub2. Our sequential implementations are

obtained from the C codes generator available in the same

repository. Additionally, we have implemented a C codes

generator which takes advantage of AVX512 instruction set

extension. It is also available on GitHub3.

C. Results

1) Experimentation procedure: The measurements were

performed on a Dell Inspiron laptop with an 11th Gen In-

tel Tiger Lake processor i7-1165G7 2.80GHz. The
code has been compiled with gcc 10.2.0 and the follow-

ing options: -O3 -g -lgmp -mavx512f -mavx512dq
-mavx512vl -mavx512ifma.

The test procedure was as follows:

• the Turbo-Boost® is deactivated during the tests;
• 1 000 runs are executed in order to "heat" the cache
memory;

• 50 random data sets are generated, and for each data set
the minimum of the execution clock cycle numbers over

a batch of 1 000 runs is recorded;

• the performance is the average of all these minimums;

The same procedure has been used in order to record the

number of instructions. The clock cycle counter is rdtsc
and the instruction counter is rdpmc with the corresponding
selection [36].

2https://github.com/arithPMNS/low_memory_efficient_PMNS
3https://github.com/rns-pmns-arith/C-code-generators
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Size of p Implem. n E(X) φ ρ

256
Seq. 5 X5 − 2 264 254

Seq. 6 X6 −X − 1 252 246

Seq. 8 X8 −X − 1 264 253

401 Seq. 11 X11 −X − 1 252 241

AVX512 11 X11 −X − 1 252 241

Seq. 17 X17 − 2 264 252

807 Seq. 25 X25 −X − 1 252 240

AVX512 25 X25 −X − 1 252 240

Seq. 26 X26 −X − 1 264 251

1 214 Seq. 40 X40 −X − 1 252 240

AVX512 40 X40 −X − 1 252 240

Seq. 35 X35 −X − 1 264 251

1 621 Seq. 56 X56 −X − 1 252 239

AVX512 56 X56 −X − 1 252 239

Seq. 44 X44 −X − 1 264 251

2 029 Seq. 65 X65 − 2 252 238

AVX512 74 X74 −X − 1 252 238

Seq. 54 X54 −X − 1 264 251

2 436 Seq. 78 X78 −X − 1 252 238

AVX512 92 X92 −X − 1 252 238

Seq. 64 X64 −X − 1 264 250

2 844 Seq. 94 X94 − 2 252 238

AVX512 108 X108 −X − 1 252 238

Seq. 74 X74 −X − 1 264 250

3 251 Seq. 107 X107 −X − 1 252 238

AVX512 139 X139 −X − 1 252 237

TABLE VI: Parameters of the implemented PMNS
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Fig. 4: Retired Instructions per cycle comparison, PMNS, RNS

and GMP block Montgomery modular multiplications, 52-bit

words

2) Results: The performance results are shown in Ta-

ble VII, and figures 1, 2, 3 and 4. We compared the

performance software implementations of RNS, PMNS and

the GMP library [2] (6.2.0 version) for 256-bit up to 3 251-
bit moduli p. The results for 256-bit moduli are irrelevant for
the SIMD RNS implementation, since the number of channels

should be at least 8 moduli. In our PMNS implementation,

the polynomial multiplication is the schoolbook method. In

a future work, we intend to study other strategies such as

Karatsuba approach [37] and multiple word coefficients.

As a general fact, the vectorized implementations dramati-

cally improve the performances of PMNS and RNS operations.

The vectorized AVX512 implementation of the PMNS version
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is the fastest and has the lowest instruction count. It is

more than twice as fast as the state of the art GMP Block
Montgomery multiplication and is always faster than both

sequential and SIMD RNS implementations, except for the

greatest size, that is p of size 3 251 bits. Indeed, for such size,
we could not find a PMNS with the parameter n estimated
section III-C and we had to increase n dramatically in order
to have positive coefficients for M (see section IV-B and

table VI). This explains why the AVX512 RNS is slightly

better than the corresponding AVX512 PMNS for this size of

p. Improving our generation process to obtain PMNS suited
for AVX512 with smaller value for n remains a challenge we
are working on.

The GMP Block Montgomery multiplication is faster than
the sequential C implementations of PMNS with φ = 264,
regardless of n. However, for the 401-bit primes, the per-
formances are equivalent and the instruction count is smaller

by 13 %. The GMP implementation does not seem to take a

significant advantage of the SIMD architecture. As a matter of

fact, the internal representation of integers is basically a high

radix positional representation for which the carry chain has

to be maintained. According to the GMP documentation, the
library makes limited use of the SIMD instructions except on

some specific cases for shift operations [2]. Furthermore, one

may notice that the GMP Block Montgomery multiplication is
not a constant time implementation, unlike our PMNS/RNS

implementations, and might be weak to side channel attacks.

The sequential RNS implementation is the slowest ap-

proach, due to the complexity of the base extensions and the

cost of the word-size modular arithmetic operations. However,

this implementation appears to make the best use of the

processor and retires up to 2.8 instructions per cycles.

The vectorized RNS is roughly 1.5 slower than the GMP
Block Montgomery multiplication, though the retired instruc-

tion counts are 10 to 20 % lower. This is due to the lower

Instructions Per Cycle characteristic of the instruction set at

the processor micro-architectural level. The SIMD implemen-

tations present an acceleration of up to 8.5. This value over

8 is due to some SIMD instructions that have a throughput

smaller than 1, and also the efficiency of the fused multiplier-

adder VPMADD52.

V. CONCLUSION

In this work, we have compared sequential and SIMD

implementations of RNS and PMNS modular multiplication,

and presented the performance results. The SIMD implemen-

tations largely take advantage of the parallel nature of both

arithmetics and improves their performances, compared to

the sequential cases. PMNS SIMD implementations are faster

than GMP implementations, since the underlying arithmetic

in GMP is not parallel. RNS implementations suffer from

the lack of word-size, modular, arithmetic instructions in the

target processor. The presence of such instructions might

greatly improve the software performance of this arithmetic.

We observed that the degree n of PMNS built for large moduli
p grows faster than the number of RNS channels. Thus, for the

moduli p up to 1 621 bits, the SIMD PMNS implementation
outperforms the GMP library by at least 35% (#clock cycles,

p of 1 621 bits). In a future work, we intend to study the
impact of the use of multiple-word coefficients and Karatsuba

polynomial multiplication, in order to further improve the

PMNS implementations.
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