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Abstract: DFT reactivity descriptors, the ultraviolet-visible spectra and hydrolysis mechanism 

of three cationic dyes (Malachite Green (MG), Brilliant Green (BG) and Ethyl Green (EG)) are 

performed with several exchange-correlation functional (global GGA, hybrids and range-

separated). Using time-dependent density functional theory the theoretical ultraviolet-

visible absorption spectra of the three cationic dyes are obtained and obey the trend for the 

λmax: GGA > hybrid > range-separated functional. Thanks to the transition state theory, the 

barriers of hydrolysis mechanism of the cation structures dyes were obtained in gas and 

solution phase. It is shown that, for these systems the barriers are in order: BG+ < MG+ < EG2+ 

in gas and solution phase. In the two phases, the CAM-B3LYP functional gives the highest 

barriers and the M06 gives the lowest ones. 
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1. Introduction 

Triphenylmethane dyes and their heterocyclic derivatives are the oldest class of synthetic 

dyes. They have retained a wide commercial value, as they cover the entire visible spectrum. 

The intense coloring of triphenylmethane derivates come from the large conjugate system of 

the cationic ion. The central carbocation is conjugated with three benzene rings, where the 

positive charge is strongly relocated [1]  

The degradation of dyes has been investigated in several experimental studies [2,3]. The 

malachite green dye, which is the most famous among the triphenylmethane dyes has been 

widely studied [4 -12]. Most of these experimental studies have suggested that the °OH 

radical attacks preferentially the central carbon of this dye.  The study reported by Navarro 

et al. [13] proposed that the degradation mechanism is initiated by the attack of hydroxyl 

radicals onto the central carbon of malachite Green (MG). This attack generates 4-

(dimethylamino) benzophenone (DLBP) followed by the addition of hydroxyl radicals to the 

non-amino aromatic ring of DLBP and the demethylation of the amino group [13].  

Recently, some theoretical papers have been proposed to study the triphenylmethane dyes 

[14-18]. Guillaumont and Nakamura [14]  used the TD-DFT method to calculate the 

absorption wavelengths and oscillator strengths in the Franck−Condon region of a series of 

organic dyes important for the dye industry (indigo, azobenzene, phenylamine, hydrazone, 

anthraquinone, naphthoquinone and cationic dyes). Moreover, Preat et al.[15] have also 

also used the TD-DFT method to evaluate the absorption spectra of arylcarbonium ion 

derivatives in acetic acid. 

Other studies undertaken by Rafiq et al.[16] exploited the TD-DFT method to roughly scan 

the S2, S1, and S0 potential energy profiles along the torsional coordinates of phenyl rings. 
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Nakayama and Taketsugu [17]  investigated the nonradiative deactivation process of 

malachite green in the singlet excited states, S1 and S2, by high-level ab initio quantum 

chemical calculations using the CASPT2//CASSCF approach. In 2015, Xie et al. [18] employed 

the semi empirical OM2/MRCI method to simulate the S2 and S1 photodynamics of malachite 

green. 

The hydrolysis of these cationic dyes is less studied. A part of the present work will address 

the point. We found two experimental works dealing with the hydrolysis of the dyes studied. 

In a first work [19], the hydrolysis of Brilliant Green and some derivatives has been studied 

over the pH range 6-11. Brenda et al.[19] concluded that in neutral aqueous solution and in 

the absence of light, the system reaches an equilibrium and the initial rate of fading of 

Brilliant Green in neutral aqueous solution is much faster than the rate expected from the 

reaction with a hydroxide ion concentration of 10-7 mol dm-3.[19] 

In a second work, Beach et al.[20] have measured the rate constants for the reaction of 

hydroxide ions with Crystal Violet, Ethyl Violet, Pyrrolidine Violet and the 2,20-isopropyl and 

oxygen bridged analogues of Crystal Violet.  The authors have concluded that the rates of 

hydrolysis of dyes of the Crystal Violet type are substantially slower than those of the 

analogous Malachite Green dyes in accord with the additional stabilisation of the cation 

provided by the third terminal amino function. [20] 

So before moving on to the study of the hydrolysis reactions of our substrates namely the (4 

- [(4-dimethylaminophenyl) -phenyl-methyl] -N, N-dimethyl-aniline (Malachite Green MG), 

the 4 - [[4- (diethylamino) phenyl]-phenylmethylidene] cyclohexa-2,5-dien-1-ylidene] –

diethylazanium hydrogen (Brilliant Green BG) and the [4-[[4-(dimethylamino)phenyl]-(4 

dimethylazaniumylidenecyclohexa-2,5-dien-1-ylidene)methyl]phenyl]-ethyl 
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dimethylazanium (Ethyl Green EG) (See Scheme 1), the determination of structural 

parameters and of DFT reactivity descriptors of these systems is performed. 

Secondly, we want to predict the sites where the H2O molecule will attack the dyes in order 

to produce the chemical reaction. For this purpose, two local reactivity descriptors are used: 

Parr function and dual descriptors. Thirdly, TD-DFT calculations were carried for our 

substrates and for the products resulting from hydrolysis reactions in order to get a better 

insight of these hydrolysis reactions. 

Finally, based on the cationic structure of our dyes, the hydrolysis mechanism of these dyes 

have been studied in gas and solution phase (CPCM and SMD). 

                          

Scheme 1. Schematic representation of three triphenylmethane dyes. 

The paper is organized as follows. In section II, we briefly summarize the computational 

approach. In section III, the dye structures, chemical reactivity and the ultraviolet-visible 

spectra of three closed-shell cationic dyes computed with several exchange-correlation 

functionals (global GGA, hybrids and range-separated functionals) are compared to 
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experimental data. Before concluding, in section IV, the hydrolysis reactions mechanism of 

these cationic dyes is studied. In all along the work, the importance of the DFT exchange-

correlation functional is assessed. 

2. Computational Details  

All calculations were carried out at DFT level using the GAUSSIAN09 program package [21]. 

The structures were optimized without any restrictions at seven (7) levels of theory, namely 

GGA functional (PBE[22], BP86[23-25] hybrid functionals (B3LYP[26], M06[27], M06-2X[28]), 

PBE0 [29] and range-separated functionals CAM-B3LYP[30], ωB97X-D [31].  

An all electron valence double-zeta basis augmented with one polarization function (6-31G 

(d)) has been retained for all atoms other than hydrogen [32]. For each system, the ground-

state structure has been determined by a standard force-minimization process, and the 

vibrational spectrum has been determined to systematically check the absence of imaginary 

frequencies. All transition states have been characterized, corresponding to first order saddle 

points, i.e. with only one imaginary frequency. The incidence of the water solvation has been 

evaluated via the Polarizable Continuum Model (CPCM). [33,34] DFT calculations are used to 

evaluate the solvent effects model through single point DFT calculations, at the gas phase 

optimized geometry. Energy levels of the Highest Occupied Molecular Orbital (HOMO) and 

the Lowest Unoccupied Molecular Orbital (LUMO), as well as the chemical reactivity 

parameters were also obtained at ground state optimized geometry. TD-DFT calculations 

were carried with the same functionals in order to get straightforward conclusions of the 

global GGA, hybrid and range-separated functional on the reliability of the spectral 

predictions [35,36]. After geometry optimization, single point calculations were carried out 

in CPCM model.TD-DFT calculations were carried out in CPCM model to obtain the UV/VIS 
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spectra of the different dyes. The Gaussian 16 software package [37] is used to examine the 

nature of the excited state transitions by calculations of the charge-transfer distance index, 

DCT, and the amount of charge transferred index QCT.[38]  

 

3. Results and discussion 

     3.1  Dyes Structures. 

After the selection of a DFT functional and basis set, the geometry is one parameter to 

investigate. The results of geometric parameters for three dyes calculated with global GGA, 

hybrid and range-separated functionals (PBE, BP86, B3LYP, M06, M06-2X, PBE0, CAM-B3LYP 

and ωB97X-D) are given in Table S-1 (SI). The atom-numbering and the obtained structures 

are displayed in Scheme 1. The Mulliken charges and the natural population charges 

obtained by NBO calculations are given in Table S-2 and Table S-3 respectively. Let us remind 

that the NBO calculations uses the second-order perturbation energies (2) from donor ( ) to 

acceptor ( ). By NBO calculations, we can estimate the electron density delocalization from 

the occupied Lewis-type (donor) NBOs to properly unoccupied non-Lewis-type (acceptor) 

NBOs within the molecule [39]. The optimized structures (Table S-1 ESI†) of three dyes 

compare well with the experimental ones of triphenylmethane, and tri-p-nitrophenylmethyl 

obtained by Andersen [40,41]. 

The C1-C2 and C1-C14 bond lengths calculated with seven functionals are equidistant for the 

MG+, BG+ and EG2+ dyes (See Table S-1). This is a consequence of the local symmetry. Both 

are shorter than their neighboring C1-C8 bond length. Note that, the C1-C2 and C1-C14 bond 

lengths are in between typical C−C single and double bonds, whereas the C1-C8 bond is a 

typical C−C single bond.[18] This can be understood in view of available resonance structures 
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of, for instance, MG in the S0 state. The C-C bond distances within the three phenyl rings are 

in the range (1.379-1.435 Å; 1.365-1.431 Å; 1.364-1.429 Å with the global GGA, hybrids and 

range-separated functionals respectively) consistent with a bond order of 1.5, corresponding 

to delocalized π-systems. C-N bonds lengths lie in the (1.358-1.513 Å; 1.342-1.509 Å; 1.341-

1.500 Å range with global GGA, hybrids and range-separated functionals, respectively) which 

agree with those estimated by Microwave spectra measurement (1.402(2) Å) [42]; The later 

are also compatible with the asymmetric unit in aniline, determined at 252 K, which contains 

two independent molecules with different C–N distances amounting 1.399(6) and 1.385(6) 

Å.[43] Generally, the average bond lengths calculated by the range-separated functional are 

systematically a little shorter than those by the hybrid and GGA functionals (see Table S-1). 

In agreement with [44] the central angles  (C2C1C8, C2C1C14, and C8C1C14), do not differ 

significantly from the 119-120° experimental values.[40,41] This is a proof of the planarity of 

the group, and in agreement with a local D3h symmetry of the triphenylmethane. Therefore, 

the N20 and N21 atoms are equivalent for the three dyes, Tables S-2 and S-3 show that 

these atoms hold the same charges. 

    3.2  DFT reactivity descriptors. 

Using the energy levels of the highest occupied molecular orbital (HOMO) and the lowest 

unoccupied molecular orbital (LUMO), the chemical reactivity parameters [45]  in the gas 

phase and solvent phase were calculated (in eV): chemical potential (μ), chemical hardness 

(η), electrophilicity index (ω), and dipole moment (D Debye). The values are shown in Tables 

S4 and S5. Typically, chemical hardness is an important parameter (difference between 

HOMO and LUMO) that represents the resistance to charge transfer;[46,47] hence, the 

highest chemical hardness is desired for stable compounds. A significant sensitivity to the 
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exchange-correlation functional can be observed, through higher LUMO values with range-

separated functionals (CAM-B3LYP, ωB97X-D) than values with hybrid functionals (B3LYP, 

PBE0), themselves higher than values with GGA functionals (BP86, PBE, M06); the M06-2X 

providing results between those of the hybrids and the range-separated functionals. This 

behavior leads evidently to higher hardness values within range-separated functionals than 

with GGAs. 

However, in this case, the EG2+ dye has a lower value of chemical hardness in both phases 

(See Tables 1, 2) than that of MG+ and BG+ dyes, which means that the EG2+ dye is more 

reactive than MG+ and BG+ dyes. This can be related to its +2 charge instead of +1. 

 

To the best of our knowledge, there are not so many works relating the reactivity descriptors 

of triphenylmethane derivatives. Indeed, two papers appeared recently containing reactivity 

descriptor studies of some triphenylmethane dyes. [48, 2] In one of them [48], El Haouti et 

al. studied experimentally the adsorption of two cationic dyes by Na-Montmorillonite Nano 

Clay, one of them belonging to the triphenylmethane family, namely the Cristal Violet. They 

also computed at B3LYP level a few global DFT descriptors μ, η and ω, and their results, as 

least the hardness, are quite compatible to our results, reported in Table 1. More precisely, 

one had to normalize their values of η and ω, since they used a wrong definition of formula 

of η. Moreover, their values of μ are significantly lower than ours, since their calculations 

were performed on neutral molecules instead of cations.  

In the second paper, Bendjabeur et al. [2] used also the density functional theory (DFT) with 

the BP86 GGA functional to study the photolysis of three triphenylmethane dyes (basic 
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Fuchsin, acid Fuchsin and Gentian violet). The HOMO and LUMO energies, and related values 

in their work are compatible with our results obtained with GGA functionals (PBE and  BP86). 
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1. 3.3.Ultraviolet-visible spectra of dyes. 

Absorption wavelengths and oscillator strength (f), as well as the orbitals involved in 

the transitions in solvent with CPCM model are reported in Table 1 for the three 

closed-shell cationic dyes at the eight levels of theory. Because we want to compare 

with experiment, the theoretical spectra are calculated only within the solvent model. 

As is well known, for most studied systems the theoretical wavelength is just the first 

transition with significant oscillator strength [49-55], although first transition with a 

small oscillator strength may be visible through significant vibronic coupling. For the 

three systems studied here, this transition is just the HOMO  LUMO one. The 

theoretical ultraviolet-visible absorption spectra of the three cationic dyes obtained 

at the same levels of theory are shown in Figures 1-3. 

 

Figure 1: The experimental and theoretical UV-Visible spectra of MG+ dye calculated in the 

solvent (CPCM model) (FWHM = 0.195 eV).  
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Figure 2: The experimental and theoretical UV-Visible spectra of BG+ dye calculated in the 
solvent (CPCM model) (FWHM = 0.195 eV). 

 

Figure 3: The experimental and theoretical UV-Visible spectra of EG2+ dye calculated in the 
solvent (CPCM model) (FWHM = 0.227 eV). 
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Firstly, the main bands appear in the visible region. Indeed, the electronic spectra of three 

dyes show resemblances in shapes and band positions (Figures 1-3 and Table 1) 

For all compounds, the absorption wavelengths systematically obey the trend: PBE > BP86> 

B3LYP >   PBE0 > M06 > M06-2X > CAM-B3LYP > ωB97X-D. This can be summarized according 

to the class of functionals: GGA > hybrid > range-separated functionals. This confirms that 

the larger exact exchange ratio at intermediate r12 leads to the smaller calculated λmax as 

already shown in [56]. In several studies,[57-59] PBE0 yields  λmax  in very good agreement 

with experimental trends for the short-wavelength dyes. In our study the GGAs functional 

gives the largest λmax. This could be related to the fact that our dyes are cationic. 

Table 1: Absorption wavelengths, oscillator strength (f), and the orbitals involved in the 

transitions of three dyes using eight levels of theory (CPCM model, nstates =20) H (HOMO), L 

( LUMO) 

Dyes Functionals 
λmax 

(nm) 
f 

Transitions 

H=HOMO, 

L=LUMO (%) 

Functionals 
λmax 

(nm) 
f 

Transitions 

H=HOMO, 

L=LUMO (%) 

 

MG
+ 

 

 

PBE 

574 0.848 H→ L         (100%) 

M06 

502 0.988 H→ L       (100%) 

469 0.293 H-1→ L      (95%) 397 0.444 H-1→ L    (96%) 

335 0.175 H→ L+2     (96%) 268 0.155 H→ L+2   (90%) 

BP86 

573 0.849 H→ L         (100%) 

M06-2X 

488 1.135 H→ L        (98%) 

468 0.295 H-1→ L      (95%) 358 0.538 H-1→ L     (94%) 

334 0.174 H→ L+2     (96%) 243 0.147 
H→ L+2    (46%) 

H→L+4     (32%) 

B3LYP 

517 1.000 H→ L         (100%) 

CAM-B3LYP 

476 1.131 H→ L       (97%) 

407 0.409 H-1→ L      (97%) 354 0.549 H-1→ L    (87%) 

278 0.167 H→ L+2     (96%) 249 0.135 H→ L+1   (69%) 

PBE0 

504 1.035 H→ L         (100%) 

ωB97X-D 

473 1.139 H→ L       (96%) 

393 0.435 H-1→ L      (97%) 349 0.560 H-1→ L    (89%) 

268 0.171 H→ L+2     (94%) 250 0.132 H→ L+1   (65%) 

 

BG
+ 

 

PBE 

578 0.917 H→ L         (100%) 

M06 

503 1.080 H→ L        (100%) 

468 0.308 H-1→ L      (95%) 393 0.456 H-1→ L     (97%) 

336 0.184 H→ L+2     (96%) 270 0.151 H-1→ L+2 (89%) 

BP86 

577 0.918 H→ L         (100%) 

M06-2X 

493 1.210 H→ L        (96%) 

467 0.310 H-1→ L      (95%) 358 0.555 H-1→ L     (94%) 

336 0.184 H→ L+2     (96%) 246 0.134 
H→ L+2    (46%) 

H→L+4     (32%) 

B3LYP 521 1.073 H→ L         (100%) CAM-B3LYP 479 1.209 H→ L        (97%) 
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407 0.422 H-1→ L      (97%) 353 0.563 H-1→ L     (92%) 

280 0.172 H→ L+2     (94%) 251 0.124 H→ L+1    (71%) 

PBE0 

508 1.108 H→ L         (100%) 

ωB97X-D 

476 1.217 H→ L        (96%) 

392 0.450 H-1→ L      (95%) 348 0.577 H-1→ L     (89%) 

270 0.174 H→ L+2     (96%) 252 0.123 H→ L+1    (66%) 

 

EG
2+ 

 

PBE 

595 0.776 H→ L         (100%) 

M06 

415 1.018 H→ L        (100%) 

464 0.294 H-1→ L      (94%) 380 0.423 H-1→ L     (96%) 

378 0.201 
H→ L+1     (21%) 

H→ L+2     (76%) 
299 0.148 H→ L+1    (97%) 

BP86 

594 0.779 H→ L         (100%) 

M06-2X 

501 1.144 H→ L        (98%) 

463 0.295 H-1→ L      (94%) 340 0.571 H-1→ L     (95%) 

378 0.198 
H→ L+1     (20%) 

H→ L+2     (76%) 
258 0.150 H→ L+1    (84%) 

B3LYP 

529 0.995 H→ L         (100%) 

CAM-B3LYP 

489 1.156 H→ L        (97%) 

393 0.394 H-1→ L      (96%) 335 0.568 H-1→ L     (94%) 

314 0.147 H→ L+1     (87%) 250 0.163 
H→ L+1    (49%) 

H→ L+2    (32%) 

PBE0 

530 1.000 H→ L         (100%) 

ωB97X-D 

488 1.160 H→ L        (96%) 

393 0.446 H-1→ L      (97%) 331 0.591 H-1→ L     (89%) 

302 0.180 H→ L+1     (98%) 245 0.167 
H→ L+1   (48%) 

H→ L+2    (11%) 

The predicted band positions for the three dyes are compared to the experimental spectra 

carried out in our laboratory or in the literature (See Figures S-1-S-3, Supplementary 

information). For the MG+ dye, the λmax calculated with eight functional cited in Table 3 are 

compared with the experimental spectrum carried out in our laboratory (λmax = 615nm, 

Figure S-1). The analysis of Table 1 shows that all the calculated λmax values are 

underestimated with respect to the experimental results. (The largest differences are 

respectively 139 nm and 142 nm for CAM-B3LYP and ωB97-XD). For the BG+ dye, the λmax 

calculated with eight functional are compared with the experimental results (λmax =625nm 

,Figure S-2). Similarly, the analysis of Table 3 shows the underestimation of all the calculated 

λmax values (The largest differences are also 146 nm and 149 nm for CAM-B3LYP and ωB97X-

D, respectively).  For the EG2+ dye, the λmax calculated with eight functional are compared to 

the experimental results (λmax = 632nm, Figure S-3). The analysis of Table 3 shows that all the 
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calculated λmax values are underestimated compared to the experimental results. (The 

largest differences being 143 nm and 144 nm for CAM-B3LYP and ωB97X-D, respectively). 

According to Table 1, it can be seen that the largest differences between calculated and 

experimental λmax wavelengths are those obtained with the range-separated functionals 

CAM-B3LYP and ωB97X-D. However, the best estimates for the three dyes are those 

obtained by the PBE functional with (experiment-theory) differences amounting 41, 47 and 

37 nm for MG+, BG+, and EG2+ dyes, respectively. This feature is not to surprise, since it 

agrees with Jacquemin et al. conclusions in ref. [56] where the authors performed a critical 

assessment of the efficiency and consistency of range-separated hybrids for computing the 

main      transition of more than 100 organic dyes from the major classes of 

chromophores. Interestingly, it is important to emphasize that, whatever the functional is, 

all absorption wavelengths (λmax) correspond to HOMO to LUMO (H → L) transitions, with 

contribution percentage of 96% ∼100% within the eight functionals.  

 

To see the influence of the solvation model on the displacements of the absorption 

wavelengths (λmax) and oscillator strength (f), as well as the orbitals involved in the 

transitions, the theoretical ultraviolet-visible absorption spectra of the three cationic 

dyes are calculated at two levels of theory (PBE and ωB97X-D) in SMD model 

solvation. Table 2 summarizes the results. 

Comparing Table 1 with Table 2, it is clear that there is no significant effect of the solvation 

model on the absorption wavelengths (λmax), oscillator strength (f) and the orbitals involved 

in the transitions (only for  ωB97X-D functional, the transition HOMO to LUMO+4 or 

LUMO+5 is observed) 
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An increase about 3-4 nm in absorption wavelengths (λmax) is observed using PBE 

functional. Whereas a displacement of 13 cm-1 towards large values is given by the 

ωB97X-D functional for both dyes MG+ and BG+, the ωB97X-D gives almost the same 

wavelengths for EG2+ dyes, while the PBE give absorption wavelengths (λmax) less than 

around 5 nm with the CPCM model. 

 

 

Table 2:  Absorption wavelengths, oscillator strength (f), and the orbitals involved in the 

transitions of three dyes using two levels of theory. (SMD solvation model, nstates =20) H 
(HOMO), L ( LUMO) 
 

 

 

All Absorption wavelengths can be characterized as n→π* and π→π* transitions type 

(related to the electronic transition of the π system of one phenyl ring and the lone pair of 

the nitrogen atoms as well as the π system of the phenyl rings and π*C-N. Thus, these 

Dyes Functionals 
λmax 

(nm) 
f Transitions H=HOMO, L=LUMO (%) 

  

577 0.886 HOMO→LUMO (102%) 

 

PBE 467 0.285 HOM-1→LUMO (95%) 

  

340 0.184 HOMO→L+2 (96%) 

MG
+
 

 

477 1.164 HOMO→LUMO (96%) 

 

ωB97X-D 347 0.554 HOM-1→LUMO (89%) 

  

243 0.099 HOMO→L+2 (21%), HOMO→L+4 (47%) 

  

582 0.941 HOMO→LUMO (102%) 

 PBE 467 0.305 HOM-1→LUMO (95%) 

BG
+
  341 0.191 HOMO→L+2 (96%) 

  489 1.207 HOMO→LUMO (96%) 

 ωB97X-D 357 0.593 HOM-1→LUMO (90%) 

  248 0.092 HOMO→L+2 (23%), HOMO→L+4 (45%) 

  590 0.816 HOMO→LUMO (101%) 

 PBE 463 0.307 HOM-1→LUMO (94%) 

EG
2+

  365 0.161 HOMO→L+2 (80%) 

  487 1.156 HOMO→LUMO (96%) 

 ωB97X-D 338 0.604 HOM-1→LUMO (90%) 

  245 0.137 HOMO→L+1 (26%), HOMO→L+5 (40%) 
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transitions can be classically described as an intramolecular charge transfer (ICT) transition 

or local excitation (LE). Furthermore, as usual with this category of systems, there are other 

wavelengths with transitions involving different orbitals such as HOMO-1 → LUMO, HOMO 

→LUMO+1 or LUMO+2. Indeed, all eight functional produce three singlet excitations – local 

and charge-transfer. 

From  Fig.4  one sees that HOMO→LUMO, LUMO+1 or LUMO+2 show a transfer towards the 

unsubstituted phenyl (MG+, BG+) or PhR3 (EG2+); these transitions can be classically 

described as an intramolecular charge transfer (ICT) transition. On the contrary, HOMO-1 

exhibits localization similar to LUMO, so the transition HOMO-1 →LUMO is more a local 

excitation (LE). 

The excited states were examined with the Ciofini's charge transfer distance index, DCT, 

which measures the spatial extent of charge transfer excitations and the charge passed QCT 

which is the integration of the density depletion function over all space.[38] The DCT Indexes 

are calculated at four levels of theory in CPCM solvation model and are discussed in order to 

describe the nature of the CT states. Tables S-6-S-17 show the first ten excited states with 

their values of DCT, QCT, and Excitation Energies. (See supporting information). Salient values 

are reported in Table 3, where we considered only the charge transfer excitations with 

sizable oscillator strength  (i.e. the excitations mentioned in Table 1). 
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Table 3 : Excitation Energies in (eV), Distances between Donor and Acceptor groups (d(ND - NA), in 

Å), Length, Charge and Dipole Moment (DCT (Å), and QCT (a.u) )  computed at different level of 

theory (PBE, PBE0, B3LYP and CAM-B3LYP/6-31G(d)/CPCM-H2O). H (HOMO), L ( LUMO) 

 

 

 

 

Dyes 

 

Functional 

 

Excited 

State 

 

Excitation 

Energies (eV) 

 

D(ND-NA) 

(Å ) 

 

DCT( Å ) 

 

QCT (a.u) 

  S1 H→L 2.19 5.112 2.556 0.688 

 PBE S2 H-1 → L 2.68 0.680 0.340 0.510 

  S8 H→L+2 3.73 8.658 4.329 0.790 

  S1 H→L 2.45 4.148 2.074 0.654 

MG
+
 PBE0 S2 H-1 → L 3.15 0.424 0.212 0.550 

  S8 H→L+2 4.61 8.020 4.010 0.707 

  S1 H→L 2.39 4.270 2.135 0.661 

 B3LYP S2 H-1 → L 3.04 0.488 0.244 0.551 

  S8 H→L+2 4.44 8.316 4.158 0.742 

  S1 H→L 2.56 3.408 1.704 0.637 

 CAM-B3LYP S2 H-1 → L 3.40 1.268 0.634 0.572 

  S8 H→L+1 5.06 2.728 1.364 0.540 

  S1 H→L 2.14 5.260 2.630 0.687 

 PBE S2 H-1 → L 2.64 0.852 0.426 0.507 

  S8 H→L+2 3.68 8.632 4.316 0.778 

  S1 H→L 2.43 4.160 2.080 0.650 

BG
+
 PBE0 S2 H-1 → L 3.15 0.472 0.236 0.546 

  S8 H→L+2 4.59 7.862 3.931 0.692 

  S1 H→L 2.37 4.284 2.142 0.657 

 B3LYP S2 H-1 → L 3.04 0.500 0.250 0.547 

  S8 H→L+2 4.42 8.240 4.120 0.732 

  S1 H→L 2.58 3.244 1.622 0.629 

 CAM-B3LYP S2 H-1 → L 3.50 1.434 0.717 0.570 

  S8 H→L+1 5.09 2.540 1.270 0.541 

  S1 H→L 2.08 6.160 3.080 0.693 

 PBE S2 H-1 → L 2.67 3.820 1.910 0.477 

  S6 H→L+2 3.27 9.320 4.660 0.843 

  S1 H→L 2.33 4.540 2.270 0.645 

EG2+ PBE0 S2 H-1 → L 3.15 2.158 1.079 0.504 

  S6 H→L+2 4.09 9.174 4.587 0.824 

  S1 H→L 2.34 4.422 2.211 0.646 

 B3LYP S2 H-1 → L 3.15 1.980 0.990 0.498 

  S6 H→L+2 3.94 8.562 4.281 0.720 

  S1 H→L 2.53 3.070 1.535 0.612 

 CAM-B3LYP S2 H-1 → L 3.69 0.494 0.247 0.525 

  S6 H→L+2 4.86 5.172 2.586 0.571 
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These excitations correspond to the first electronic transition (S1 ← S0) and to the second (S2 

← S0) for the three dyes. We studied also the eighth ES (i.e. S8 ← S0) for MG+, BG+ and the 

sixth ES (i.e. S6 ← S0) for EG2+, where in both cases these transitions correspond to a HOMO 

→ LUMO+2 excitation, as reported in Table 3. All the lowest lying charge transfer states 

correspond mainly to a one-electron excitation from HOMO to the LUMO (cf. Table 3). 

For QCT (HOMO→LUMO) the density analysis provides similar values for the two dyes MG+ 

and BG+ (variations between 0.001-0.008 (a.u.) with the four functionals PBE, PBE0, B3LYP 

and CAM-B3LYP respectively). For the EG2+ dye, the QCT calculated with the three functionals 

containing HF exchange (PBE0, B3LYP and CAM-B3LYP) is a bit smaller compared to the dyes 

MG+ and BG+, whereas the PBE functional (GGA) gives a higher value. A ranking (EG2+ < BG+ < 

MG+) is observed. Consequently, the CT length (DCT) associated to the first transition 

increases according to the EG2+ > BG+ > MG+ order and the range separated functionals give 

the smallest DCT. The large values of DCT are observed for the transitions HOMO→ LUMO, 

LUMO+1 or LUMO+2 (S1, S6, S8) characterize an intramolecular charge transfer (ICT) 

transition. On the contrary, the small values of DCT observed for the transition HOMO-1 → 

LUMO (S2) indicates a LE transition. 

3.4. Energy levels of the molecular orbitals. 

In relation to the absorption spectral analysis and the electron transitions between 

the orbitals, it is important to observe the HOMO, HOMO-1, LUMO,  LUMO+1 and 

LUMO+2 which are the orbitals involved in such electron transitions, whose energy 

levels are shown in Figure S-4. As expected, the MO diagrams show increasing HOMO-

LUMO gaps (hardness, as discussed above) between range-separated functionals and 

hybrids or GGA functionals. 
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Mapping of HOMO and LUMO orbitals is important for observing charge separation; hence, 

it is obtained and analyzed as shown in Figure 4. 
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Figure 4. MO plots for three cationic dyes (B3LYP/6-31G(d) (isovalue 0.02) 

Figure 4 shows the molecular orbitals (MOs) involved in the charge transfer (CT) transition in 

the three dyes. One can observe the similarities of HOMOs of the MG+, BG+ and EG2+ dyes, 

but with slight contribution differences. The study shows that the HOMO density is mostly 

concentrated in the two symmetric benzene rings and nitrogen atoms, while the LUMO 

density is more uniformly distributed over the three benzene rings which leads us to 

interpret that the three dyes have a high attractive capacity for electrons.[60] 

3.5. Local reactivity descriptors. 

Recently, Domingo et al. introduced the so-called local electrophilic,   
 , and 

nucleophilic,    
  Parr functions, obtained from the Mulliken atomic spin density (ASD) at the 

radical cation and at the radical anion of the corresponding reagents.[61] The local, 

electrophilic and nucleophilic Parr functions    were defined from the similarity of the 

Electron Localization Function (ELF) proposed by Savin et al.[62,63] and the atomic spin 

densities   
    

    
   of the radical anion (ra) of the electrophile A and the radical cation 

(rc) of the nucleophile B species.[61] The Parr functions, which are merely spin-polarized 

Fukui functions[64-66], were introduced simply to indicated that, 
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                                      (1) 

  
       

                                      (2) 

   will be associated to the local propensity of the electrophile (A) against a nucleophilic 

approach [61] and   will identify the local response of the nucleophile (B) against an 

electrophilic approach. The electrophilic   
 , Parr functions are obtained by single-point 

energy calculations at the optimized neutral geometries using the unrestricted UB3LYP 

formalism and 6-31G (d) basis set. The calculated electrophilic Parr function for the three 

triphenylmethane dyes are reported in Figures 5-7. 

 

Figure 5: Map of ASD of MG+ dye and the corresponding electrophilic Parr functions 
(isovalue 0.0004) 
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Figure 6: Map of ASD of BG+ dye and the corresponding electrophilic Parr functions. 
(isovalue 0.0004) 

 

 

Figure 7: Map of ASD of EG2+ dye and the corresponding electrophilic Parr functions. 
(isovalue 0.0004) 

 

Therefore, the C1 (central carbon) has the highest values (0.56, 0.55, 0.46). This result 

indicates that the C1 atom, the most electrophilic center of the three compounds will be the 

privileged site of attack (See Figures 5-7). These results are in agreement with the 

experimental results. 
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On the other hand, the reactivity–selectivity descriptor Δf (r), introduced by Morell et 

al.[67,68] has been calculated. The descriptor Δf (r), can be defined either as the response of 

the chemical hardness to external potential changes or the change of the Fukui function   at 

each point r when the total number of electron is changed. 

       
  

     
    

     

  
                                                                             

Using finite difference approximations, the dual descriptor reads: 

                                                                                                           

Where 

        
   

     
 
 

   
  

     
 
 

                                                        

        
   

     
 
 

   
  

     
 
 

                                                         

 

Accordingly, when Δf (r) > 0 then the point r favours a nucleophilic attack, whereas if  Δf (r) 

< 0 then the point r favors an electrophilic attack. Therefore, positive values of Δf (r) identify 

electrophilic regions within the molecular topology, whereas negative values of Δf (r) define 

nucleophilic regions. Thus, Figures 8-10 display a map of the nucleophilic/electrophilic 

behavior of the different sites within the molecule according to the Δf (r) descriptor. The 

regions with         (yellow) where electrophilic regions are located in C1 (central 

carbon). 
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Figure  8. Δf (r) of MG+ dye calculated at the B3LYP/6-31G(d) level (isovalue 0.006) 

                      

Figure 9. Δf (r) of BG+ dye calculated at the B3LYP/6-31G(d) level (isovalue 0.006) 
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Figure 10. Δf (r) of EG2+ dye calculated at the B3LYP/6-31G(d) level (isovalue 0.006) 

 

3.6. Hydrolysis of dyes (decolorization) 

Based on the cation structure of dyes, stabilized by the conjugation which delocalizes the 

positive charge, the hydrolysis mechanism should the hydrolysis mechanism should be a 

nucleophilic addition on a carbocation mechanism and the reaction rate is not related to the 

concentration of the nucleophile (H2O) for the following reactions; 

             H2O + MG+   →   MGOH  + H+                                             (7)      

             H2O + BG+   →   BGOH   + H+                                               (8)              

             H2O + EG2+  →   EGOH +  + H+                                             (9) 

The reaction mechanisms of the three reactions has been studied at the B3LYP/6-31G* level 

of theory. Moreover, in all cases a unique transition state corresponding to the OH--C1 bond 

formation has been located and is depicted in Figure 11. The geometries of the products 

(MGOH, BGOH and EGOH+) are schematically illustrated in Figure S-5. 
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Figure 11. B3LYP/6-31G(d) optimized geometries for the  transition structures for hydrolysis 

reactions. The distances C1-O and O-Hd detached are shown in Å. 
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If we monitor the distances of the bond formed and broken from reagents (MG+, BG+, EG2+ 

and H2O) to the products (MGOH, BGOH and EGOH+) (See Figure S-5) along with the TS 

structures (TSMG, TSGB and TSEG) (See Figure 11) it can be seen that: in the TSMG the 

distance C-O = 1.72 Å, therefore the oxygen approaches to C1 to make a bond, (distance C-O 

in the product is 1.45 Å). The distance O-Hd = 1.42 Å, (Mulliken population of Hd is ca 0.0), 

the H+ can be considered as detached (standard distance H-O = 0.98 Å). In the product 

MGOH, the distance C-O becomes 1.45 Å and this is a standard distance for the C-O bond. 

The distance O-Hd becomes 2.82 Å. In the TSBG the distance C-O = 1.72 Å, becomes 1.45 Å in 

the BGOH product. The distance O-Hd = 1.42 Å in TSBG becomes 2.81 Å in product BGOH. For 

the TSEG the distance C-O (1.70 Å) is a little shorter compared to TSMG or TSBG and become 

1.44 Å in product (EGOH+), while the distance O-Hd (= 1.44 Å) in TSEG is a little longer 

compared to TSMG or TSBG. 

Table 4 shows the thermodynamics parameters of the hydrolysis reaction for the three 

cation dyes calculated in gas phase at the B3LYP level of theory. All reactions are exothermic 

and the reaction (9) is more exothermic than the two other reactions. This is not to surprise 

since it involves a doubly charged cation. The reaction hydrolysis of these dyes are in the 

following order: BG+ < MG+ < EG2+ (Table 4).  

Table 4. Thermodynamics parameters (barriers (ΔE≠, kcal mol-1), activation enthalpies (ΔH≠, 

kcal mol-1) and Gibbs activation free energies (ΔG≠, kcal mol-1) at 298.15 K of hydrolysis 

reaction, all calculations performed within gas phase at B3LYP/ 6-31G (d) level. 

 

Dyes ΔE ΔH ΔG ΔE≠ ΔH≠ ΔG≠ 

MG+ -61.04 -60.91 -54.64 46.50 47.15 38.13 

BG+ -59.55 -59.32 -53.23 45.10 45.64 53.23 

EG2+ -112.80 -112.66 -106.69 97.82 98.39 89.95 
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In the Table 5, the hydrolysis energies and barriers are reported as calculated at the eight 

levels of theory in gas phase medium.   

 

Table 5. Thermodynamics parameters (barriers (ΔE≠, kcal mol-1) at 298.15 K of hydrolysis 

reaction single point calculations at eight levels of theory (gas phase). 

 

 

 

 

 

One observes the same order of barriers (BG+ < MG+ << EG2+). From Table 5 we can also see 

that the energy barriers for the MG+ and BG+ dyes increases in the following order: M06 < 

B3LYP < PBE0 < ωB97X-D < PBE < BP86 < CAM-B3LYP <M06-2X.  Both GGA functionals (BP86 

and PBE) give about the same barriers (44.67 kcal for MG+ and 44.71 kcal for BG+). For the 

EG2+ dye the energy barriers increases in a rather similar order: B3LYP <M06 < ωB97X-D < 

PBE0 < PBE     BP86 < CAM-B3LYP < M06-2X. For the three dyes, the functional M06-2X 

gives the greatest barriers and the M06 gives the lowest ones.   

With the CPCM model of solvation, the barriers of these three reactions are calculated 

through single point calculations at the same level of theory. The results are collected in 

Table 6. 

 

 

 

Functional MG
+
 BG

+
 EG

2+
 

ΔE ΔE
≠
 ΔE ΔE

≠
 ΔE ΔE

≠
 

PBE -55.68 44.67 -53.64 42.85 -107.22 95.78 

BP86 -52.57 44.71 -50.54 42.88 -103.93 96.68 

B3LYP -56.10 41.60 -54.35 40.00 -108.20 93.08 

PBE0 -62.29 44.08 -60.34 42.37 -114.56 95.70 

M06 -61.39 40.68 -59.00 38.48 - 93.14 

M06-2X - 47.73 - 45.80 - 99.39 

CAM-B3LYP -65.44 46.64 -63.80 45.11 -117.90 98.54 

ωB97X-D -65.93 44.09 -64.01 42.53 -118.74 95.23 
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Table 6. Thermodynamics parameters (barriers (ΔE≠, kcal.mol-1) at 298.15 K of hydrolysis 

reaction, CPCM single point calculations at eight levels of theory. 

 

 

 

 

 

One can see that the energy barriers for the MG+ and BG+ dyes increase in the same order: 

M06 < B3LYP < ωB97X-D < PBE0 < BP86 < PBE < CAM-B3LYP < M06-2X and both GGA 

functionals (BP86 and PBE) give the same barriers. The M06-2X functional gives the greatest 

barriers and the M06 gives the lowest ones. One observes also the same order of barriers 

(BG+ < MG+ < EG2+) observed in gas phase. As expected, the barriers are strongly affected by 

taking into account the solvent medium, because the solvent (water) is polar and the dyes 

are positively charged (cations). More quantatively, the significant shifts amount ca 28-34 

kcal/mol for MG+ dyes,  27-33 kcal/mol  for  BG+ dyes, and 72-77 kcal/mol for EG2+ dyes, 

according to the functionals. Theses shifts have to be assigned to both of the electrostatic 

model used for approximating the solvation effect, (explaining the doubled shift found for  

EG2+ with respect to the monocations) and the need to consider water oligomers (dimer, 

trimer, …) rather a single water molecule. The dependence of the solvation energy of cations 

with respect to the number of solvent molecules has been recently underlined for the 

proton solvation energy (see ref. [69-72]and ref. therein) 

Functional      MG
+
      BG

+
     EG

+2
 

ΔE  ΔE
≠
 ΔE  ΔE

≠
 ΔE  ΔE

≠
 

PBE -26.81 16.77 -26.24 16.23 -30.62 19.94 

BP86 -23.65 16.76 -23.09 16.21 -27.31 19.83 

B3LYP -26.83 12.41 -26.41 11.93 -30.79 15.98 
PBE0 -33.69 16.07 -33.09 15.48 -41.00 23.03 

M06 -32.33 12.15 -31.42 11.02 - 16.02 

M06-2X - 18.80 - 17.96 - 22.41 

CAM-B3LYP -36.23 17.59 -35.82 17.06 -40.02 21.35 

ωB97X-D -37.15 15.99 -36.47 15.41 -41.16 19.84 
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Within the SMD model of solvation [73], the barriers of the reactions (7) are calculated 

through geometry optimization calculations at four level of theory (PBE, BP86, B3LYP, PBE0) 

to see the impact of solvation models on energy barriers. In the four cases a unique 

transition state corresponding to the OH--C1 bond formation has been located and is 

depicted in Figure S-6. The corresponding results of the thermodynamic parameters are 

gathered in Table 7. The latter shows barriers comparable to those found by the CPCM 

calculations at a single point (Table 8). Calculations for BG+ and EG2+ dyes did not converge.  

 

Table 7. Thermodynamics parameters (barriers (ΔE≠, kcal mol-1), activation enthalpies (ΔH≠, 

kcal mol-1) and Gibbs activation free energies (ΔG≠, kcal mol-1) at 298.15 K of MG
+ hydrolysis 

reaction, after optimization with the SMD solvation model.   

    

 

Functional 

MG
+
 

ΔE  ΔH ΔG  ΔE
≠
 ΔH

≠
  ΔG

≠
 

PBE -26.53 -26.92 -18.12 15.26 16.23 5.49 
BP86 - - - 15.41 16.40 5.58 
B3LYP -25.35 -25.84 -16.73 10.70 11.85 0.49 
PBE0 -32.88 -33.56 -24.25 13.95 15.06 3.94 

More accurate calculations would need to perform calculations involving on the one hand 

explicit solvated proton, i.e. not only hydronium cation H3O+ within the solvent model, but 

hydrated protons such as Zundel cation H+(H2O)2 [74], Eigen cation H3O+(H2O)3 [74], 

Stoyanov cation H5O2
+(H2O)4 [71], and, on the other hand, water dimer, tetramer or 

hexamer as reactants (to balance the hydrolysis equation). One of the major effect would be 

to get a better value for the solvated proton. This point is indeed a little more complex since 

the hydrogen bond between H3O+ and one first neighbor H2O has been calculated to amount 

ca 4.4 kcal/mol [76], to be compared to 2.5 kcal/mol in bulk water[77, 78]. According to the 

experimental technique used to tackle the dynamics of shell water molecules around ions, 

slower reorientation times than in the bulk are observed because of stronger hydrogen 



33 
 

bonds with H3O+ than in the bulk [79]. Nevertheless, four hydration shells have been 

assigned from Smiechowski and Stangret [80] in FTIR experiments. Besides, to be sufficiently 

accurate, the mechanism of water dissociation would involve a water cluster consisting in at 

least 6 water molecules, allowing a charge transfer through a proton shuttle mechanism 

process, allowing the unusually high diffusion rate. This mechanism is sometimes called 

“Grotthuss mechanism.” [81-85] The solvation of the proton has been shown to involve both 

of the H3O +(H2O)3 Eigen cation  and the H3O +(H2O) Zundel cation, i.e. [H2O-H- OH2]+. 

Accordingly, whereas the thermodynamics resulting from our calculation dealing with a 

single proton H+ solvated only by a continuum model cannot provide accurate values to be 

compared to experiment, the trends between the three triphenylmethane derivates can be 

considered as trustable. One source of inaccuracy is certainly the solvation model, which 

leads to different results if one considers separate reactants –or products- (each one within 

its electrostatic model) or both reactants –or products- within a single solvent model. This is 

typically obtained if one considers the energies obtained from the sum of separate 

fragments, or the energy obtained at the feet of an IRC (intrinsic reaction path), followed by 

a subsequent geometry optimization of the resulting structures. Because of the existence of 

several degrees of freedom (rotations between conformers which can be overcome by 

thermal motion, the experimental data should lie between the theoretical (0K) values. 

One should consider the obtained activation energies as minimal values (i.e. underestimate), 

because a) the solvation model, just discussed (the sum of the separate reactant energies is 

clearly higher than the energy of the gathered (weakly bonded) reactants; b) the DFT 

functionals selected in the present work may not be the best ones to calculate water proton-

transfer reactions, as shown in [86]. One may also underline the well-known difficulty to 
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calculate proton-exchange barriers with DFT functionals [87, 88], as well as with more 

sophisticated methods.[89] 

 

3.7. Ultraviolet-Visible spectra of the products. 

For the three resulting products of equations (7)-(9) the λmax and the strength of the 

oscillator (f), as well as the orbitals involved in the transitions are calculated at the same 

seven levels of theory. Table 8 collects these results. 

Table 8: Absorption wavelengths, oscillator strength (f), and the orbitals involved in the 

transitions of three products using eight levels of theory. 

Product Functionals 
λmax 

(nm) 
f 

Transitions H=HOMO, 

L=LUMO (%) 

MGOH 

PBE 334 0.025 H-1→ L+2 (76%)  

BP86 333 0.026 H-1→ L+2 (76%) 

B3LYP 271 0.085 H→ L+1 (58%) 

PBE0 248 0.240 H→ L+3 (71%) 

M06 252 0.207 H→ L+3 (43%) 

M06-2X 237 0.924 H-1→ L+3    (19%) 

CAM-B3LYP 237 0.877 H-1→ L+3 (21%) 

ωB97X-D 236 0.907 H-1→ L+3 (24%) 

BGOH 

PBE 339 0.022 H-1→ L+2 (78%) 

BP86 338 0.022 H-1→ L+2 (79%) 

B3LYP 257 0.609 H-1→ L+3 (61%) 

PBE0 248 0.271 H-1→ L+3 (50%) 

M06 255 0.210 H → L+3 (54%) 

M06-2X 240 0.934 H-1→ L+3    (19%) 

CAM-B3LYP 240 0.882 H-1→ L+3 (21%) 

ωB97X-D 239 0.910 H-1→ L+3 (24%) 

EGOH+ 

 

PBE 447 0.091 H→ L (85%) 

BP86 445 0.092 H→ L (85%) 

B3LYP 249 0.736 H-1→ L+3 (85%) 

PBE0 245 0.480 H-1→ L+3 (41%)  

M06 251 0.624 H-1→ L+3 (59%)  

M06-2X 236 0.743 H-1→ L+3  (77%) 

CAM-B3LYP 237 0.710 H-1→ L+3 (82%)  

ωB97X-D 236 0.685 H-1→ L+3 (82%)  
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As expected, all the main bands appear in the UV region (200-400 nm), corresponding to the 

extinction of the colored bands of the dyes. It is noticeable that the transition energy is 

calculated with GGA functionals at smaller energies (larger wavelength) than with hybrid and 

even more with range-separated functionals. This is in agreement with the larger gap 

(hardness) obtained by hybrid and range-separated functionals with respect to GGAs. In case 

of EGOH+ product, the GGA functional gives the bands in the purple region. For all products, 

the absorption wavelengths systematically obey the trend: PBE > BP86 > B3LYP > M06 > 

PBE0 > M06-2X= CAM-B3LYP > ωB97X-D, so more generally GGA > hybrid > range-separated 

classes of functional. This underlines the (well-known) importance of the asymptotic 

behavior of the Kohn-Sham potential for the calculation of electronic spectra.  The fact that 

the PBE functional delivers the best agreement with experimental absorption spectra is 

probably related to the solvent model interaction with charged species, whereas no 

significant effect has been found with respect to the basis set.  

 

4. Concluding remarks 

In the present work, the degradation of three triphenylmethane dyes (MG+, BG+, EG2+) is 

studied at DFT and TD-DFT levels. As expected, the geometry optimizations of the dyes 

recovers the planarity of the ring group of the triphenylmethane and the DFT reactivity 

descriptors show that the EG2+ dye is more reactive than MG+ and BG+ dyes. The UV/vis 

spectra of three dyes are well reproduced using TDDFT method. The agreements with the 

experimentally observed wavelength values obey the trend: PBE > BP86> B3LYP >   PBE0 > 

M06 > M06-2X > CAM-B3LYP > ωB97X-D. The range-separated functionals lead to larger 

differences between calculated λmax quantities and experimental results. The two Local 
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reactivity descriptors used in this work show that the C1 (central carbon) is the most active 

site involved in the degradation process. 

The degradation of the triphenylmethane dyes through a hydrolysis mechanism is found 

exothermic. The barriers are in order: BG+ < MG+ < EG2+ in gas and solution phase. In the two 

phases CAM-B3LYP functional gives the greatest barriers and the M06 gives the lowest ones. 

These barrier ranges are compatible to a slow degradation through hydrolysis. Ultraviolet-

visible spectra of the products appear in the UV region (200-400 nm) and the absorption 

wavelengths systematically obey the trend GGA > hybrid > range-separated classes of 

functionals. 
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Figure S-1: Experimental UV-Visible spectra of MG dye at pH=7.80, [MG]0=7mg/l 
Figure S-2: Experimental UV-Visible spectra of BG  dye (7 mg/l) 
Figure S-3: Experimental UV-Visible spectra of  EG dye (11mg/l) 
Table S-4: Quantum chemical descriptors of three cationic dyes in gas phase calculated at 
eight levels of theory 
Table S-5: Quantum chemical descriptors of three cationic dyes in aqueous phase (single 

points, CPCM model) calculated at eight levels of theory. The origin of the coordinates is 

taken at the center of mass. 

 
Tables S-6—S-17: DCT charge transfer diagnostic using the unrelaxed electronic density 
difference (6-31G (d), CPCM, water): 
MG dye: Table S-4: PBE; Table S-5: PBE0; Table S-6: B3LYP; Table S-7: CAM-B3LYP 

BG dye: Table S-8: PBE; Table S-9: PBE0; Table S-10: B3LYP; Table S-11: CAM-B3LYP 

EG dye: Table S-12: PBE; Table S-13: PBE0; Table S-14: B3LYP; Table S-15: CAM-B3LYP 

Figure S-4: Orbital energy levels of three cationic dyes at eight levels of calculation 

Figure S-5. B3LYP/6-31G(d) optimized geometries of the products for hydrolysis reactions. 
The distances C1-O and O-Hd detached are shown in Å. 
Figure S-6. Optimized geometries for the transition structures for hydrolysis reactions.  
 
Cartesian coordinates of the optimized structures of the three dyes MG+, BG+ and  EG2+  calculated 

with eight functional (PBE, BP86, B3LYP, PBE0, M06, CAM-B3LYP, WB97X-D and M06-2X) and 6-31G (d) 

basis.  
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