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#### Abstract

We prove the convergence of an incremental projection numerical scheme for the time-dependent incompressible Navier-Stokes equations, without any regularity assumption on the weak solution. The velocity and the pressure are discretized in conforming spaces, whose compatibility is ensured by the existence of an interpolator for regular functions which preserves approximate divergence free properties. Owing to a priori estimates, we get the existence and uniqueness of the discrete approximation. Compactness properties are then proved, relying on a Lions-like lemma for time translate estimates. It is then possible to show the convergence of the approximate solution to a weak solution of the problem. The construction of the interpolator is detailed in the case of the lowest degree Taylor-Hood finite element.


## 1 Introduction

The Navier-Stokes equations for a homogeneous incompressible fluid can be written in a strong form as:

$$
\begin{align*}
& \partial_{t} \boldsymbol{u}+(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{u}-\Delta \boldsymbol{u}+\nabla p=\boldsymbol{f} \text { in }(0, T) \times \Omega  \tag{1a}\\
& \operatorname{div} \boldsymbol{u}=0 \text { in }(0, T) \times \Omega \tag{1b}
\end{align*}
$$

where the density and the viscosity are set to one for the sake of simplicity, and where
$T>0$, and $\Omega$ is a connected, open and bounded subset of $\mathbb{R}^{d}, d \in\{2,3\}$, with a Lipschitz boundary $\partial \Omega$.

The variables $\boldsymbol{u}$ and $p$ are respectively the velocity and the pressure of the fluid, and (1a) and (1b) respectively model the momentum conservation and the mass conservation of an incompressible fluid. This system is supplemented with the homogeneous Dirichlet boundary condition

$$
\begin{equation*}
\boldsymbol{u}=0 \text { on }(0, T) \times \partial \Omega \tag{3}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
\boldsymbol{u}(0)=\boldsymbol{u}_{0} \text { in } \Omega \tag{4}
\end{equation*}
$$

The function $\boldsymbol{u}_{0}$ is the initial datum for the velocity and the function $\boldsymbol{f}$ is the source term.
While this system of equations is coupling the velocity and the pressure, projection numerical schemes, introduced in [9] and [37], enable the successive resolution of decoupled elliptic equations for the velocity

[^0]and the pressure. This leads to cheaper and smaller computations than those issued from a coupled approximation. Nevertheless, the projection method as originally presented has some drawbacks: the precision is limited for the $L^{2}$ norm of the pressure and for the $H^{1}$ norm of the velocity. This limited precision is a consequence of the artificial boundary condition for the pressure. The use of a higher-order time discretization does not improve the convergence rate. We refer to 31 for error estimates for the semi-discrete case (see also [33] and [34]). Different choices of the pressure boundary condition have been discussed to improve the efficiency of this method. The first major improvement of the original projection scheme was proposed in [19] (see also [38]) and now referred to (following [22]) as incremental projection schemes. Such schemes can be written as follows in the case of a continuous-in-space discrete-in-time scheme:

- Prediction step : Find a function $\tilde{\boldsymbol{u}}^{n+1} \in H_{0}^{1}(\Omega)^{d}$, which is therefore regular in space and respects the boundary conditions but is not divergence-free, such that the following linearized momentum equation holds in the homogeneous Dirichlet weak sense:

$$
\frac{1}{\delta t}\left(\tilde{\boldsymbol{u}}^{n+1}-\boldsymbol{u}^{n}\right)+
$$

$$
\begin{equation*}
\left(\tilde{\boldsymbol{u}}^{n} \cdot \nabla\right) \tilde{\boldsymbol{u}}^{n+1}+\frac{1}{2} \operatorname{div} \tilde{\boldsymbol{u}}^{n} \tilde{\boldsymbol{u}}^{n+1}-\Delta \tilde{\boldsymbol{u}}^{n+1}+\nabla p^{n}=\boldsymbol{f}^{n+1} \text { in } \Omega \tag{5}
\end{equation*}
$$

This step involves $d$ decoupled resolution of elliptic problems for each of the components of the velocity.

- Correction step : Find the new pressure field $p^{n+1} \in H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ (denoting by $L_{0}^{2}(\Omega)$ the space of functions of $L^{2}(\Omega)$ with null average on $\Omega$ ), and a corrected velocity $\boldsymbol{u}^{n+1} \in \boldsymbol{V}(\Omega)$ (denoting by $\boldsymbol{V}(\Omega)$ the space of $L^{2}$-divergence-free functions and null normal trace, precisely defined by (11)) therefore with a lower regularity in space and a weaker boundary condition, such that, in the homogeneous Neumann weak sense for the unknown $p^{n+1}-p^{n} \in H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$,

$$
\begin{align*}
& \frac{1}{\delta t}\left(\boldsymbol{u}^{n+1}-\tilde{\boldsymbol{u}}^{n+1}\right)+\nabla\left(p^{n+1}-p^{n}\right)=0 \text { in } \Omega  \tag{6a}\\
& \operatorname{div} \boldsymbol{u}^{n+1}=0 \text { in } \Omega \tag{6b}
\end{align*}
$$

This step involves the resolution of an elliptic problem for finding the new pressure.
Scheme (5)-(6) is called an "incremental projection scheme", since it is obtained by introducing the previous pressure gradient in the prediction step and by solving the increment of the pressure in the correction step, which is a projection step of the predicted velocity on the divergence-free functions. Such a scheme seems to be much more efficient from a computational point of view than non-incremental projection schemes and has been the object of several error analyses, under some regularity assumptions on the solution of the continuous problem in the semi-discrete setting, see [33] and [34]. The incremental schemes have been the object of some works in the fully discrete setting (see [25], [24], [20], [23]). For more details concerning projection methods we refer to [22] and references therein.
Some recent papers [27, 18] propose convergence proofs for fully discrete projection schemes. In [18], the incremental projection scheme is considered without any assumption of regularity assumptions on the exact solution. The proof of its convergence is done both for the semi-discrete scheme and for a fully discrete scheme using the Marker-And-Cell scheme (introduced in the seminal paper [26]). In this paper, we extend such a proof to the case where the spatial discretization is done using conforming methods (in most of the cases, finite element methods or spectral methods).
For any integer $N \geq 1$, we define the time step by $\delta t_{N}=T / N$ and we consider approximation spaces $\boldsymbol{X}_{N} \subset H_{0}^{1}(\Omega)^{d}$ for the predicted velocity, $M_{N} \subset H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ for the approximate pressure. Then the space $\boldsymbol{V}_{N}$, defined as the space of functions which are $L^{2}$-orthogonal to the gradient of the elements of
$M_{N}$ (it is therefore not a subset of $\boldsymbol{V}(\Omega)$ ) is used for the approximation of the corrected velocity. The fully discrete incremental projection scheme is given in Section 2, and is shown to have a unique solution $\left(\tilde{\boldsymbol{u}}_{N}^{n}, p_{N}^{n}, \boldsymbol{u}_{N}^{n}\right)_{n=1, \ldots, N} \in\left(\boldsymbol{X}_{N} \times M_{N} \times \boldsymbol{V}_{N}\right)^{N}$.
In order to prove the convergence of the incremental projection scheme, we need to prove the compactness of the sequence of the approximate velocities in $L^{2}$. The main difficulty relies in the time translate estimates; this difficulty is solved in the coupled case by the famous Lions' Lemma [29, Lemme 5.1 p.58], bounding the norm in $L^{2}$ by a combination of the norm in $H^{1}$ and of a semi-norm similar to a $H^{-1}$ norm. In the case of the incremental projection method, the difficulty relies in the fact that there are two different approximations for the velocities. We handle this difficulty in Section 3.3, by closely following the method first introduced in [18]. We can then conclude the convergence proof to a solution, considered in the weak sense given by Definition 1.1, in Section 3.4.
It is noticeable that, for this existence and uniqueness result, no compatibility condition between $M_{N}$ and $\boldsymbol{X}_{N}$ is required. This is no longer the case in Section 3, where the convergence of the method is proved. The compatibility condition is expressed through the existence of an interpolator $\Pi_{N}: \boldsymbol{W} \rightarrow$ $\boldsymbol{X}_{N} \cap \boldsymbol{V}_{N} \cap L^{\infty}(\Omega)^{d}$, whose purpose is to build approximate values in the discrete velocity spaces of some regular functions. This interpolator replaces in this paper a Fortin interpolator (see [32, 12, 13, 17] for more properties on such operator). In the present paper, the requested properties are slightly different (see Section 3.1):

- The set $\boldsymbol{W}$ is a dense subset of the set $H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ for the $H_{0}^{1}(\Omega)^{d}$ norm (see (21)).
- For any $\boldsymbol{\varphi} \in \boldsymbol{W}$, the convergence of $\Pi_{N} \boldsymbol{\varphi}$ to $\boldsymbol{\varphi}$ is assumed to hold in $H_{0}^{1}(\Omega)^{d}$, while the $L^{\infty}$ norm of $\Pi_{N} \varphi$ remains bounded (see (24)).
So the hypotheses which are given on the space discretization in this paper are not shown to be equivalent to an inf-sup property. In Section 4, we consider the example of the lowest degree Taylor-Hood finite element. In this section we provide all the calculations that prove the convergence property which is requested on $\Pi_{N}$, since the properties which are studied in the literature are generally different. We show that constructing $\Pi_{N}$ and checking its properties is much simplified by the fact that we only need to apply it on regular divergence free functions with compact support. It is in some way simpler than the verification of the inf-sup condition for these spaces (we provide in this section simple examples where there is no inf-sup stability with the lowest degree Taylor-Hood finite element, but where $\Pi_{N}$ is nevertheless defined). Note that the study done in this paper also applies to the semi-discrete scheme (see Remark (3.2). We refer to 18 for the convergence of the semi-discrete scheme using another discretization of the convective term.
Throughout the paper, we shall assume that the data $\boldsymbol{f}$ and $\boldsymbol{u}_{0}$ satisfy

$$
\begin{equation*}
\boldsymbol{f} \in L^{2}\left(0, T ; H^{-1}(\Omega)^{d}\right) \text { and } \boldsymbol{u}_{0} \in L^{2}(\Omega)^{d} \tag{7}
\end{equation*}
$$

We denote in the whole paper

$$
\begin{equation*}
\forall \boldsymbol{v}, \boldsymbol{w} \in L^{2}(\Omega)^{d},(\boldsymbol{v}, \boldsymbol{w}):=\int_{\Omega} \boldsymbol{v}(\boldsymbol{x}) \cdot \boldsymbol{w}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall \boldsymbol{g} \in H^{-1}(\Omega)^{d}, \forall \boldsymbol{v} \in H_{0}^{1}(\Omega)^{d},\langle\boldsymbol{g}, \boldsymbol{v}\rangle:=\boldsymbol{g}(\boldsymbol{v}) \tag{9}
\end{equation*}
$$

We recall that we denote by $L_{0}^{2}(\Omega)$ the space of $L^{2}$ functions with null average on $\Omega$, which can be defined by

$$
\begin{equation*}
L_{0}^{2}(\Omega)=\left\{q \in L^{2}(\Omega) \text { such that } \int_{\Omega} q(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=0\right\} \tag{10}
\end{equation*}
$$

and by $\boldsymbol{V}(\Omega)$ the space of $L^{2}$-divergence-free functions, which can be defined by

$$
\begin{equation*}
\boldsymbol{V}(\Omega)=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d} \text { such that }(\boldsymbol{u}, \nabla \xi)=0 \text { for any } \xi \in H^{1}(\Omega)\right\} \tag{11}
\end{equation*}
$$

Recall that $\boldsymbol{V}(\Omega)$ (sometimes also denoted by $L_{\sigma}^{2}(\Omega)$ ) is the closure in $L^{2}(\Omega)$ of $C_{c, \sigma}^{\infty}(\Omega):=\{\boldsymbol{v} \in$ $\left.C_{c}^{\infty}(\Omega)^{d} ; \operatorname{div} \boldsymbol{v}=0\right\}$ and that we can write as well [35, Eq. 3.5.13], 4, Definition IV.3.2 p. 248]

$$
\boldsymbol{V}(\Omega)=\left\{\boldsymbol{u} \in H_{\mathrm{div}}(\Omega) \text { such that } \operatorname{div} \boldsymbol{u}=0 \text { and } \gamma_{\nu} \boldsymbol{u}=0\right\}
$$

denoting by $\gamma_{\nu}$ the normal trace of $\boldsymbol{u}$ on $\partial \Omega$. Then $H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ (sometimes also denoted by $W_{0, \sigma}^{1,2}(\Omega)$ ) is the subset of $H_{0}^{1}(\Omega)^{d}$ of divergence-free functions, and is the closure in $H^{1}(\Omega)$ of $C_{c, \sigma}^{\infty}(\Omega)$ [35, p.157], [4, Lemma IV.3.4 p.249]. Let us define the weak solutions of Problem (11)-(4) in the sense of Leray [28].
Definition 1.1 (Weak solution): Under the assumptions (2) and (7), a function $\boldsymbol{u} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d} \cap\right.$ $\boldsymbol{V}(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)$ is a weak solution of the problem (11)-(4) if

$$
\begin{align*}
&-\int_{0}^{T}\left(\boldsymbol{u}, \partial_{t} \boldsymbol{v}\right) \mathrm{d} t+\int_{0}^{T}((\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{u}, \boldsymbol{v}) \mathrm{d} t+\int_{0}^{T} \int_{\Omega} \boldsymbol{\nabla} \boldsymbol{u}: \boldsymbol{\nabla} \boldsymbol{v} \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
&=\left(\boldsymbol{u}_{0}, \boldsymbol{v}(0, \cdot)\right)+\int_{0}^{T}\langle\boldsymbol{f}, \boldsymbol{v}\rangle \mathrm{d} t \tag{12}
\end{align*}
$$

for any $\boldsymbol{v} \in C_{c}^{\infty}(\Omega \times[0, T))^{d}$, such that $\operatorname{div} \boldsymbol{v}=0$ a.e. in $\Omega \times(0, T)$.

## 2 The projection scheme using a conforming method

### 2.1 Space and time discretizations

We consider a partition of the time interval $[0, T]$, which we suppose uniform to alleviate the notations, so that the assumptions read (omitting in the whole paper to recall that $N$ is assumed to be an integer):

$$
\begin{equation*}
N \geq 1, \quad \delta t_{N}=\frac{T}{N}, \quad t_{N}^{n}=n \delta t_{N} \text { for } n \in \llbracket 0, N \rrbracket . \tag{13}
\end{equation*}
$$

We consider a sequence of velocity-pressure approximations in $H_{0}^{1}(\Omega)^{d}$ and $H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ respectively. For the approximation of the predicted velocity, let

$$
\begin{equation*}
\left(\boldsymbol{X}_{N}\right)_{N \geq 1} \text { be a sequence of closed subspaces of } H_{0}^{1}(\Omega)^{d} . \tag{14}
\end{equation*}
$$

For the approximation of the pressure, let

$$
\begin{equation*}
\left(M_{N}\right)_{N \geq 1} \text { be a sequence of closed subspaces of } H^{1}(\Omega) \cap L_{0}^{2}(\Omega) \tag{15}
\end{equation*}
$$

For the approximation of the corrected velocity we define the space of weakly divergence free functions by

$$
\begin{equation*}
\boldsymbol{V}_{N}=\left\{\boldsymbol{v} \in L^{2}(\Omega)^{d} \text { such that }(\boldsymbol{v}, \nabla q)=0 \text { for any } q \in M_{N}\right\} \tag{16}
\end{equation*}
$$

We denote by $\mathcal{P}_{\boldsymbol{V}_{N}}: L^{2}(\Omega)^{d} \rightarrow \boldsymbol{V}_{N}$ the orthogonal projection in $L^{2}(\Omega)^{d}$ onto the space $\boldsymbol{V}_{N}$. We denote by $\mathcal{P}_{\boldsymbol{V}(\Omega)}: L^{2}(\Omega)^{d} \rightarrow \boldsymbol{V}(\Omega)$ the orthogonal projection in $L^{2}(\Omega)^{d}$ onto the space $\boldsymbol{V}(\Omega)$.

Remark 2.1: The choice $\boldsymbol{X}_{N}=H_{0}^{1}(\Omega)^{d}, M_{N}=H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ (which implies $\boldsymbol{V}_{N}=\boldsymbol{V}(\Omega)$ ) yields the continuous-in-space discrete-in-time scheme.

### 2.2 The projection scheme

Let $a: H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d} \rightarrow \mathbb{R}$ be the coercive bilinear form defined by

$$
a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \boldsymbol{\nabla} \boldsymbol{u}: \boldsymbol{\nabla} \boldsymbol{v} \mathrm{d} \boldsymbol{x}
$$

and let $b: H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d} \rightarrow \mathbb{R}$ be the "skew-symmetric" trilinear form defined by

$$
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\frac{1}{2} \int_{\Omega}((\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{v} \cdot \boldsymbol{w}-(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{w} \cdot \boldsymbol{v}) \mathrm{d} \boldsymbol{x}
$$

Note that we have for any $(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d}$

$$
\begin{equation*}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{v} \cdot \boldsymbol{w} \mathrm{d} \boldsymbol{x}+\frac{1}{2} \int_{\Omega} \operatorname{div} \boldsymbol{u}(\boldsymbol{v} \cdot \boldsymbol{w}) \mathrm{d} \boldsymbol{x} \tag{17}
\end{equation*}
$$

Note that the fact that $b$ is continuous over $H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d}$ is a consequence of the Sobolev continuous embedding of $H_{0}^{1}(\Omega)$ in $L^{4}(\Omega)$ for $d \in\{2,3\}$. Using the above definitions, the first order time fully discrete incremental projection scheme reads:

## Initialization:

$$
\begin{equation*}
\text { Let } \boldsymbol{u}_{N}^{0}=\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{u}_{0}, \tilde{\boldsymbol{u}}_{N}^{n}=0 \text { and } p_{N}^{0}=0 \tag{18a}
\end{equation*}
$$

Solve for $0 \leq n \leq N-1$ :
Prediction step: Find $\boldsymbol{u}_{N}^{n+1} \in \boldsymbol{X}_{N}$ such that
$\frac{1}{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)-\left(\boldsymbol{u}_{N}^{n}, \boldsymbol{v}\right)\right)+b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)$
$+a\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)+\left(\nabla p_{N}^{n}, \boldsymbol{v}\right)=\left\langle\boldsymbol{f}_{N}^{n+1}, \boldsymbol{v}\right\rangle$, for any $\boldsymbol{v} \in \boldsymbol{X}_{N}$,
Correction step 1: Find $p_{N}^{n+1} \in M_{N}$ such that
$\left(\nabla\left(p_{N}^{n+1}-p_{N}^{n}\right), \nabla q\right)=\frac{1}{\delta t_{N}}\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \nabla q\right)$, for any $q \in M_{N}(\Omega)$.
Correction step 2: Define $\boldsymbol{u}_{N}^{n+1} \in L^{2}(\Omega)^{d}$ as follows
$\boldsymbol{u}_{N}^{n+1}=\tilde{\boldsymbol{u}}_{N}^{n+1}-\delta t_{N} \nabla\left(p_{N}^{n+1}-p_{N}^{n}\right)$.
The term $\boldsymbol{f}_{N}^{n+1} \in H^{-1}(\Omega)^{d}$ is given by $\boldsymbol{f}_{N}^{n+1}=\frac{1}{\delta t_{N}} \int_{t^{n}}^{t^{n+1}} \boldsymbol{f}(t) \mathrm{d} t$.
Remark 2.2: Note that $\boldsymbol{u}_{N}^{n+1}$ belongs to $\boldsymbol{X}_{N}+\nabla M_{N} \subset L^{2}(\Omega)^{d}$. We refer to [20] for other discretizations of the projection step. Multiplying (18d) by the gradient of an element of $M_{N}$ and using (18d) we obtain for any $n \in \llbracket 0, N-1 \rrbracket$

$$
\begin{equation*}
\left(\boldsymbol{u}_{N}^{n+1}, \nabla q\right)=0 \text { for any } q \in M_{N} \tag{19}
\end{equation*}
$$

which means that $\boldsymbol{u}_{N}^{n+1} \in \boldsymbol{V}_{N}$. Hence, as stated in the introduction, $\boldsymbol{u}_{N}$ satisfies the discrete divergence free constraint, but not the regularity one. We therefore obtain a discrete Helmholtz-Leray decomposition of the function $\tilde{\boldsymbol{u}}_{N}^{n+1}$ by writing $\tilde{\boldsymbol{u}}_{N}^{n+1}=\boldsymbol{u}_{N}^{n+1}+\delta t_{N} \nabla\left(p_{N}^{n+1}-p_{N}^{n}\right)$. Although $\tilde{\boldsymbol{u}}_{N}$ safisfies the regularity constraint and the boundary conditions, but not the discrete divergence free constraint, Theorem 3.8 proves that both approximate fields converge to the same weak solution of the continuous problem, simultaneously satisfying all these constraints.

Remark 2.3: Note that the numerical method can be expressed without using the sequence of corrected velocity $\left(\boldsymbol{u}_{N}^{n}\right)_{n \in \llbracket 0, N \rrbracket}$. Letting $p_{N}^{0}=0$, the predicted velocity is such that

$$
\frac{1}{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}^{1}, \boldsymbol{v}\right)-\left(\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{u}_{0}, \boldsymbol{v}\right)\right)+a\left(\tilde{\boldsymbol{u}}_{N}^{1}, \boldsymbol{v}\right)=\left\langle\boldsymbol{f}_{N}^{1}, \boldsymbol{v}\right\rangle, \text { for any } \boldsymbol{v} \in \boldsymbol{X}_{N},
$$

and, for $n \in \llbracket 1, N-1 \rrbracket$,

$$
\begin{aligned}
\frac{1}{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)-\left(\tilde{\boldsymbol{u}}_{N}^{n}, \boldsymbol{v}\right)\right)+b\left(\tilde{\boldsymbol{u}}_{N}^{n},\right. & \left.\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right) \\
& +a\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)+\left(\nabla\left(2 p_{N}^{n}-p_{N}^{n-1}\right), \boldsymbol{v}\right)=\left\langle\boldsymbol{f}_{N}^{n+1}, \boldsymbol{v}\right\rangle, \text { for any } \boldsymbol{v} \in \boldsymbol{X}_{N} .
\end{aligned}
$$

The pressure $p_{N}^{n+1} \in M_{N}$ is such that

$$
\left(\nabla\left(p_{N}^{n+1}-p_{N}^{n}\right), \nabla q\right)=\frac{1}{\delta t_{N}}\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \nabla q\right) \text { for any } q \in M_{N} .
$$

Remark 2.4: The choice for the initial conditions $\tilde{\boldsymbol{u}}_{N}^{0}$ and $p_{N}^{0}$ plays no significant role for the convergence study. It suffices to consider any sequences $\left(\tilde{\boldsymbol{u}}_{N}^{0}\right)_{N \geq 1}$ bounded in $H^{1}(\Omega)^{d}$ and $\left(\tilde{p}_{N}^{0}\right)_{N \geq 1}$ bounded in $H^{1}(\Omega)$.

### 2.3 Existence of a solution to the projection scheme

The following existence result allows to define the approximate solutions obtained by the projection scheme (18).

Lemma 2.1 (Approximate solutions): Under Assumptions (2), (7), (13), (14), (15), for any $N \geq 1$, there exists a unique sequence $\left(\tilde{\boldsymbol{u}}_{N}^{n}, \boldsymbol{u}_{N}^{n}, p_{N}^{n}\right)_{n \in \llbracket 1, N \rrbracket} \subset \boldsymbol{X}_{N} \times \boldsymbol{V}_{N} \times M_{N}$ satisfying (18). We then define the functions $\boldsymbol{u}_{N}:(0, T) \rightarrow \boldsymbol{V}_{N}$ and $\tilde{\boldsymbol{u}}_{N}:(0, T) \rightarrow \boldsymbol{X}_{N}$ by

$$
\begin{equation*}
\boldsymbol{u}_{N}(t)=\sum_{n=0}^{N-1} \mathbb{1}_{\left(t_{N}^{n}, t_{N}^{n+1}\right]}(t) \boldsymbol{u}_{N}^{n}, \quad \tilde{\boldsymbol{u}}_{N}(t)=\sum_{n=0}^{N-1} \mathbb{1}_{\left(t_{N}^{n}, t_{N}^{n+1}\right]}(t) \tilde{\boldsymbol{u}}_{N}^{n+1} . \tag{20}
\end{equation*}
$$

Proof. For given functions $p_{N}^{n} \in M_{N}, \tilde{\boldsymbol{u}}_{N}^{n} \in \boldsymbol{X}_{N}$ and $\boldsymbol{u}_{N}^{n} \in \boldsymbol{V}_{N}$, Problem (18b) is under the form:

$$
\tilde{\boldsymbol{u}}_{N}^{n+1} \in \boldsymbol{X}_{N}, \forall \boldsymbol{v} \in \boldsymbol{X}_{N}, a_{N}^{n}\left(\boldsymbol{u}_{N}^{n+1}, \boldsymbol{v}\right)=\left\langle\boldsymbol{g}_{N}^{n}, \boldsymbol{v}\right\rangle,
$$

where we define the bilinear form $a_{N}^{n}: H_{0}^{1}(\Omega)^{d} \times H_{0}^{1}(\Omega)^{d} \rightarrow \mathbb{R},(\boldsymbol{u}, \boldsymbol{v}) \mapsto \frac{1}{\delta t_{N}}(\boldsymbol{u}, \boldsymbol{v})+b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \boldsymbol{u}, \boldsymbol{v}\right)+a(\boldsymbol{u}, \boldsymbol{v})$, and where $\boldsymbol{g}_{N}^{n} \in H^{-1}(\Omega)^{d}$. The continuity of this bilinear form is a consequence of that of $b$. Owing to the property $b(\cdot, \boldsymbol{v}, \boldsymbol{v})=0$, this continuous bilinear form is such that

$$
\forall \boldsymbol{v} \in \boldsymbol{X}_{N}, a_{N}^{n}(\boldsymbol{v}, \boldsymbol{v}) \geq\|\boldsymbol{v}\|_{H_{0}^{1}(\Omega)^{d}}^{2} .
$$

Hence the existence and uniqueness of the solution $\tilde{\boldsymbol{u}}_{N}^{n+1} \in \boldsymbol{X}_{N}$ (which is closed by assumption) is given by the Lax-Milgram theorem.
For given functions $p_{N}^{n} \in M_{N}, \tilde{\boldsymbol{u}}_{N}^{n+1} \in \boldsymbol{X}_{N}$, Problem (18c) is under the form:

$$
p_{N}^{n+1} \in M_{N}, \forall q \in M_{N},\left(\nabla p_{N}^{n+1}, \nabla q\right)=c_{N}(q) .
$$

Hence the existence and uniqueness of the solution $p_{N}^{n+1} \in M_{N}$ (again closed by assumption) is given by the fact that the bilinear form $(p, q) \mapsto(\nabla p, \nabla q)$ is coercive on $H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$.

## 3 Convergence study

When the Stokes problem is formulated as a coupled mixed problem whose unknowns are the velocity and the pressure, the approximation spaces used in the case of a coupled scheme must satisfy a compatibility condition (called the inf-sup condition) to obtain existence and uniqueness of a solution (see [6]). Although such condition is not needed for proving Lemma 2.1, the numerical simulations presented in [24] suggest that some compatibility conditions are necessary to obtain satisfactory convergence properties. We present in Section 3.1 some sufficient compatibility conditions, which are not equivalent to the standard inf-sup condition, as detailed in Section 4 .

### 3.1 Convergence assumptions

The following assumptions are done on the sequences $\left(\boldsymbol{X}_{N}\right)_{N \geq 1}$ and $\left(M_{N}\right)_{N \geq 1}$ in order to prove the convergence of the projection scheme as $N \rightarrow \infty$. These assumptions, provided in terms of the existence of a family $\left(\Pi_{N}\right)_{N \geq 1}$ of interpolators on some spaces, replace the standard uniform inf-sup hypothesis. We assume that

$$
\begin{equation*}
\boldsymbol{W} \text { is a dense subset of } \boldsymbol{V}(\Omega) \cap H_{0}^{1}(\Omega)^{d} \text { for the norm of } H_{0}^{1}(\Omega)^{d} \text {. } \tag{21}
\end{equation*}
$$

We define

$$
\begin{gather*}
\forall N \geq 1, \boldsymbol{E}_{N}=\boldsymbol{X}_{N} \cap \boldsymbol{V}_{N} \cap L^{\infty}(\Omega)^{d}  \tag{22}\\
\forall N \geq 1, \forall \boldsymbol{u} \in \boldsymbol{E}_{N},\|\boldsymbol{u}\|_{\boldsymbol{E}}=\|\boldsymbol{\nabla} \boldsymbol{u}\|_{L^{2}(\Omega)^{d \times d}}+\|\boldsymbol{u}\|_{L^{\infty}(\Omega)^{d}} . \tag{23}
\end{gather*}
$$

We assume that
For any $N \geq 1$ there exists a mapping $\Pi_{N}: \boldsymbol{W} \rightarrow \boldsymbol{E}_{N}$ such that, for any $\boldsymbol{\varphi} \in \boldsymbol{W},\left(\Pi_{N} \boldsymbol{\varphi}\right)_{N \geq 1}$ converges to $\boldsymbol{\varphi}$ in $H_{0}^{1}(\Omega)^{d}$ and the sequence $\left(\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{\boldsymbol{E}}\right)_{N \geq 1}$ is bounded.

The sequence $\left(M_{N}\right)_{N \geq 1}$ is assumed to be such that

$$
\begin{align*}
& \left(\mathcal{P}_{M_{N}}(p)\right)_{N \geq 1} \text { converges to } p \text { in } H^{1}(\Omega), \\
& \text { for any } p \in H^{1}(\Omega) \cap L_{0}^{2}(\Omega), \tag{25}
\end{align*}
$$

where we denote by $\mathcal{P}_{M_{N}}: H^{1}(\Omega) \cap L_{0}^{2}(\Omega) \rightarrow M_{N}$ the orthogonal projection onto the space $M_{N}$ in the Hilbert space $H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ equipped with the scalar product $(p, q) \mapsto(\nabla p, \nabla q)$.

Remark 3.1: The density of $C_{c}^{\infty}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ in $\boldsymbol{V}(\Omega)$ for the $L^{2}(\Omega)^{d}$ norm is proved in particular in 4, Lemma IV.3.5 p. 249]. Since the density of $\boldsymbol{W}$ in $H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ enables to approximate any element of $C_{c}^{\infty}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ as closely as desired for the $L^{2}(\Omega)^{d}$ norm, we get that $\boldsymbol{W}$ is dense as well in $\boldsymbol{V}(\Omega)$ for the $L^{2}(\Omega)^{d}$ norm.

Remark 3.2: If, for all $N \geq 1$, we consider as in Remark 2.1 the semi-discrete case $\boldsymbol{X}_{N}=H_{0}^{1}(\Omega)^{d}$, $M_{N}=H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ (recall that this yields $\boldsymbol{V}_{N}=\boldsymbol{V}(\Omega)$ ), we let $\boldsymbol{W}=\boldsymbol{V}(\Omega) \cap C_{c}^{\infty}(\Omega)^{d}$ and $\Pi_{N}=$ Id. Then all the assumptions of this section are satisfied.

Remark 3.3: We provide in Section 4 the construction of $\Pi_{N}$ in the case of the lowest degree Taylor-Hood finite element. We show in Theorem 4.14 that it satisfies the assumptions given in this section, for a regular family of meshes in the standard sense.

### 3.2 Space estimate

Lemma 3.1: Under Assumptions (2), (77), (13), (14), (15), for any $N \geq 1$, the following relation holds for $n \in \llbracket 0, N-1 \rrbracket$ :

$$
\begin{align*}
\frac{1}{2 \delta t_{N}}\left(\left\|\boldsymbol{u}_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}^{2}-\left\|\boldsymbol{u}_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}^{2}\right) & +\frac{\delta t_{N}}{2}\left(\left\|\nabla p_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}^{2}-\left\|\nabla p_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}^{2}\right) \\
& +\frac{1}{2 \delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}-\boldsymbol{u}_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}^{2}+\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}=\left\langle\boldsymbol{f}_{N}^{n+1}, \tilde{\boldsymbol{u}}_{N}^{n+1}\right\rangle \tag{26}
\end{align*}
$$

Consequently, there exists $C_{1}$ depending only on $|\Omega|$, on the $L^{2}(\Omega)^{d}$-norm of $\boldsymbol{u}_{0}$ and on the $L^{2}\left(0, T ; H^{-1}(\Omega)^{d}\right)$ norm of $\boldsymbol{f}$ such that the functions $\tilde{\boldsymbol{u}}_{N}$ and $\boldsymbol{u}_{N}$ defined by (20) satisfy:

$$
\begin{gather*}
\left\|\tilde{\boldsymbol{u}}_{N}\right\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)} \leq G_{1} \quad \text { and } \quad\left\|\boldsymbol{u}_{N}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)} \leq C_{1}  \tag{27}\\
\left\|\tilde{\boldsymbol{u}}_{N}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)} \leq C_{1} \quad \text { and } \quad\left\|\boldsymbol{u}_{N}-\tilde{\boldsymbol{u}}_{N}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)} \leq C_{1} \sqrt{\delta t_{N}} . \tag{28}
\end{gather*}
$$

Proof. We take $\tilde{\boldsymbol{u}}_{N}^{n+1}$ in (18b) and we obtain for $n \in \llbracket 0, N-1 \rrbracket$

$$
\begin{align*}
\frac{1}{2 \delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{1}{2 \delta t_{N}}\left\|\boldsymbol{u}_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{1}{2 \delta t_{N}} \| & \tilde{\boldsymbol{u}}_{N}^{n+1}-\boldsymbol{u}_{N}^{n} \|_{L^{2}(\Omega)^{d}}^{2} \\
& +\left(\nabla p_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}\right)+\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}=\left\langle\boldsymbol{f}_{N}^{n+1}, \tilde{\boldsymbol{u}}_{N}^{n+1}\right\rangle \tag{29}
\end{align*}
$$

Squaring the relation $\boldsymbol{u}_{N}^{n+1}+\delta t_{N} \nabla p_{N}^{n+1}=\tilde{\boldsymbol{u}}_{N}^{n+1}+\delta t_{N} \nabla p_{N}^{n}$, integrating over $\Omega$, and owing to $\boldsymbol{u}_{N}^{n+1} \in \boldsymbol{V}_{N}$, we get that for $n \in \llbracket 0, N-1 \rrbracket$,

$$
\begin{aligned}
\frac{1}{2 \delta t_{N}}\left\|\boldsymbol{u}_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\delta t_{N}}{2}\left\|\nabla p_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}^{2}=\frac{1}{2 \delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}^{2} & \\
& +\frac{\delta t_{N}}{2}\left\|\nabla p_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}^{2}+\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \nabla p_{N}^{n}\right)
\end{aligned}
$$

Summing the latter relation with (29) yields (26) for $n \in \llbracket 0, N-1 \rrbracket$. We then get Relations (27) by summing over the time steps, using the Cauchy-Schwarz and Poincaré inequalities.

Lemma 3.2: Under Assumptions (2), (7), let $\left(\delta_{N}, \boldsymbol{X}_{N}, M_{N}\right)_{N \geq 1}$ be a sequence such that (13), (14), (15) and (25) hold. Then there exists $\boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)\right)$ and a subsequence again denoted by $\left(\delta t_{N}, \boldsymbol{X}_{N}, M_{N}\right)_{N \geq 1}$ such that, letting $\left(\tilde{\boldsymbol{u}}_{N}, \boldsymbol{u}_{N}\right)_{N \geq 1}$ be defined by Lemma 2.11, then $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$

Proof. Owing to (27), we get the existence of $\tilde{\boldsymbol{u}} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)$ such that, up to the extraction of a subsequence, the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ weakly converges to $\tilde{\boldsymbol{u}}$ in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)$, and of $\boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)$ such that $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$ weakly converges to $\boldsymbol{u}$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)$ for the weak star topology. Let $\xi \in H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$ and $\varphi \in C_{c}^{\infty}(] 0, T[)$ be given.
We notice that (19) yields

$$
\int_{0}^{T}\left(\boldsymbol{u}_{N}, \nabla \mathcal{P}_{M_{N}} \xi\right) \varphi(t) \mathrm{d} t=0, \text { for any } N \geq 1
$$

Using the convergence of the sequence $\left(\mathcal{P}_{M_{N}} \xi\right)_{N \geq 1}$ in $H^{1}(\Omega)$, the weak convergence of the sequence $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$ in $L^{2}((0, T) \times \Omega)^{d}$ and passing to the limit in the previous identity gives

$$
\int_{0}^{T}(\boldsymbol{u}, \nabla \xi) \varphi(t) \mathrm{d} t=0, \text { for any } \xi \in H^{1}(\Omega)
$$

We then obtain that $\boldsymbol{u} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)\right)$. Using (28), we get that $\tilde{\boldsymbol{u}}=\boldsymbol{u}$, which concludes the proof.

### 3.3 Time estimates

The weak convergence property given by Lemma 3.2 is not sufficient for passing to the limit in the scheme, owing to the presence of the nonlinear convection term. Hence we need some stronger compactness property on one of the subsequences $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$ or $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$, obtained through the application of Theorem 3.7below. We therefore need to prove an estimate on the time translates which fulfills (411). This is done by first proving an estimate for the time translates with respect to a semi-norm which plays the role of a discrete $H^{-1}$ seminorm. This seminorm, denoted by $|\cdot|_{*, N}$, makes the pressure gradient in (18d) vanish by considering test functions $\boldsymbol{v} \in \boldsymbol{E}_{N} \subset \boldsymbol{V}_{N}$. It is defined for any $\boldsymbol{w} \in L^{2}(\Omega)^{d}$ by

$$
\begin{equation*}
|\boldsymbol{w}|_{*, N}=\sup \left\{(\boldsymbol{w}, \boldsymbol{v}), \boldsymbol{v} \in \boldsymbol{E}_{N},\|\boldsymbol{v}\|_{\boldsymbol{E}} \leq 1\right\} \tag{30}
\end{equation*}
$$

Recall that $\boldsymbol{E}_{N}$ and $\|\boldsymbol{v}\|_{\boldsymbol{E}}$ are defined by $(22)-(23)$ and that the above definition remains meaningful even if $\boldsymbol{E}_{N}=\{0\}$.

Lemma 3.3 (A first estimate on the time translates): Under Assumptions (2), (7), (13), (14), (15), there exists $C_{2}$ only depending on $|\Omega|,\left\|\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)^{d}}$ and $\|\boldsymbol{f}\|_{L^{2}\left(0, T ; H^{-1}(\Omega)^{d}\right)}$ such that for any $N \geq 1$ and for any $\tau \in(0, T)$,

$$
\int_{0}^{T-\tau}\left|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right|_{*, N}^{2} \mathrm{~d} t \leq C_{2} \tilde{2}^{\tau\left(\tau+\delta t_{N}\right)}
$$

Remark 3.4: The proof of Lemma 3.3 relies on the $L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)$ estimates (27)-(28) proved in Lemma 3.1

Proof. Let $N \geq 2$ and $\tau \in(0, T)$ (for $N=1$ the quantity we have to estimate is zero). Let $\left(\chi_{N, \tau}^{n}\right)_{n \in \llbracket 1, N-1 \rrbracket}$ be the family of measurable functions defined for $n \in \llbracket 1, N-1 \rrbracket$ and $t \in \mathbb{R}$ by $\chi_{N, \tau}^{n}(t)=$ $\mathbb{1}_{\left(t_{N}^{n}-\tau, t_{N}^{n}\right]}(t)$, then

$$
\begin{equation*}
\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)=\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t)\left(\tilde{\boldsymbol{u}}_{N}^{n+1}-\tilde{\boldsymbol{u}}_{N}^{n}\right), \text { for any } t \in(0, T-\tau) \tag{31}
\end{equation*}
$$

Hence, owing to (18b), we have for any $\boldsymbol{v} \in \boldsymbol{X}_{N}$ and for any $t \in(0, T-\tau)$ the following identity

$$
\begin{aligned}
& \left(\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}\right)=-\delta t_{N} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) a\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right) \\
& \quad-\delta t_{N} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)-\delta t_{N} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t)\left(\nabla\left(2 p_{N}^{n}-p_{N}^{n-1}\right), \boldsymbol{v}\right) \\
& \quad+\delta t_{N} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t)\left\langle\boldsymbol{f}_{N}^{n+1}, \boldsymbol{v}\right\rangle .
\end{aligned}
$$

Let $\boldsymbol{v} \in \boldsymbol{E}_{N}$, and define $A(t)=\left(\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}\right)$. Using the previous identity we obtain

$$
A(t)=A_{d}(t)+A_{c}(t)+A_{p}(t)+A_{\boldsymbol{f}}(t)
$$

with

$$
\begin{gathered}
A_{d}(t)=-\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N} \int_{\Omega} \boldsymbol{\nabla} \tilde{\boldsymbol{u}}_{N}^{n+1}: \boldsymbol{\nabla} \boldsymbol{v} \mathrm{d} \boldsymbol{x} \\
A_{c}(t)=-\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N} b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right)
\end{gathered}
$$

$$
\begin{gathered}
A_{p}(t)=\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N} \int_{\Omega}\left(2 p_{N}^{n}-p_{N}^{n-1}\right) \operatorname{div} \boldsymbol{v} \mathrm{d} \boldsymbol{x}, \\
A_{\boldsymbol{f}}(t)=\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left\langle\boldsymbol{f}_{N}^{n+1}, \boldsymbol{v}\right\rangle .
\end{gathered}
$$

Using (23) we have

$$
\begin{equation*}
A_{d}(t) \leq\|\boldsymbol{v}\|_{\boldsymbol{E}} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}} \tag{32}
\end{equation*}
$$

Using the identity (17) and the estimates (27)-(28) we have

$$
\begin{align*}
& A_{c}(t)=-\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\left(\tilde{\boldsymbol{u}}_{N}^{n} \cdot \nabla\right) \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right) \\
& -\frac{1}{2} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\operatorname{div} \tilde{\boldsymbol{u}}_{N}^{n} \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}\right) \\
& \leq \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}} \\
& +\frac{1}{2} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left\|\operatorname{div} \tilde{\boldsymbol{u}}_{N}^{n}\right\|_{L^{2}(\Omega)^{d}}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{L^{2}(\Omega)^{d}}\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}} \\
& \leq q \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}} \\
& +\frac{1}{2} C_{T} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}} \\
& \leq G\left[\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}+\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}\right)\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}}\right. \\
& \leq C_{T} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}+\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}\right)\|\boldsymbol{v}\|_{\boldsymbol{E}} . \tag{33}
\end{align*}
$$

We get from $\boldsymbol{E}_{N} \subset \boldsymbol{V}_{N}$ that $A_{p}(t)=0$. Next, we note that

$$
\begin{equation*}
A_{\boldsymbol{f}}(t) \leq C_{\mathrm{sob}}\|\boldsymbol{v}\|_{E} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta \delta_{N}\left\|\boldsymbol{f}_{N}^{n+1}\right\|_{H^{-1}(\Omega)^{d}} . \tag{34}
\end{equation*}
$$

where $C_{\text {sob }}$ is such that $\|\boldsymbol{v}\|_{L^{2}(\Omega)^{d}} \leq C_{\mathrm{sob}}\|\boldsymbol{v}\|_{H_{0}^{1}(\Omega)^{d}}$ for any $\boldsymbol{v} \in H_{0}^{1}(\Omega)^{d}$. Summing Equations (32), (33), (34), we obtain

$$
A(t) \leq C\|\boldsymbol{v}\|_{\boldsymbol{E}} \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}+\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}+\left\|\boldsymbol{f}_{N}^{n+1}\right\|_{H^{-1}(\Omega)^{d}}\right.
$$

where $C=\frac{3}{2} G_{1}+C_{\text {sob }}+1$. This implies

$$
\left|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right|_{*, N} \leq C \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}+\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}+\left\|\boldsymbol{f}_{N}^{n+1}\right\|_{H^{-1}(\Omega)^{d}}\right)
$$

Since $\sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N} \leq \tau+\delta t_{N}$ for any $t \in(0, T-\tau)$ we then obtain

$$
\left|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right|_{*, N}^{2} \leq 3 C^{2}\left(\tau+\delta t_{N}\right) \sum_{n=1}^{N-1} \chi_{N, \tau}^{n}(t) \delta t_{N}\left(\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}+\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}+\left\|\boldsymbol{f}_{N}^{n+1}\right\|_{H^{-1}(\Omega)^{d}}^{2}\right)
$$

Noting that $\int_{0}^{T-\tau} \chi_{N, \tau}^{n}(t) \mathrm{d} t \leq \tau$ for any $n \in \llbracket 1, N-1 \rrbracket$ yields

$$
\begin{aligned}
& \int_{0}^{T-\tau}\left|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right|_{*, N}^{2} \mathrm{~d} t \\
& \quad \leq 3 C^{2}\left(\tau+\delta t_{N}\right) \sum_{n=1}^{N-1} \delta t_{N}\left(\left\|\tilde{\boldsymbol{u}}_{N}^{n+1}\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}+\left\|\tilde{\boldsymbol{u}}_{N}^{n}\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}+\left\|\boldsymbol{f}_{N}^{n+1}\right\|_{H^{-1}(\Omega)^{d}}^{2}\right) \int_{0}^{T-\tau} \chi_{N, \tau}^{n}(t) \mathrm{d} t \\
& \quad \leq 3 C^{2}\left(\tau+\delta t_{N}\right) \tau\left(2\left\|\tilde{\boldsymbol{u}}_{N}\right\|_{L^{2}\left(0, T: H_{0}^{1}(\Omega)^{d}\right)}^{2}+\|\boldsymbol{f}\|_{L^{2}\left(0, T ; H^{-1}(\Omega)^{d}\right)}^{2}\right) \leq C 2^{\tau}\left(\tau+\delta t_{N}\right)
\end{aligned}
$$

which gives the expected result.

Remark 3.5: Note that the property $\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}} \leq\|\boldsymbol{v}\|_{\boldsymbol{E}}$ for any $\boldsymbol{v} \in \boldsymbol{E}_{N}$ is only used in (33) to estimate the discrete convective term.

Note that Lemma 3.3 is only the first step for proving an estimate on the time translates of the predicted velocity in the $L^{2}\left(L^{2}\right)$ norm. The next steps are based on the Lions-like result given below, for which we need the following result.

Lemma 3.4: Under Assumptions (21), (14), (15), (21), (24), (25), let $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ be a sequence of functions of $L^{2}(\Omega)^{d}$ such that $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ converges to $\boldsymbol{v}$ in $L^{2}(\Omega)^{d}$. Then the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ converges to $\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}$ in $L^{2}(\Omega)^{d}$.
Proof. Using the fact that $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ is bounded in $L^{2}(\Omega)^{d}$ we obtain that the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ is bounded in $L^{2}(\Omega)^{d}$. Hence there exists a subsequence still denoted by $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ that converges to a function $\tilde{\boldsymbol{v}}$ weakly in $L^{2}(\Omega)^{d}$. Let $\xi \in H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$. Using the fact that for any $N \geq 1$ we have $\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N} \in \boldsymbol{V}_{N}$ and $\mathcal{P}_{M_{N}} \xi \in M_{N}$ we obtain

$$
\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}, \nabla \mathcal{P}_{M_{N}} \xi\right)=0, \text { for any } N \geq 1
$$

Using the weak convergence of the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ in $L^{2}(\Omega)^{d}$ and the strong convergence of the sequence $\left(\mathcal{P}_{M_{N}} \xi\right)_{N \geq 1}$ in $H^{1}(\Omega)$ and passing to the limit in the previous identity gives

$$
(\tilde{\boldsymbol{v}}, \nabla \xi)=0, \text { for any } \xi \in H^{1}(\Omega)
$$

We then obtain that $\tilde{\boldsymbol{v}} \in \boldsymbol{V}(\Omega)$. Let $\boldsymbol{\varphi} \in \boldsymbol{W}$ be given. Using the fact that $\Pi_{N} \boldsymbol{\varphi} \in \boldsymbol{V}_{N}$ for any $N \geq 1$, we obtain

$$
\left(\boldsymbol{v}_{N}, \Pi_{N} \boldsymbol{\varphi}\right)=\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}, \Pi_{N} \boldsymbol{\varphi}\right), \text { for any } N \geq 1
$$

Using the convergence to $\varphi$ of the sequence $\left(\Pi_{N} \varphi\right)_{N \geq 1}$ in $L^{2}(\Omega)^{d}$, the weak convergence of the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ in $L^{2}(\Omega)^{d}$, passing to the limit in the previous identity and using the fact that $(\boldsymbol{v}, \boldsymbol{\varphi})=$ $\left(\mathcal{P}_{\boldsymbol{V}} \boldsymbol{v}, \boldsymbol{\varphi}\right)$ for any $\boldsymbol{\varphi} \in \boldsymbol{W}$ give

$$
\left(\mathcal{P}_{\boldsymbol{V}} \boldsymbol{v}, \boldsymbol{\varphi}\right)=(\tilde{\boldsymbol{v}}, \boldsymbol{\varphi}) \text { for any } \varphi \in \boldsymbol{W}
$$

Using the fact that $\boldsymbol{W}$ is dense in $\boldsymbol{V}(\Omega)$ for the $L^{2}(\Omega)^{d}$ norm we obtain that $\tilde{\boldsymbol{v}}=\mathcal{P}_{\boldsymbol{V}} \boldsymbol{v}$ and that the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ converges to $\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}$ weakly in $L^{2}(\Omega)^{d}$. We can write

$$
\left\|\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right\|_{L^{2}(\Omega)^{d}}^{2}=\left(\boldsymbol{v}_{N}, \mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right), \text { for any } N \geq 1
$$

Using the convergence of the sequence $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ to $\boldsymbol{v}$ in $L^{2}(\Omega)^{d}$ and the weak convergence of the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ to $\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}$ in $L^{2}(\Omega)^{d}$ we obtain

$$
\lim _{N \rightarrow+\infty}\left\|\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right\|_{L^{2}(\Omega)^{d}}^{2}=\left(\boldsymbol{v}, \mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}\right)=\left\|\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}\right\|_{L^{2}(\Omega)^{d}}^{2}
$$

The weak convergence of the sequence $\left(\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right)_{N \geq 1}$ to $\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}$ in $L^{2}(\Omega)^{d}$ and the convergence of the sequence $\left(\left\|\mathcal{P}_{\boldsymbol{V}_{N}(\Omega)} \boldsymbol{v}_{N}\right\|_{\left.L^{2}(\Omega)^{d}\right)_{N \geq 1}}\right.$ to $\left\|\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{v}\right\|_{L^{2}(\Omega)^{d}}$ give the expected result.

Remark 3.6: Note that, in the preceding proof, we only use the assumptions weaker than (24) and (25) that $\boldsymbol{W}$ is a dense subset of $\boldsymbol{V}(\Omega)$ for the norm of $L^{2}(\Omega)^{d}$ and that, for any $N \geq 1$ there exists a mapping $\Pi_{N}: \boldsymbol{W} \rightarrow \boldsymbol{V}_{N}$ such that for any $\varphi \in \boldsymbol{W}$ such that the sequence $\left(\Pi_{N} \boldsymbol{\varphi}\right)_{N \geq 1}$ converges to $\varphi$ in $L^{2}(\Omega)^{d}$.
Lemma 3.5 (Lions-like): Under Assumptions (2), (14), (15), (21) (24), (25), we have

$$
\forall \varepsilon>0, \exists C_{\varepsilon}>0, \exists N_{\epsilon} \geq 1, \forall N \geq N_{\epsilon}, \forall \boldsymbol{w} \in \boldsymbol{X}_{N} \quad\left\|\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}} \leq \varepsilon\|\boldsymbol{w}\|_{H_{0}^{1}(\Omega)^{d}}+C_{\varepsilon}|\boldsymbol{w}|_{*, N}
$$

Proof. Let us assume that (35) does not hold. This means that there exists $\varepsilon>0$ such that

$$
\forall C \geq 1, \forall M \geq 1, \exists N \geq M, \exists \boldsymbol{w} \in \boldsymbol{X}_{N} \quad\left\|\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}}>\varepsilon\|\boldsymbol{w}\|_{H_{0}^{1}(\Omega)^{d}}+C|\boldsymbol{w}|_{*, N}
$$

Let us set $\nu(0)=0$, and let us build the infinite set $\mathcal{I}=\left\{\nu(n), n \in \mathbb{N}^{\star}\right\} \subset \mathbb{N}^{\star}$ and the sequence $\left(\boldsymbol{w}_{N}\right)_{N \in \mathcal{I}}$ by induction. For $n \in \mathbb{N}^{\star}$, we select $C=n$ and $M=\nu(n-1)+1$ in (36). We get the existence of a given $N \geq M$ and of a given $\boldsymbol{w} \in \boldsymbol{X}_{N}(\Omega)$ such that

$$
\left\|\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}}>\varepsilon\|\boldsymbol{w}\|_{H_{0}^{1}(\Omega)^{d}}+n|\boldsymbol{w}|_{*, N}
$$

We then define $\nu(n)=N$ and $\boldsymbol{w}_{N}=\boldsymbol{w} /\left\|\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}}$. Let us denote $\mathcal{I}=\left\{\nu(n)\right.$ such that $\left.n \in \mathbb{N}^{\star}\right\} \subset \mathbb{N}^{\star}$. We denote by $\nu^{-1}$ the reciprocal function of $\nu: \mathbb{N}^{\star} \rightarrow \mathcal{I}$. Since the mapping $\nu$ is strictly increasing, we then indeed get that $\mathcal{I}$ is infinite. We can then write, for any $N \in \mathcal{I}$,

$$
1>\varepsilon\left\|\boldsymbol{w}_{N}\right\|_{H_{0}^{1}(\Omega)^{d}}+\nu^{-1}(N)\left|\boldsymbol{w}_{N}\right|_{*, N}, \text { for any } N \in \mathcal{I}
$$

It then follows from the latter inequality that the sequence $\left(\boldsymbol{w}_{N}\right)_{N \in \mathcal{I}}$ is bounded in $H_{0}^{1}(\Omega)^{d}$ and that $\left|\boldsymbol{w}_{N}\right|_{*, N} \rightarrow 0$ as $N \rightarrow \infty$ with $N \in \mathcal{I}$. Hence there exists an infinite set $\mathcal{J} \subset \mathcal{I}$ such that $\left(\boldsymbol{w}_{N}\right)_{N \in \mathcal{J}}$ converges in $L^{2}(\Omega)^{d}$ to a function $\boldsymbol{w} \in H_{0}^{1}(\Omega)^{d}$ while $\left|\boldsymbol{w}_{N}\right|_{*, N} \rightarrow 0$ as $N \rightarrow \infty$ with $N \in \mathcal{J}$. We notice that $\left\|\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}_{N}\right\|_{L^{2}(\Omega)^{d}}=1$ for all $N \in \mathcal{J}$.
Using Lemma 3.4 we have $\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}_{N} \rightarrow \mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{w}$ in $L^{2}(\Omega)^{d}$ as $N \rightarrow \infty$ with $N \in \mathcal{J}$, which therefore implies $\left\|\mathcal{P}_{\boldsymbol{V}} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}}=1$.
Let $\boldsymbol{\varphi} \in \boldsymbol{W}$ be given. For any $N \in \mathcal{J}$, by definition of $\left|\boldsymbol{w}_{N}\right|_{*, N}$, we have

$$
\left(\boldsymbol{w}_{N}, \Pi_{N} \boldsymbol{\varphi}\right) \leq\left|\boldsymbol{w}_{N}\right|_{*, N}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{\boldsymbol{E}}
$$

Using the fact that, for any $N \in \mathcal{J}, \Pi_{N} \varphi \in \boldsymbol{V}_{N}$, we then obtain

$$
\left(\boldsymbol{w}_{N}, \Pi_{N} \boldsymbol{\varphi}\right)=\left(\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{w}_{N}, \Pi_{N} \boldsymbol{\varphi}\right) \leq\left|\boldsymbol{w}_{N}\right|_{*, N}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{\boldsymbol{E}}
$$

Since $\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{\boldsymbol{E}}$ remains bounded by assumption (24), letting $N \rightarrow \infty$ with $N \in \mathcal{J}$ in this inequality yields that

$$
\left(\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{w}, \boldsymbol{\varphi}\right)=0, \text { for any } \boldsymbol{\varphi} \in \boldsymbol{W}
$$

Using the fact that $\boldsymbol{W}$ is dense in $\boldsymbol{V}(\Omega)$ for the $L^{2}(\Omega)^{d}$ norm we can therefore let $\boldsymbol{\varphi} \rightarrow \mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{w}$ in $L^{2}(\Omega)^{d}$. This yields

$$
\left\|\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}}^{2}=0
$$

which contradicts $\left\|\mathcal{P}_{\boldsymbol{V}(\Omega)} \boldsymbol{w}\right\|_{L^{2}(\Omega)^{d}}=1$.

Remark 3.7: Note that, in the preceding proof, we only used the assumptions weaker than (24) and (25) that $\boldsymbol{W}$ is a dense subset of $\boldsymbol{V}(\Omega)$ for the norm of $L^{2}(\Omega)^{d}$ and that, for any $N \geq 1$ there exists a mapping $\Pi_{N}: \boldsymbol{W} \rightarrow \boldsymbol{E}_{N}$ such that for any $\boldsymbol{\varphi} \in \boldsymbol{W}$ such that the sequence $\left(\Pi_{N} \boldsymbol{\varphi}\right)_{N \geq 1}$ converges to $\boldsymbol{\varphi}$ in $L^{2}(\Omega)^{d}$ and the sequence $\left(\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{\boldsymbol{E}}\right)_{N \geq 1}$ is bounded.
Our aim is now to use Lemma 3.3 on the time translates of $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ for the $L^{2}\left(|\cdot|_{*, N}\right)$ semi-norm and (35) in the above lemma, in order to obtain an estimate on the time translates for the $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ norm, as stated by the next lemma.

Lemma 3.6 ( $L^{2}$ estimate on the time translates): Under Assumptions (22), (77), (13), (14), (15), (21), (24), (25), the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ satisfies

$$
\begin{equation*}
\int_{0}^{T-\tau}\left\|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{2}(\Omega)^{d}}^{2} \mathrm{~d} t \rightarrow 0 \text { as } \tau \rightarrow 0, \text { uniformly with respect to } N \tag{37}
\end{equation*}
$$

and is therefore relatively compact in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$.
Proof. Let us show that $A_{N}(\tau) \rightarrow 0$ as $\tau \rightarrow 0$ uniformly with respect to $N$, where we define for any $\tau \in(0, T)$

$$
A_{N}(\tau):=\int_{0}^{T-\tau}\left\|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{2}^{2} \mathrm{~d} t
$$

For any $\boldsymbol{w} \in L^{2}(\Omega)^{d}$ and $\boldsymbol{v} \in \boldsymbol{V}_{N}$, we have

$$
\boldsymbol{w}=\boldsymbol{w}-\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w})+\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w})=\boldsymbol{w}-\boldsymbol{v}-\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w}-\boldsymbol{v})+\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w})
$$

Using the fact that $\mathcal{P}_{\boldsymbol{V}_{N}}$ is an orthogonal projection, we have

$$
\left\|\boldsymbol{w}-\boldsymbol{v}-\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w}-\boldsymbol{v})\right\|_{L^{2}(\Omega)^{d}} \leq\|\boldsymbol{w}-\boldsymbol{v}\|_{L^{2}(\Omega)^{d}}
$$

which leads to

$$
\|\boldsymbol{w}\|_{L^{2}(\Omega)^{d}} \leq\|\boldsymbol{w}-\boldsymbol{v}\|_{L^{2}(\Omega)^{d}}+\left\|\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w})\right\|_{L^{2}(\Omega)^{d}}
$$

giving

$$
\forall \boldsymbol{w} \in L^{2}(\Omega)^{d}, \forall \boldsymbol{v} \in \boldsymbol{V}_{N},\|\boldsymbol{w}\|_{L^{2}(\Omega)^{d}}^{2} \leq 2\|\boldsymbol{w}-\boldsymbol{v}\|_{L^{2}(\Omega)^{d}}^{2}+2\left\|\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w})\right\|_{L^{2}(\Omega)^{d}}^{2}
$$

We apply the preceding inequality, letting $\boldsymbol{w}=\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)$ and $\boldsymbol{v}=\boldsymbol{u}_{N}(t+\tau)-\boldsymbol{u}_{N}(t)$ and we integrate on $t \in(0, T-\tau)$. Setting

$$
B_{N}(\tau)=\int_{0}^{T-\tau}\left\|\left(\tilde{\boldsymbol{u}}_{N}-\boldsymbol{u}_{N}\right)(t+\tau)-\left(\tilde{\boldsymbol{u}}_{N}-\boldsymbol{u}_{N}\right)(t)\right\|_{2}^{2} \mathrm{~d} t
$$

we obtain

$$
\begin{equation*}
A_{N}(\tau) \leq 2 B_{N}(\tau)+2 \int_{0}^{T-\tau}\left\|\mathcal{P}_{\boldsymbol{V}_{N}}\left(\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right)\right\|_{L^{2}(\Omega)^{d}}^{2} \mathrm{~d} t \tag{38}
\end{equation*}
$$

Let $\zeta>0$ be given.
From (28), we have $B_{N}(\tau) \leq 4 C_{1}^{2} \delta t_{N}$. Let $N_{B} \geq 1$ be such that $4 G_{1}^{2} \delta t_{N} \leq \zeta$ for all $N \geq N_{B}$. Since $B_{N}(\tau) \rightarrow 0$ as $\tau \rightarrow 0$ for $N=1, \ldots, N_{B}$, we can choose $\tau_{B}$ such that, for any $0 \leq \tau \leq \tau_{B}$ and $N=1, \ldots, N_{B}$, we have $B_{N}(\tau) \leq \zeta$.
This yields $B_{N}(\tau) \leq \zeta$ for all $N \geq 1$ and any $0 \leq \tau<\tau_{B}$.
Our aim is now to use (35) in Lemma 3.5) which implies

$$
\forall \varepsilon>0, \exists C_{\varepsilon}>0, \exists N_{\epsilon} \geq 1, \forall N \geq N_{\epsilon}, \forall \boldsymbol{w} \in \boldsymbol{X}_{N}
$$

$$
\left\|\mathcal{P}_{\boldsymbol{V}_{N}}(\boldsymbol{w})\right\|_{L^{2}(\Omega)^{d}}^{2} \leq 2 \varepsilon^{2}\|\boldsymbol{w}\|_{H_{0}^{1}(\Omega)^{d}}^{2}+2 C_{\varepsilon}^{2}|\boldsymbol{w}|_{*, N}^{2}
$$

letting $\boldsymbol{w}=\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)$.
From (27), we have

$$
\begin{equation*}
\int_{0}^{T-\tau}\left\|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{H_{0}^{1}(\Omega)^{d}}^{2} \mathrm{~d} t \leq 4 C_{1}^{2} \tag{39}
\end{equation*}
$$

We then select $\varepsilon$ such that

$$
\begin{equation*}
2 \varepsilon^{2} 4 G_{\square}^{2}=\zeta . \tag{40}
\end{equation*}
$$

Then there exists $C_{\zeta}>0$ and $N_{\zeta}$ such that for any $N \geq N_{\zeta}$ and for any $\tau \in(0, T)$ and for any $t \in(0, T-\tau)$,

$$
\left\|\mathcal{P}_{\boldsymbol{V}_{N}}\left(\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right)\right\|_{L^{2}(\Omega)^{d}}^{2} \leq 2 \varepsilon^{2}\left\|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{H_{0}^{1}(\Omega)^{d}}^{2}+C_{\zeta}^{2}\left|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right|_{*, N}^{2}
$$

Integrating the previous relation provides, using (39) and (40),

$$
\begin{array}{ll}
\int_{0}^{T-\tau}\left\|\mathcal{P}_{\boldsymbol{V}_{N}}\left(\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right)\right\|_{L^{2}(\Omega)^{d}}^{2} \mathrm{~d} t \leq \zeta & \\
& +2 C_{\zeta}^{2} \int_{0}^{T-\tau}\left|\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right|_{*, N}^{2} \mathrm{~d} t .
\end{array}
$$

Thus, owing to Lemma 3.3, we have for any $N \geq N_{\zeta}$ and for any $\tau \in(0, T)$

$$
\int_{0}^{T-\tau}\left\|\mathcal{P}_{\boldsymbol{V}_{N}}\left(\tilde{\boldsymbol{u}}_{N}(t+\tau)-\tilde{\boldsymbol{u}}_{N}(t)\right)\right\|_{L^{2}(\Omega)^{d}}^{2} \mathrm{~d} t \leq \zeta+2 C_{\zeta}^{2} C_{2}{ }^{\tau\left(\tau+\delta t_{N}\right)}
$$

and therefore, for any $N \geq N_{\zeta}$ and for any $\tau \in(0, T)$, using (38)

$$
A_{N}(\tau) \leq 2 B_{N}(\tau)+2 \zeta+4 C_{\zeta}^{2} G_{2} \tau^{\tau\left(\tau+\delta t_{N}\right)}
$$

We now choose $\tau_{C}>0$, such that, for any $0 \leq \tau \leq \tau_{C}, 4 C_{\zeta}^{2} C_{2} \tau(\tau+T) \leq \zeta$.
We then get, for any $N \geq N_{\zeta}$ and $0 \leq \tau \leq \min \left(\tau_{B}, \tau_{C}\right)$,

$$
A_{N}(\tau) \leq 2 \zeta+2 \zeta+\zeta=5 \zeta
$$

Since $A_{N}(\tau) \rightarrow 0$ as $\tau \rightarrow 0$ for $N=1, \ldots, N_{\zeta}$, we can choose $\tau_{D}$ such that, for any $0 \leq \tau \leq \tau_{D}$ and $N=1, \ldots, N_{\zeta}$, we have $A_{N}(\tau) \leq 5 \zeta$.
We then obtain that $A_{N}(\tau) \leq 5 \zeta$ for any $\tau \in\left[0, \min \left(\tau_{B}, \tau_{C}, \tau_{D}\right)\right]$ and $N \geq 1$. The proof of (37) is thus complete.

### 3.4 Convergence of the projection scheme to a weak solution

The convergence proof given below relies on the following result which is a consequence of the Kolmogorov theorem, as noticed in [16, Corollaire 4.41].

Theorem 3.7: Let $1 \leq p<+\infty$. Let $B$ be a Banach space and let $X$ be a Banach space compactly embedded in $B$. Let $\left(u_{N}\right)_{N \geq 1}$ be a sequence of $L^{p}(0, T ; B)$ satisfying the following conditions:

1. The sequence $\left(u_{N}\right)_{N \geq 1}$ is bounded in $L^{p}(0, T ; B)$.
2. The sequence $\left(u_{N}\right)_{N \geq 1}$ is bounded in $L^{1}(0, T ; X)$.
3. The sequence $\left(u_{N}\right)_{N \geq 1}$ satifies

$$
\begin{equation*}
\int_{0}^{T-\tau}\left\|u_{N}(t+\tau)-u_{N}(t)\right\|_{B}^{p} \mathrm{~d} t \rightarrow 0 \text { as } \tau \rightarrow 0 \tag{41}
\end{equation*}
$$

uniformly with respect to $N \geq 1$.

Then the sequence $\left(u_{N}\right)_{N \geq 1}$ is relatively compact in $L^{p}(0, T ; B)$.
Let us now detail the way this result is used. By Lemma3.2, up to a subsequence, the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ weakly converges to some limit $\overline{\boldsymbol{u}}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$, and owing to $(28)$, so does the sequence $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$. There remains to check that $\overline{\boldsymbol{u}}$ is a weak solution to (1) in the sense of Definition 1.1, by passing to the limit in the scheme with suitable test functions. This is possible using the compactness theorem 3.7 and the time translate estimate lemma 3.6

Theorem 3.8: Under Assumptions (2), (7), let $\left(\delta t_{N}, \boldsymbol{X}_{N}, M_{N}, \Pi_{N}\right)_{N \geq 1}$ be a sequence such that (13), (14), (15), (21), (24), (25) hold. Then there exists a subsequence samely denoted, and a function $\bar{u} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)$, such that the corresponding sequences $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ and $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$ defined by the incremental projection scheme (18) converge to $\overline{\boldsymbol{u}}$ strongly in $L^{2}\left(0, T ; L^{\overline{2}}(\Omega)^{d}\right)$. Moreover the function $\overline{\boldsymbol{u}}$ is a weak solution to (1) in the sense of Definition 1.1.

Proof. We proceed in several steps.

- Step 1: compactness and convergence in $L^{2}$. Using Lemma 3.6, we can apply Theorem 3.7. We get the existence of $\overline{\boldsymbol{u}}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ and of a subsequence of $\left(\delta t_{N}, \boldsymbol{X}_{N}, M_{N}, \Pi_{N}\right)_{N \geq 1}$, still denoted $\left(\delta t_{N}, \boldsymbol{X}_{N}, M_{N}, \Pi_{N}\right)_{N \geq 1}$, such that the corresponding sequences $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$ and $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ converge to $\overline{\boldsymbol{u}}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$. Owing to Lemma 3.2, we get that $\overline{\boldsymbol{u}} \in L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d} \cap\right.$ $\boldsymbol{V}(\Omega))$.
- Step 2: convergence towards a weak solution. There remains to show that $\overline{\boldsymbol{u}}$ is a weak solution in the sense of Definition 1.1 and in particular that $\overline{\boldsymbol{u}}$ satisfies (12). Let $\psi \in C_{c}^{\infty}([0, T))$ and $\boldsymbol{\varphi} \in \boldsymbol{W}$. Let $\boldsymbol{v}$ be the function defined by $\boldsymbol{v}(t, \boldsymbol{x})=\psi(t) \boldsymbol{\varphi}(\boldsymbol{x})$ for any $(t, \boldsymbol{x}) \in[0, T) \times \Omega$. Let $N \geq 1$. Let $\left(\boldsymbol{v}_{N}^{n}\right)_{n \in \llbracket 0, N \rrbracket}$ be the sequence of functions of $\boldsymbol{X}_{N} \cap \boldsymbol{V}_{N}$ defined by $\boldsymbol{v}_{N}^{n}=\psi\left(t_{N}^{n}\right) \Pi_{N} \boldsymbol{\varphi}$ for any $n \in \llbracket 0, N \rrbracket$. Let $\boldsymbol{v}_{N}:(0, T) \rightarrow H_{0}^{1}(\Omega)^{d}$ be defined by

$$
\boldsymbol{v}_{N}(t)=\sum_{n=0}^{N-1} \mathbb{1}_{\left(t_{N}^{n}, t_{N}^{n+1}\right]}(t) \boldsymbol{v}_{N}^{n+1}
$$

We remark that we have

$$
\begin{align*}
\left\|\boldsymbol{v}_{N}-\boldsymbol{v}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)} \leq \delta t_{N}\left\|\psi^{\prime}\right\|_{L^{\infty}(0, T)} & \left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{\boldsymbol{E}} \\
& +\|\psi\|_{L^{\infty}(0, T)}\left\|\Pi_{N} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right\|_{H_{0}^{1}(\Omega)^{d}}, \text { for any } N \geq 1 \tag{42}
\end{align*}
$$

Consequently we obtain using (24) that the sequence $\left(\boldsymbol{v}_{N}\right)_{N>1}$ converges to $\boldsymbol{v}$ in $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)$. Multiplying (18b) by $\delta t_{N} \boldsymbol{v}_{N}^{n+1}$, using the fact that $\left(\tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}_{N}^{n+1}\right)=\left(\boldsymbol{u}_{N}^{n+1}, \boldsymbol{v}_{N}^{n+1}\right)$ for any $n \in \llbracket 0, N-1 \rrbracket$ and summing over $n \in \llbracket 0, N-1 \rrbracket$ lead to

$$
\begin{align*}
& \sum_{n=0}^{N-1}\left(\boldsymbol{u}_{N}^{n+1}-\boldsymbol{u}_{N}^{n}, \boldsymbol{v}_{N}^{n+1}\right)+\delta t_{N} \sum_{n=0}^{N-1} b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}_{N}^{n+1}\right) \\
&  \tag{43}\\
& \quad+\int_{0}^{T} \int_{\Omega} \boldsymbol{\nabla} \tilde{\boldsymbol{u}}_{N}: \nabla \boldsymbol{v}_{N} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t=\int_{0}^{T}\left\langle\boldsymbol{f}, \boldsymbol{v}_{N}\right\rangle \mathrm{d} t .
\end{align*}
$$

Using the fact that $\boldsymbol{v}_{N}^{N}=0$ in $\Omega$ the first term of the left hand side reads

$$
\begin{aligned}
& \sum_{n=0}^{N-1}\left(\boldsymbol{u}_{N}^{n+1}-\boldsymbol{u}_{N}^{n}, \boldsymbol{v}_{N}^{n+1}\right)=-\sum_{n=0}^{N-1}\left(\boldsymbol{u}_{N}^{n}, \boldsymbol{v}_{N}^{n+1}-\boldsymbol{v}_{N}^{n}\right)-\left(\boldsymbol{u}_{N}^{0}, \boldsymbol{v}_{N}^{0}\right) \\
&=-\int_{0}^{T} \psi^{\prime}(t)\left(\boldsymbol{u}_{N}(t), \Pi_{N} \boldsymbol{\varphi}\right) \mathrm{d} t-\psi(0)\left(\mathcal{P}_{\boldsymbol{V}_{N}} \boldsymbol{u}_{0}, \Pi_{N} \boldsymbol{\varphi}\right) \\
&=-\int_{0}^{T} \psi^{\prime}(t)\left(\boldsymbol{u}_{N}(t), \Pi_{N} \boldsymbol{\varphi}\right) \mathrm{d} t-\psi(0)\left(\boldsymbol{u}_{0}, \Pi_{N} \boldsymbol{\varphi}\right)
\end{aligned}
$$

Since the sequence $\left(\boldsymbol{u}_{N}\right)_{N \geq 1}$ converges to $\overline{\boldsymbol{u}}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ and the sequence $\left(\Pi_{N} \boldsymbol{\varphi}\right)_{N \geq 1}$ converges to $\varphi$ in $L^{2}(\Omega)^{d}$, we can then write

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \sum_{n=0}^{N-1}\left(\boldsymbol{u}_{N}^{n+1}-\boldsymbol{u}_{N}^{n}, \boldsymbol{v}_{N}^{n+1}\right)=-\int_{0}^{T}\left(\overline{\boldsymbol{u}}, \partial_{t} \boldsymbol{v}\right) \mathrm{d} t-\left(\boldsymbol{u}_{0}, \boldsymbol{v}(0, \cdot)\right) \tag{44}
\end{equation*}
$$

Using the fact that the initial predicted velocity is zero we have

$$
\begin{aligned}
\delta t_{N} \sum_{n=0}^{N-1} b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}_{N}^{n+1}\right) & =\delta t_{N} \sum_{n=1}^{N-1} b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}_{N}^{n+1}\right) \\
& =\frac{1}{2} \int_{\delta t_{N}}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right) \cdot \nabla\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t \\
& -\frac{1}{2} \int_{\delta t_{N}}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right) \cdot \nabla\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t
\end{aligned}
$$

The first term of the discrete convective term can be expressed by

$$
\begin{aligned}
\int_{\delta t_{N}}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right) \cdot \boldsymbol{\nabla}\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t & =\int_{0}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \boldsymbol{\nabla}\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t \\
& -\int_{0}^{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \boldsymbol{\nabla}\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t \\
& +\int_{\delta t_{N}}^{T}\left(\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right) \cdot \boldsymbol{\nabla}\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t .
\end{aligned}
$$

Using Lemma [3.1] we get the following bound for the second term of the right hand-side of the previous identity:

$$
\int_{0}^{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \boldsymbol{\nabla}\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t \leq Q_{\rrbracket}^{2}\|\psi\|_{L^{\infty}(0, T)}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{L^{\infty}(\Omega)^{d}} \sqrt{\delta t_{N}}
$$

Using the fact that the sequence $\left(\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{L^{\infty}(\Omega)^{d}}\right)_{N \geq 1}$ is bounded we obtain that this term tends to zero as $N$ tends to infinity. Using Lemma 3.1, a bound for the third term of the right hand-side of the previous identity is given by

$$
\begin{aligned}
\int_{\delta t_{N}}^{T}\left(\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right)\right.\right.\right. & \left.\left.\left.-\tilde{\boldsymbol{u}}_{N}(t)\right) \cdot \boldsymbol{\nabla}\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t \\
& \leq G \mathbb{1}\|\psi\|_{L^{\infty}(0, T)}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{L^{\infty}(\Omega)^{d}}\left(\int_{0}^{T-\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}\left(t+\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{2}(\Omega)^{d}}^{2}\right)^{1 / 2}
\end{aligned}
$$

Using Lemma 3.6 and the fact that $\left(\left\|\Pi_{N} \varphi\right\|_{L^{\infty}(\Omega)^{d}}\right)_{N \geq 1}$ is bounded we obtain that the preceding term tends to zero as $N$ tends to infinity. Using the convergence of the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ in $L^{2}\left(0, T ; L^{4}(\Omega)^{d}\right)$, the weak convergence of the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)$ and the convergence of the sequence $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ in $L^{\infty}\left(0, T ; L^{4}(\Omega)^{d}\right)$ we obtain

$$
\lim _{N \rightarrow+\infty} \int_{0}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \nabla\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t=\int_{0}^{T}((\overline{\boldsymbol{u}} \cdot \boldsymbol{\nabla}) \overline{\boldsymbol{u}}, \boldsymbol{v}) \mathrm{d} t
$$

The second term of the discrete convective term is such that

$$
\begin{aligned}
& \int_{\delta t_{N}}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right) \cdot \boldsymbol{\nabla}\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t= \\
& \int_{0}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \nabla\right) \tilde{\boldsymbol{u}}_{N}(t), \boldsymbol{v}_{N}(t)\right) \mathrm{d} t-\int_{0}^{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \boldsymbol{\nabla}\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t \\
&+\int_{\delta t_{N}}^{T}\left(\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right) \cdot \boldsymbol{\nabla}\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t .
\end{aligned}
$$

A bound for the second term of the previous identity is obtained by

$$
\int_{0}^{\delta t_{N}}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \boldsymbol{\nabla}\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t \leq\|\psi\|_{L^{\infty}(0, T)}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{H_{0}^{1}(\Omega)^{d}} \int_{0}^{\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{4}(\Omega)^{d}}^{2} \mathrm{~d} t
$$

Using the fact that the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ is bounded in $L^{2}\left(0, T ; L^{4}(\Omega)^{d}\right)$ and the fact the sequence $\left(\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{H_{0}^{1}(\Omega)^{d}}\right)_{N \geq 1}$ is bounded we obtain that this term tends to zero as $N$ tends to infinity. The third term of the previous equation can be bounded as follows

$$
\begin{aligned}
& \int_{\delta t_{N}}^{T}\left(\left(\left(\tilde{\boldsymbol{u}}_{N}\left(t-\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right) \cdot \boldsymbol{\nabla}\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t \\
& \leq C \underline{1}\|\psi\|_{L^{\infty}(0, T)}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{H_{0}^{1}(\Omega)^{d}}\left(\int_{0}^{T-\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}\left(t+\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{4}(\Omega)^{d}}^{2}\right)^{1 / 2} \\
& \quad \times\left(\int_{0}^{T-\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{4}(\Omega)^{d}}^{2}\right)^{1 / 2} \\
& \leq C \underline{1}\|\psi\|_{L^{\infty}(0, T)}\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{H_{0}^{1}(\Omega)^{d}}\left(\int_{0}^{T-\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}\left(t+\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{2}(\Omega)^{d}}^{2}\right)^{1 / 8} \\
& \quad \times\left(\int_{0}^{T-\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}\left(t+\delta t_{N}\right)-\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{6}(\Omega)^{d}}^{2}\right)^{3 / 8}\left(\int_{0}^{T-\delta t_{N}}\left\|\tilde{\boldsymbol{u}}_{N}(t)\right\|_{L^{4}(\Omega)^{d}}^{2}\right)^{1 / 2}
\end{aligned}
$$

Using the estimates on the translation of the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ given in Lemma 3.6, the fact that the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ is bounded in $L^{2}\left(0, T ; L^{6}(\Omega)^{d}\right)$ and the fact that $\left(\left\|\Pi_{N} \boldsymbol{\varphi}\right\|_{H_{0}^{1}(\Omega)^{d}}\right)_{N \geq 1}$ is bounded we obtain that this term tends to zero as $N$ tends to infinity. Using the convergence of the sequence $\left(\tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ in $L^{2}\left(0, T ; L^{4}(\Omega)^{d}\right)$ and the convergence of the sequence $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ in $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)^{d}\right)$ we obtain

$$
\lim _{N \rightarrow+\infty} \int_{0}^{T}\left(\left(\tilde{\boldsymbol{u}}_{N}(t) \cdot \boldsymbol{\nabla}\right) \boldsymbol{v}_{N}(t), \tilde{\boldsymbol{u}}_{N}(t)\right) \mathrm{d} t=\int_{0}^{T}((\overline{\boldsymbol{u}} \cdot \boldsymbol{\nabla}) \boldsymbol{v}, \overline{\boldsymbol{u}}) \mathrm{d} t
$$

We then obtain

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \delta t_{N} \sum_{n=0}^{N-1} b\left(\tilde{\boldsymbol{u}}_{N}^{n}, \tilde{\boldsymbol{u}}_{N}^{n+1}, \boldsymbol{v}_{N}^{n+1}\right)=\int_{0}^{T}((\overline{\boldsymbol{u}} \cdot \boldsymbol{\nabla}) \overline{\boldsymbol{u}}, \boldsymbol{v}) \mathrm{d} t . \tag{45}
\end{equation*}
$$

Using the weak convergence of the sequence $\left(\boldsymbol{\nabla} \tilde{\boldsymbol{u}}_{N}\right)_{N \geq 1}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ and the convergence of the sequence $\left(\boldsymbol{\nabla} \boldsymbol{v}_{N}\right)_{N \geq 1}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ we obtain

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{\nabla} \tilde{\boldsymbol{u}}_{N}: \nabla \boldsymbol{v}_{N} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\nabla} \overline{\boldsymbol{u}}: \boldsymbol{\nabla} \boldsymbol{v} \mathrm{d} \boldsymbol{x} \mathrm{~d} t \tag{46}
\end{equation*}
$$

Using the convergence of the sequence $\left(\boldsymbol{v}_{N}\right)_{N \geq 1}$ in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ we obtain

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \int_{0}^{T}\left\langle\boldsymbol{f}, \boldsymbol{v}_{N}\right\rangle \mathrm{d} t=\int_{0}^{T}\langle\boldsymbol{f}, \boldsymbol{v}\rangle \mathrm{d} t \tag{47}
\end{equation*}
$$

Using (44)-(47) and passing to the limit in (43) gives the weak sense (12) with $\boldsymbol{v}$ as test function. We get that (12) holds for all test functions by density of the set of linear combinations of such functions.

## 4 Lowest-order Taylor-Hood finite element approximation

In this section, we study the case of the lowest-order Taylor-Hood element. This pair is of particular interest, since it is the lowest-order conforming finite element method which is available on simplicial meshes (triangles in 2D, tetrahedra in 3 D ). It is such that the discrete velocity space $\boldsymbol{X}_{N}$ contains continuous piecewise quadratic functions vanishing at the boundary, and the discrete pressure space $M_{N}$ contains continuous piecewise affine functions.
Our aim is to show that it is possible to construct an operator $\Pi_{N}$ satisfying the convergence assumptions (21)-(25) done in Section 3.1, under the only standard regularity hypothesis on the meshes that the ratio between exterior and interior diameters of the triangles or tetrahedra is uniformly bounded. We emphasize that the hypotheses which must be verified in Section 3.1 are not equivalent to the inf-sup condition necessary for schemes coupling the velocities and the pressure (as in [21, 15]). Notice that the verification of this inf-sup stability is not easy in the case of the Taylor-Hood approximation (see [1], 3], [36, [5], 2]). Indeed, this stability condition does not hold on general 2D and 3D simplicial meshes, only assuming the standard regularity hypothesis as recalled above. A few pathological cases can be listed in 2D for meshes containing 1, 2 or 3 triangles and in 3D for meshes containing a series of tetrahedra whose edges are all on the boundary, but these meshes are not relevant in the case of a convergence study.
But there also exists standard situations which make the inf-sup condition fail, while considering a convergence study based on a sequence of 3 D meshes whose size tends to zero, the regularity property being checked. Indeed, Figure 1 shows the case where the mesh includes at least one tetrahedron (denoted $K_{0}$ ) whose all the edges are located on the boundary, with one vertex (denoted by $\boldsymbol{y}_{0}$ ) only belonging to $K_{0}$. Then the inf-sup condition cannot hold. Indeed, for any $\boldsymbol{v} \in \boldsymbol{X}_{N}, \boldsymbol{v}=0$ on $K_{0}$, and for $q \in M_{N}$ such that $q\left(\boldsymbol{y}_{0}\right)=1+c$ and $q\left(\boldsymbol{y}_{i}\right)=c$ for any vertex $\boldsymbol{y}_{i} \neq \boldsymbol{y}_{0}, c$ being adjusted for yielding null mean value for $q$, then $(\boldsymbol{\nabla} q, \boldsymbol{v})=0$.

Sufficient conditions on the mesh (which then prevent from the cases listed above) are then requested for the proof of the existence of Fortin operators, that are defined as bounded interpolation operators preserving the discrete divergence of a function. The existence of a Fortin operator is then equivalent to the inf-sup condition (indeed, in the example of Figure 1, no operator can keep the discrete divergence in the case of a function whose support is included in the corner tetrahedron). We refer to [8, [30, [14] for the construction of a Fortin operator in the two dimensional case. The extension of the 2D face-bubble Fortin operator to the 3D case has been done in [11. It relies on edge-bubble functions, which are modified at the boundary in order that the interpolation vanishes on $\partial \Omega$, under the constraint that each


Fig. 1: An example leading to inf-sup condition failure for the lowest-order Taylor-Hood finite element in 3D.
simplex as at least one interior node (this eliminates the above cases of inf-sup condition failure).
In this paper, instead of constructing a complete Fortin operator, we focus on the only properties needed for the operator $\Pi_{N}$ involved in the convergence of the projection scheme. We recall below the definition of the Lagrange interpolator $\Pi_{L}$ and its approximation properties (which are elementary compared to that of the Scott-Zhang interpolator, and lead to very short proofs). We then adapt and simplify the divergence correcting linear operator $\Pi_{D}$ provided by [11] to the case of compact support functions. This enables us to define the operator $\Pi_{N}$ from $\Pi_{L}$ and $\Pi_{D}$ in the case of any simplicial mesh (including all the cases where the inf-sup condition fails).

### 4.1 Regular simplicial mesh

Let us assume that the computational domain $\Omega$ is polygonal $(d=2)$ or polyhedral $(d=3)$. We define a simplex in dimension $d \geq 1$ as the interior of the convex hull of a given set of $d+1$ points (called its vertices) which are not all contained in the same hyperplane (a simplex is a triangle if $d=2$ and a tetrahedron if $d=3$ ).
We consider a regular simplicial mesh $\mathcal{T}$ of $\Omega$ in the usual sense of the finite element literature [10] as depicted in Figure 2, which means that:

- The family containing all the vertices of the elements of the mesh is denoted by $\left(\boldsymbol{y}_{i}\right)_{i \in \mathcal{N}}$. The set $\mathcal{N}$ is partitioned into $\mathcal{N}=\mathcal{N}_{\text {int }} \cup \mathcal{N}_{\text {ext }}$, where $\left(\boldsymbol{y}_{i}\right)_{i \in \mathcal{N}_{\text {ext }}}$ is the set of exterior nodes and $\left(\boldsymbol{y}_{i}\right)_{i \in \mathcal{N}_{\text {int }}}$ is the set of interior nodes.
- For any $K \in \mathcal{T}$, the family of the vertices of $K$ is denoted by $\left(\boldsymbol{y}_{i}\right)_{i \in \mathcal{N}_{K}}$ with $\mathcal{N}_{K} \subset \mathcal{N}$ contains $d+1$ elements. For any $K \in \mathcal{T}$, we denote by $|K|$ the measure in $\mathbb{R}^{d}$ of $K$, by $h_{K}$ the diameter of $K$ and by $\rho_{K}$ the diameter of the largest ball included in $K$. Then, we define the mesh size $h_{\mathcal{T}}$ and the mesh regularity $\theta_{\mathcal{T}}$ by

$$
h_{\mathcal{T}}=\max _{K \in \mathcal{T}} h_{K}, \quad \theta_{\mathcal{T}}=\max _{K \in \mathcal{T}} \frac{h_{K}}{\rho_{K}}
$$

- For any $K \in \mathcal{T}$, the set of the faces of $K$ is denoted by $\mathcal{F}_{K}$. For any $F \in \mathcal{F}_{K}$, the family of the vertices of the simplex $F$ is denoted by $\left(\boldsymbol{y}_{i}\right)_{i \in \mathcal{N}_{F}}$ (then $\mathcal{N}_{F} \subset \mathcal{N}_{K}$ contains $d$ elements).
- The set $\mathcal{E}$ of the edges of the elements contains all pairs $\{i, j\}$ such that there exists $K \in \mathcal{T}$ with $\{i, j\} \subset \mathcal{N}_{K}$. For any $\sigma=\{i, j\} \in \mathcal{E}$, we denote by $\boldsymbol{y}_{\sigma}=\frac{1}{2}\left(\boldsymbol{y}_{i}+\boldsymbol{y}_{j}\right)$. For all $K \in \mathcal{T}$, we denote by $\mathcal{E}_{K}$ the subset of $\mathcal{E}$ containing all the edges of $K$.

For $i \in \mathcal{N}($ resp. $\{i, j\} \in \mathcal{E})$, we define $\mathcal{T}_{i}$ (resp. $\left.\mathcal{T}_{i j}\right)$ as the set of all $K \in \mathcal{T}$ such that $i \in \mathcal{N}_{K}$ (resp. $\{i, j\} \in \mathcal{E}_{K}$ ) and we denote by

$$
\omega_{i}=\bigcup_{K \in \mathcal{T}_{i}} \bar{K} \text { and } \omega_{i j}=\bigcup_{K \in \mathcal{T}_{i j}} \bar{K}
$$



Fig. 2: An interior part of a 2D mesh. The degrees of freedom for the pressure are in pink, those for the components of the velocity are in black.

In the whole section 4, we denote by $C_{i}$, with $i \in \mathbb{N}$, non negative real values which may depend on $d$ and on $\Omega$, and increasingly on $\theta_{\mathcal{T}}$. The following lemma is a direct consequence of the definition of $\theta_{\mathcal{T}}$.

Lemma 4.1: There exists $C_{3}$ such that

$$
\begin{gather*}
\operatorname{card} \mathcal{T}_{i j} \leq C_{3} \\
\forall K \in \mathcal{T}_{i j}, \frac{1}{C_{3}} h_{K}^{d} \leq\left|\omega_{i j}\right| \leq C_{3} h_{K}^{d}, \\
\forall K \in \mathcal{T}_{i j}, \operatorname{diam}\left(\omega_{i j}\right) \leq C_{3} h_{K} . \tag{48}
\end{gather*}
$$

### 4.2 Discrete spaces and bases

We introduce the set $\mathbb{P}^{k}(K)$ of the polynomials over $K \in \mathcal{T}$ of degree less than or equal to $k$, regardless of the space dimension. We define

$$
\mathbb{P}^{k}(\mathcal{T})=\left\{p \in C(\bar{\Omega}, \mathbb{R}) \text { such that } p_{\mid K} \in \mathbb{P}^{k}(K) \text { for any } K \in \mathcal{T}\right\}
$$

We denote by $\left(\varphi_{i}\right)_{i \in \mathcal{N}}$ the nodal basis of $\mathbb{P}^{1}(\mathcal{T})$, that is, for any $i \in \mathcal{N}$, the element $\varphi_{i}$ of $\mathbb{P}^{1}(\mathcal{T})$ such that $\varphi_{i}\left(\boldsymbol{y}_{i}\right)=1$ and $\varphi_{i}\left(\boldsymbol{y}_{j}\right)=0$ for all $j \in \mathcal{N} \backslash\{i\}$.
Using the properties of the family $\left(\varphi_{i}\right)_{i \in \mathcal{N}}$ we have

$$
\begin{equation*}
\overline{\left\{\boldsymbol{x} \in \Omega \text { such that } \varphi_{i}(\boldsymbol{x}) \neq 0\right\}}=\omega_{i} \text { for any } i \in \mathcal{N} \tag{49}
\end{equation*}
$$

Then the nodal basis of $\mathbb{P}^{2}(\mathcal{T})$ is given by the family $\left(\left(\varphi_{i}\left(2 \varphi_{i}-1\right)\right)_{i \in \mathcal{N}},\left(4 \varphi_{i} \varphi_{j}\right)_{\{i, j\} \in \mathcal{E}}\right)$. Denoting this family by $\left(\phi_{i}\right)_{i \in \mathcal{N} \cup \mathcal{E}}$, for any $i \in \mathcal{N} \cup \mathcal{E}$, we have that $\phi_{i}\left(\boldsymbol{y}_{i}\right)=1$ and $\phi_{i}\left(\boldsymbol{y}_{j}\right)=0$ for all $j \in(\mathcal{N} \cup \mathcal{E}) \backslash\{i\}$. Using (49) and using [13, Proposition 11.6] we can state the following lemma.

Lemma 4.2: There exists $C_{4}$ such that

$$
\begin{equation*}
\forall K \in \mathcal{T}, \max _{i \in \mathcal{N}_{K}}\left\|\nabla \varphi_{i}\right\|_{L^{\infty}\left(\omega_{i}\right)^{d}} \leq \frac{G 4}{h_{K}} \tag{50}
\end{equation*}
$$

which leads that there exists $C_{5}$

$$
\begin{equation*}
\forall K \in \mathcal{T}, \forall \boldsymbol{x} \in K, \forall i \in \mathcal{N}_{K} \cup \mathcal{E}_{K},\left|\nabla \phi_{i}(\boldsymbol{x})\right| \leq \frac{G_{5}}{h_{K}} \tag{51}
\end{equation*}
$$

The spaces of approximation for the velocity and the pressure are defined by

$$
\begin{equation*}
\boldsymbol{X}_{N}=\mathbb{P}^{2}(\mathcal{T})^{d} \cap H_{0}^{1}(\Omega)^{d} \quad \text { and } \quad M_{N}=\mathbb{P}^{1}(\mathcal{T}) \cap L_{0}^{2}(\Omega) \tag{52}
\end{equation*}
$$

### 4.3 The $\mathbb{P}^{2}(\mathcal{T})$ Lagrange interpolator

The Lagrange interpolator, denoted by $\Pi_{L}: C_{c}^{\infty}(\Omega)^{d} \rightarrow \boldsymbol{X}_{N}$, is defined by

$$
\begin{equation*}
\forall \boldsymbol{v}=\left(v_{k}\right)_{k=1, \ldots, d} \in C_{c}^{\infty}(\Omega)^{d},\left(\Pi_{L} \boldsymbol{v}\right)_{k}=\sum_{i \in \mathcal{N} \cup \mathcal{E}} v_{k}\left(\boldsymbol{y}_{i}\right) \phi_{i}, k=1, \ldots, d \tag{53}
\end{equation*}
$$

Lemma 4.3: There exists $C_{6}$ such that for any $\boldsymbol{v} \in C_{c}^{\infty}(\Omega)^{d}$, we have

$$
\begin{equation*}
\left\|\Pi_{L} \boldsymbol{v}\right\|_{L^{\infty}(\Omega)^{d}} \leq C_{6}\|\nabla \boldsymbol{\nabla} \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}} \tag{54}
\end{equation*}
$$

Proof. Let $\underline{x}_{1}, \bar{x}_{1} \in \mathbb{R}$ such that, for any $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \in \Omega, \underline{x}_{1} \leq x_{1} \leq \bar{x}_{1}$. Writing, for $k=1, \ldots, d$,

$$
v_{k}\left(\boldsymbol{y}_{i}\right)=\int_{\underline{x}_{1}}^{\left(y_{i}\right)_{1}} \partial_{1} v_{k}\left(s,\left(\left(y_{i}\right)_{\ell}\right)_{\ell=2, \ldots, d}\right) \mathrm{d} s
$$

we get

$$
\left|v_{k}\left(\boldsymbol{y}_{i}\right)\right| \leq\left(\bar{x}_{1}-\underline{x}_{1}\right)\|\boldsymbol{\nabla} \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}}
$$

Since $\left|\phi_{i}(\boldsymbol{x})\right| \leq 1$ for all $\boldsymbol{x} \in \Omega$, and using that the maximum number of $i \in \mathcal{N} \cup \mathcal{E}$ such that $\phi_{i}(\boldsymbol{x}) \neq 0$ is $(d+1)(d+2) / 2$, we get from (53) that

$$
\left|v_{k}(\boldsymbol{x})\right| \leq \frac{(d+1)(d+2)}{2}\left(\bar{x}_{1}-\underline{x}_{1}\right)\|\boldsymbol{\nabla} \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}}
$$

hence concluding the proof.
We have the following results.
Lemma 4.4: There exists $C_{7}$ such that for any $\boldsymbol{v}=\left(v_{k}\right)_{k=1, \ldots, d} \in C_{c}^{\infty}(\Omega)^{d}$, it holds, for any $K \in \mathcal{T}$,

$$
\begin{gather*}
\left\|\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right\|_{L^{\infty}(K)^{d}} \leq G \overline{7} h_{K}\|\nabla \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}}  \tag{55}\\
\left\|\boldsymbol{\nabla} \Pi_{L} \boldsymbol{v}\right\|_{L^{\infty}(K)^{d \times d}} \leq G 7\|\nabla \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}}  \tag{56}\\
\left\|\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right\|_{L^{\infty}(K)^{d}} \leq C 7 h_{K}^{2}\|\boldsymbol{v}\|_{W^{2, \infty}(\Omega)} \tag{57}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\nabla \boldsymbol{v}-\nabla \Pi_{L} \boldsymbol{v}\right\|_{L^{\infty}(K)^{d \times d}} \leq G_{7} h_{K}\|\boldsymbol{v}\|_{W^{2, \infty}(\Omega)} \tag{58}
\end{equation*}
$$

Proof. Let $\boldsymbol{v}=\left(v_{k}\right)_{k=1, \ldots, d} \in C_{c}^{\infty}(\Omega)^{d}$. For $k=1, \ldots, d$, the mean value theorem implies that there exists $\boldsymbol{x}_{i}$ belonging to the segment $\left[\boldsymbol{y}_{i}, \boldsymbol{x}\right]$ such that

$$
v_{k}\left(\boldsymbol{y}_{i}\right)-v_{k}(\boldsymbol{x})=\left(\boldsymbol{y}_{i}-\boldsymbol{x}\right) \cdot \nabla v_{k}\left(\boldsymbol{x}_{i}\right)
$$

which implies

$$
\left|v_{k}\left(\boldsymbol{y}_{i}\right)-v_{k}(\boldsymbol{x})\right| \leq h_{K}\|\boldsymbol{\nabla} \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}}
$$

Noticing that, for any $K \in \mathcal{T}$ and for all $\boldsymbol{x} \in K$, we have $\sum_{i \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} \phi_{i}(\boldsymbol{x})=1$, we get

$$
\left|\Pi_{L} v_{k}(\boldsymbol{x})-v_{k}(\boldsymbol{x})\right|=\left|\sum_{i \in \mathcal{N}_{K} \cup \mathcal{E}_{K}}\left(v_{k}\left(\boldsymbol{y}_{i}\right)-v_{k}(\boldsymbol{x})\right) \phi_{i}(\boldsymbol{x})\right| \leq \frac{(d+1)(d+1)}{2} h_{K}\|\boldsymbol{\nabla} \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}}
$$

This yields (55) as well as

$$
\nabla v_{k}(\boldsymbol{x})=\sum_{i \in \mathcal{N}_{K} \cup \mathcal{E}_{K}}\left(v_{k}\left(\boldsymbol{y}_{i}\right)-v_{k}(\boldsymbol{x})\right) \nabla \phi_{i}(\boldsymbol{x})=\sum_{i \in \mathcal{N}_{K} \cup \mathcal{E}_{K}}\left(\boldsymbol{y}_{i}-\boldsymbol{x}\right) \cdot \nabla v_{k}\left(\boldsymbol{x}_{i}\right) \nabla \phi_{i}(\boldsymbol{x}) .
$$

Applying (51), we conclude that (56) holds. Writing, for $k=1, \ldots, d$ and any $j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}$, the Taylor expansion

$$
v_{k}\left(\boldsymbol{y}_{j}\right)=v_{k}(\boldsymbol{x})+\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right) \cdot \nabla v_{k}(\boldsymbol{x})+\frac{1}{2}\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right)^{t} D_{2} v_{k}\left(\boldsymbol{x}_{j}\right)\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right),
$$

for some point $\boldsymbol{x}_{j}$ in the segment $\left[\boldsymbol{y}_{j}, \boldsymbol{x}\right]$, und using (53) in addition to

$$
\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} \phi_{j}(\boldsymbol{x})=1 \text { and } \sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} \phi_{j}(\boldsymbol{x})\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right)=0
$$

we obtain (57). We deduce, from the preceding Taylor expansion, that

$$
\begin{aligned}
\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} v_{k}\left(\boldsymbol{y}_{j}\right) \nabla \phi_{i}(\boldsymbol{x})=\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} v_{k}(\boldsymbol{x}) \nabla \phi_{i}(\boldsymbol{x})+ & +\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}}\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right) \cdot \nabla v_{k}(\boldsymbol{x}) \nabla \phi_{i}(\boldsymbol{x}) \\
& +\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} \frac{1}{2}\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right)^{t} D_{2} v_{k}\left(\boldsymbol{x}_{j}\right)\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right) \nabla \phi_{i}(\boldsymbol{x})
\end{aligned}
$$

We notice that, since the interpolation of first order polynomials is exact,

$$
\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} v_{k}(\boldsymbol{x}) \nabla \phi_{i}(\boldsymbol{x})=0 \text { and } \sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}}\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right) \cdot \nabla v_{k}(\boldsymbol{x}) \nabla \phi_{i}(\boldsymbol{x})=\nabla v_{k}(\boldsymbol{x}),
$$

and

$$
\left|\sum_{j \in \mathcal{N}_{K} \cup \mathcal{E}_{K}} \frac{1}{2}\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right)^{t} D_{2} v_{k}\left(\boldsymbol{x}_{j}\right)\left(\boldsymbol{y}_{j}-\boldsymbol{x}\right) \nabla \phi_{i}(\boldsymbol{x})\right| \leq C_{8} h_{K}\|\boldsymbol{v}\|_{W^{2, \infty}(\Omega)}
$$

which allows to conclude (58).

### 4.4 Divergence correcting operator

As stated in the introduction of Section 4 we adapt and simplify the edge-bubble operator defined in [11, without requesting that in the general case the divergence correcting operator vanishes at the boundary of the domain.

### 4.4.1 Tangential edge bubble functions

We define the family of normalized tangential edge bubble function

$$
\forall \boldsymbol{x} \in \Omega, \mathbf{b}_{i, j}(\boldsymbol{x})=\frac{(d+2)(d+1)}{\left|w_{i, j}\right|} \varphi_{i}(\boldsymbol{x}) \varphi_{j}(\boldsymbol{x})\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right) \text { for any }\{i, j\} \in \mathcal{E}
$$

Note that, using (49) we have

$$
\begin{equation*}
\overline{\left\{\boldsymbol{x} \in \Omega \text { such that } \varphi_{i}(\boldsymbol{x}) \varphi_{j}(\boldsymbol{x}) \neq 0\right\}}=\omega_{i j} \text { for any }\{i, j\} \in \mathcal{E} \tag{59}
\end{equation*}
$$

We observe that, for any $\{i, j\} \in \mathcal{E}$, we have $\mathbf{b}_{i, j} \in \mathbb{P}^{2}(\mathcal{T})$, and, in the case where the segment $] \boldsymbol{y}_{i}, \boldsymbol{y}_{j}[\subset \Omega$, we additionally have $\mathbf{b}_{i, j} \in \boldsymbol{X}_{N}$ (this property holds even if $\{i, j\} \in \mathcal{E}_{\text {ext }}$ ).

Lemma 4.5: For any $\{i, j\} \in \mathcal{E}$ and for any $k \in \mathcal{N}$ we have the following relation

$$
\left(\operatorname{div} \mathbf{b}_{i, j}, \varphi_{k}\right)=\delta_{i, k}-\delta_{j, k}
$$

Proof. Let $\{i, j\} \in \mathcal{E}$ and let $k \in \mathcal{N}$. Using (59) We have

$$
\left(\operatorname{divb}_{i, j}, \varphi_{k}\right)=\int_{\omega_{i j}} \operatorname{divb}_{i, j} \varphi_{k} \mathrm{~d} \boldsymbol{x}
$$

- The element $k$ is not an element of $\cup_{K \in \mathcal{T}_{i j}} \mathcal{N}_{K}$. Using (49) we have $\varphi_{k}(\boldsymbol{x})=0$ for any $\boldsymbol{x} \in \omega_{i j}$ and hence the expression vanishes.
- The element $k$ is an element of $\cup_{K \in \mathcal{T}_{i j}} \mathcal{N}_{K}$. We have

$$
\begin{aligned}
& \left(\operatorname{div} \mathbf{b}_{i, j}, \varphi_{k}\right)=-\frac{(d+2)(d+1)}{\left|w_{i, j}\right|} \sum_{K \in \mathcal{T}_{i j}} \int_{K} \varphi_{i} \varphi_{j}\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right) \cdot \nabla \varphi_{k} \mathrm{~d} \boldsymbol{x} \\
& \quad+\frac{(d+2)(d+1)}{\left|w_{i, j}\right|} \sum_{K \in \mathcal{T}_{i j}} \sum_{F \in \mathcal{F}_{K}} \int_{F} \varphi_{k} \varphi_{i} \varphi_{j}\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right) \cdot \boldsymbol{n}_{F} \mathrm{~d} \gamma(\boldsymbol{x})
\end{aligned}
$$

For any $K \in \mathcal{T}_{i j}$ and $F \in \mathcal{F}_{K}$ we remark that $\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right) \cdot \boldsymbol{n}_{F}=0$ in the case $\{i, j\} \subset \mathcal{N}_{F}$ and $\varphi_{i}(\boldsymbol{x}) \varphi_{j}(\boldsymbol{x})=0$ for any $\boldsymbol{x} \in F$ in the case $\{i, j\} \not \subset \mathcal{N}_{F}$.
We then obtain for any $K \in \mathcal{T}_{i j}$ and for any $F \in \mathcal{F}_{K}$

$$
\int_{F} \varphi_{k} \varphi_{i} \varphi_{j}\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right) \cdot \boldsymbol{n}_{F} \mathrm{~d} \gamma(\boldsymbol{x})=0
$$

which gives the following identity

$$
\left(\operatorname{divb}_{i, j}, \varphi_{k}\right)=-\frac{(d+2)(d+1)}{\left|w_{i, j}\right|} \sum_{K \in \mathcal{T}_{i j}} \int_{K} \varphi_{i} \varphi_{j}\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right) \cdot \nabla \varphi_{k} \mathrm{~d} \boldsymbol{x}
$$

For $k \notin\{i, j\}$ using $\varphi_{k}\left(\boldsymbol{y}_{i}\right)=0$ and $\varphi_{k}\left(\boldsymbol{y}_{j}\right)=0$ we obtain that the piecewise constant function $\nabla \varphi_{k}$ is orthogonal to the edge vector $\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right)$ on each $K \in \mathcal{T}_{i j}$. Thus, the integrals vanishes and the claim follows. For $k \in\{i, j\}$ using $\varphi_{k}\left(\boldsymbol{y}_{k}\right)=1$ we obtain for any $K \in \mathcal{T}_{i j}$ the following identity

$$
\nabla\left(\varphi_{k}\right)_{\mid K} \cdot\left(\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right)=\left\lvert\, \begin{array}{lc}
-1, & \text { for } k=i \\
1, & \text { for } k=j
\end{array}\right.
$$

For $k=i$ we obtain

$$
\left(\operatorname{divb}_{i, j}, \varphi_{k}\right)=\frac{(d+2)(d+1)}{\left|w_{i, j}\right|} \sum_{K \in \mathcal{T}_{i j}} \int_{K} \varphi_{i} \varphi_{j} \mathrm{~d} \boldsymbol{x}=1
$$

and for $k=j$ we obtain

$$
\left(\operatorname{divb}_{i, j}, \varphi_{k}\right)=-\frac{(d+2)(d+1)}{\left|w_{i, j}\right|} \sum_{K \in \mathcal{T}_{i j}} \int_{K} \varphi_{i} \varphi_{j} \mathrm{~d} \boldsymbol{x}=-1
$$

which gives the expected result.

Lemma 4.6: There exists $C_{9}$ such that

$$
\begin{equation*}
\forall K \in \mathcal{T}, \forall\{i, j\} \in \mathcal{E}_{K},\left\|\mathbf{b}_{i j}\right\|_{L^{\infty}(K)^{d}} \leq 99 h_{K}^{1-d} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall K \in \mathcal{T}, \forall\{i, j\} \in \mathcal{E}_{K},\left\|\nabla \mathbf{b}_{i j}\right\|_{L^{\infty}(K)^{d}} \leq G 9 h_{K}^{-d} \tag{61}
\end{equation*}
$$

Proof. We have, for $\{i, j\} \subset \mathcal{N}_{K}$,

$$
\left|\varphi_{i}(\boldsymbol{x}) \varphi_{j}(\boldsymbol{x})\right| \leq 1
$$

and

$$
\left|w_{i, j}\right| \geq C_{10} h_{K}^{d}
$$

which leads to (60) since $\left|\boldsymbol{y}_{j}-\boldsymbol{y}_{i}\right| \leq h_{K}$. From (50), we get

$$
\left|\nabla\left(\varphi_{i} \varphi_{j}\right)(\boldsymbol{x})\right| \leq 2 \frac{C}{h_{K}}
$$

Combining with the preceding inequalities, we deduce (61).

### 4.4.2 Divergence correcting operator

We can now define the divergence correcting operator $\Pi_{D}: W_{0}^{1, \infty}(\Omega)^{d} \rightarrow \mathbb{P}^{2}(\mathcal{T})^{d}$ for any $\boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d}$ by

$$
\begin{equation*}
\forall \boldsymbol{x} \in \Omega, \Pi_{D} v(\boldsymbol{x})=\sum_{i \in \mathcal{N}} \Pi_{D, i} \boldsymbol{v}(\boldsymbol{x}) \quad \text { with } \quad \Pi_{D, i} \boldsymbol{v}(\boldsymbol{x})=\sum_{\substack{j \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}}\left(\operatorname{div}\left(\varphi_{i} \boldsymbol{v}\right), \varphi_{j}\right) \mathbf{b}_{j, i}(\boldsymbol{x}) \tag{62}
\end{equation*}
$$

Using the fact that $\mathbf{b}_{i, j}=-\mathbf{b}_{j, i}$ for any $\{i, j\} \in \mathcal{E}$ we remark that this operator satisfies

$$
\begin{equation*}
\forall \boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d}, \forall \boldsymbol{x} \in \Omega, \Pi_{D} \boldsymbol{v}(\boldsymbol{x})=\sum_{\{i, j\} \in \mathcal{E}}\left(\boldsymbol{v},-\varphi_{i} \nabla \varphi_{j}+\varphi_{j} \nabla \varphi_{i}\right) \mathbf{b}_{j, i}(\boldsymbol{x}) \tag{63}
\end{equation*}
$$

Lemma 4.7: For any $\boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d}$ and for any $\boldsymbol{x} \in \Omega$, if $\Pi_{D} \boldsymbol{v}(\boldsymbol{x}) \neq 0$, then there exists $\boldsymbol{y} \in B\left(\boldsymbol{x}, C_{3} h_{\mathcal{T}}\right)$ such that $\boldsymbol{v}(\boldsymbol{y}) \neq 0$ (recall that $C_{3}$ is introduced in Lemma 4.1).

Proof. If $\Pi_{D} \boldsymbol{v}(\boldsymbol{x}) \neq 0$, there exists $\{i, j\} \in \mathcal{E}$ such that $\left(\boldsymbol{v},-\varphi_{i} \nabla \varphi_{j}+\varphi_{j} \nabla \varphi_{i}\right) \mathbf{b}_{j, i}(\boldsymbol{x}) \neq 0$, which implies $\boldsymbol{x} \in \omega_{i j}$, which yields that there exists $K \in \mathcal{T}_{i j}$ such that $\boldsymbol{x} \in \bar{K}$. This also implies that

$$
\int_{\omega_{i j}}|\boldsymbol{v}(\boldsymbol{y})| \mathrm{d} \boldsymbol{y}>0
$$

Therefore there exists $\boldsymbol{y} \in \omega_{i j}$ such that $\boldsymbol{v}(\boldsymbol{y}) \neq 0$. Remarking that (48) implies that diam $\left(\omega_{i j}\right) \leq C_{3} h_{K}$. Hence $|\boldsymbol{x}-\boldsymbol{y}| \leq C_{3} h_{\mathcal{T}}$.
We can now prove that this operator preserves the divergence in the following sense.
Lemma 4.8: For any $\boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d}$ and any $\varphi \in \mathbb{P}^{1}(\mathcal{T})$ we have

$$
\left(\operatorname{div} \Pi_{D} \boldsymbol{v}, \varphi\right)=(\operatorname{div} \boldsymbol{v}, \varphi)
$$

Proof. Using Lemma 4.5 we have, for any $k \in \mathcal{N}$,

$$
\forall i \in \mathcal{N},\left(\operatorname{div} \Pi_{D, i} \boldsymbol{v}, \varphi_{k}\right)=\sum_{\substack{j \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}}\left(\operatorname{div}\left(\varphi_{i} \boldsymbol{v}\right), \varphi_{j}\right)\left(\delta_{j, k}-\delta_{i, k}\right)
$$

Hence we get $\left(\operatorname{div} \Pi_{D} \boldsymbol{v}, \varphi_{k}\right)=T_{1}+T_{2}$, with

$$
T_{1}=\sum_{i \in \mathcal{N}} \sum_{\substack{j \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}}\left(\operatorname{div}\left(\varphi_{i} \boldsymbol{v}\right), \varphi_{j}\right) \delta_{j, k} \text { and } T_{2}=-\sum_{i \in \mathcal{N}} \sum_{\substack{j \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}}\left(\operatorname{div}\left(\varphi_{i} \boldsymbol{v}\right), \varphi_{j}\right) \delta_{i, k}
$$

Remarking that, for any quantity $Q_{i, j}$,

$$
\sum_{i \in \mathcal{N}} \sum_{\substack{j \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}} Q_{i, j}=\sum_{\{i, j\} \in \mathcal{E}}\left(Q_{i, j}+Q_{j, i}\right)=\sum_{j \in \mathcal{N}} \sum_{\substack{i \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}} Q_{i, j}
$$

we obtain

$$
T_{1}=\sum_{j \in \mathcal{N}} \sum_{\substack{i \in \mathcal{N} \\\{i, j\} \in \mathcal{E}}}\left(\operatorname{div}\left(\varphi_{i} \boldsymbol{v}\right), \varphi_{j}\right) \delta_{j, k}=\left(\operatorname{div}\left(\sum_{\substack{i \in \mathcal{N} \\\{i, k\} \in \mathcal{E}}} \varphi_{i} \boldsymbol{v}\right), \varphi_{k}\right)
$$

For any $\boldsymbol{x} \in \omega_{k}$, we have

$$
\sum_{\substack{i \in \mathcal{N} \\\{i, k\} \in \mathcal{E}}} \varphi_{i}(\boldsymbol{x})=1-\varphi_{k}(\boldsymbol{x})
$$

which leads to

$$
T_{1}=\left(\operatorname{div}\left(\left(1-\varphi_{k}\right) \boldsymbol{v}\right), \varphi_{k}\right)
$$

Next we have

$$
T_{2}=-\sum_{\substack{j \in \mathcal{N} \\\{k, j\} \in \mathcal{E}}}\left(\operatorname{div}\left(\varphi_{k} \boldsymbol{v}\right), \varphi_{j}\right)=-\left(\operatorname{div}\left(\varphi_{k} \boldsymbol{v}\right), \sum_{\substack{j \in \mathcal{N} \\\{k, j\} \in \mathcal{E}}} \varphi_{j}\right)
$$

For any $\boldsymbol{x} \in \omega_{k}$, we have

$$
\sum_{\substack{j \in \mathcal{N} \\\{k, j\} \in \mathcal{E}}} \varphi_{j}(\boldsymbol{x})=1-\varphi_{k}(\boldsymbol{x})
$$

which implies, since $\left(\operatorname{div}\left(\varphi_{k} \boldsymbol{v}\right), 1\right)=0$ (recall that $\boldsymbol{v}$ vanishes on the boundary of $\Omega$ ),

$$
T_{2}=-\left(\operatorname{div}\left(\varphi_{k} \boldsymbol{v}\right),-\varphi_{k}\right)=\left(\operatorname{div}\left(\varphi_{k} \boldsymbol{v}\right), \varphi_{k}\right)
$$

This yields

$$
T_{1}+T_{2}=\left(\operatorname{div}(\boldsymbol{v}), \varphi_{k}\right)
$$

which concludes the proof.

Lemma 4.9: There exists $C_{11}$ such that, for any $\boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d}$, we have

$$
\left\|\Pi_{D} \boldsymbol{v}\right\|_{L^{\infty}(\Omega)^{d}} \leq C_{11}\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}}
$$

Proof. Using (63) and the definition of the tangential bubble functions we have, for $\boldsymbol{x} \in K$ with $K \in \mathcal{T}$,

$$
\left|\Pi_{D} \boldsymbol{v}(\boldsymbol{x})\right| \leq \sum_{\{i, j\} \in \mathcal{E}}\left|\left(\boldsymbol{v},-\varphi_{i} \nabla \varphi_{j}+\varphi_{j} \nabla \varphi_{i}\right)\right|\left|\mathbf{b}_{i, j}(\boldsymbol{x})\right|
$$

If $K \subset \omega_{i j}$, then there exists $C_{12}$ such that $\omega_{i j} \subset B\left(\boldsymbol{x}, C_{12} h_{K}\right)$. Since $\mathrm{m}\left(\omega_{i j}\right) \geq C_{13} h_{K}^{d}$, we get the existence of $C_{14}$ such that the number of $\{i, j\} \in \mathcal{E}$ with $\mathbf{b}_{i, j}(\boldsymbol{x}) \neq 0$ is bounded by $C_{14}$. Using (60) and (50), we obtain

$$
\left|\Pi_{D} \boldsymbol{v}(\boldsymbol{x})\right| \leq\|\boldsymbol{v}\|_{L^{\infty}(\Omega)^{d}} G_{14} G 9^{h_{K}} \frac{G 4}{h_{K}}
$$

which concludes the proof.
Lemma 4.10: There exists $C_{15}$ such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d},\left\|\nabla \Pi_{D} \boldsymbol{v}\right\|_{L^{\infty}(\Omega)^{d \times d}} \leq C \overline{15} \max _{K \in \mathcal{T}} \frac{\|\boldsymbol{v}\|_{L^{\infty}(K)^{d}}}{h_{K}} \tag{64}
\end{equation*}
$$

Proof. Let us denote, for a given $K \in \mathcal{T}$,

$$
\begin{equation*}
C_{\boldsymbol{v}}=\max _{K \in \mathcal{T}} \frac{\|\boldsymbol{v}\|_{L^{\infty}(K)^{d}}}{h_{K}} \tag{65}
\end{equation*}
$$

Using (63), we have, for $\boldsymbol{x} \in K$,

$$
\nabla \Pi_{D} v(\boldsymbol{x})=\sum_{\{i, j\} \in \mathcal{E}}\left(\boldsymbol{v},-\varphi_{i} \nabla \varphi_{j}+\varphi_{j} \nabla \varphi_{i}\right) \nabla \mathbf{b}_{i, j}(\boldsymbol{x})
$$

We remark that, using (65) and (50) for $K \subset \omega_{i j}$ and $\boldsymbol{x} \in K$,

$$
\left|\boldsymbol{v}(\boldsymbol{x})\left(-\varphi_{i}(\boldsymbol{x}) \nabla \varphi_{j}(\boldsymbol{x})+\varphi_{j}(\boldsymbol{x}) \nabla \varphi_{i}(\boldsymbol{x})\right)\right| \leq\|\boldsymbol{v}\|_{L^{\infty}(K)^{d}} 2 \frac{C_{4}}{h_{K}}
$$

This yields

$$
\left|\left(\boldsymbol{v},-\varphi_{i} \nabla \varphi_{j}+\varphi_{j} \nabla \varphi_{i}\right)\right| \leq 2\left|\omega_{i j}\right| C_{\boldsymbol{v}} C_{4}
$$

and therefore, using (61), we conclude (64).

### 4.5 The operator $\Pi_{N}$

We let $\boldsymbol{W}=C_{c}^{\infty}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$. We notice that, for any $\boldsymbol{v} \in \boldsymbol{W}$, then $\Pi_{L} \boldsymbol{v} \in W_{0}^{1, \infty}(\Omega)^{d}$. One can then consider the function $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in \mathbb{P}^{2}(\mathcal{T})^{d}$. We notice that this function is not necessarily null on the boundary of the domain, and in this case, it is not an element of $\boldsymbol{X}_{N}$.
We then define $\Pi_{N}: \boldsymbol{W} \rightarrow \boldsymbol{X}_{N}$, for any $\boldsymbol{v} \in \boldsymbol{W}$, by:

$$
\begin{equation*}
\text { if } \Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)^{d}, \text { then } \Pi_{N} \boldsymbol{v}=\Pi_{L} \boldsymbol{v}+\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \text { else } \Pi_{N} \boldsymbol{v}=0 \tag{66}
\end{equation*}
$$

Notice that the operator $\Pi_{N}$ defined by (66) is not linear.
Lemma 4.11: For any $\boldsymbol{v} \in C_{c}^{\infty}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ we have $\Pi_{N} \boldsymbol{v} \in \boldsymbol{E}_{N}$ that is

$$
\begin{equation*}
\forall \varphi \in \mathbb{P}^{1}(\mathcal{T}),\left(\operatorname{div} \Pi_{N} \boldsymbol{v}, \varphi\right)=0 \tag{67}
\end{equation*}
$$

Proof. If $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)^{d}$, we get from Lemma 4.8

$$
\left(\operatorname{div} \Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right), \varphi\right)=\left(\operatorname{div}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right), \varphi\right)=-\left(\operatorname{div} \Pi_{L} \boldsymbol{v}, \varphi\right)
$$

which provides (67). Otherwise, we get (67) since $\Pi_{N} \boldsymbol{v}=0$.
Lemma 4.12: There exists $C_{16}$ such that for any $\boldsymbol{v} \in \boldsymbol{W}$, we have

$$
\begin{equation*}
\left\|\Pi_{N} \boldsymbol{v}\right\|_{L^{\infty}(\Omega)^{d}} \leq C_{16}\|\nabla \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}} \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla \Pi_{N} \boldsymbol{v}\right\|_{L^{\infty}(\Omega)^{d}} \leq C \underline{16}\|\nabla \boldsymbol{v}\|_{L^{\infty}(\Omega)^{d \times d}} \tag{69}
\end{equation*}
$$

Proof. It suffices to consider the case $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)^{d}$ (otherwise the conclusion is straightforward). We apply Lemmas 4.3 and 4.9. We then get (68).
Now applying Lemmas (55) in Lemma 4.4 and Lemma 4.10, we obtain (69).
Lemma 4.13: There exists $C_{17}$ such that, for any $\boldsymbol{v} \in \boldsymbol{W}$ such that $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)$, then

$$
\begin{equation*}
\left\|\Pi_{N} \boldsymbol{v}-\boldsymbol{v}\right\|_{W^{1, \infty}(\Omega)^{d}} \leq q_{17} h_{\mathcal{T}}\|\boldsymbol{v}\|_{W^{2, \infty}(\Omega)} \tag{70}
\end{equation*}
$$

Proof. We first remark that, from (57) and (58) in Lemma 4.4 we get

$$
\left\|\Pi_{L} \boldsymbol{v}-\boldsymbol{v}\right\|_{W^{1, \infty}(\Omega)^{d}} \leq C_{18} h_{\mathcal{T}}\|\boldsymbol{v}\|_{W^{2, \infty}(\Omega)}
$$

Again applying (57) in the same Lemma, and using Lemma 4.10, we get that

$$
\left\|\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right)\right\|_{W^{1, \infty}(\Omega)^{d}} \leq q_{15} q_{7} h_{\mathcal{T}}\|\boldsymbol{v}\|_{W^{2, \infty}(\Omega)}
$$

which concludes the proof of (70).
Theorem 4.14: Let $\boldsymbol{W}=C_{c}^{\infty}(\Omega) \cap \boldsymbol{V}(\Omega)$. Let $\left(\mathcal{T}_{N}\right)_{N \geq 1}$ be a sequence of simplicial meshes in the sense of this section, such that $\left(h_{\mathcal{T}_{N}}\right)_{N \geq 1}$ converges to zero while $\left(\theta_{\mathcal{T}_{N}}\right)_{N \geq 1}$ remains bounded. Let $\left(\boldsymbol{X}_{N}, M_{N}, \Pi_{N}\right)_{N \geq 1}$ be such that $\boldsymbol{X}_{N}$ and $M_{N}$ are the Taylor-Hood spaces defined by (52), $\Pi_{N}$ is defined by (66), in the case where $\mathcal{T}=\mathcal{T}_{N}$.
Then the family $\left(\boldsymbol{W},\left(\boldsymbol{X}_{N}, M_{N}, \Pi_{N}\right)_{N \geq 1}\right)$ satisfies the convergence assumptions (21)-(25) in Section 3.1.
Proof. The density of $C_{c}^{\infty}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ in $H_{0}^{1}(\Omega)^{d} \cap \boldsymbol{V}(\Omega)$ for the $H_{0}^{1}(\Omega)^{d}$ norm is proved in particular in [4, Lemma IV.3.4 p. 249].
Let $\boldsymbol{v} \in \boldsymbol{W}$. Applying (66), we have that $\Pi_{N} \boldsymbol{v} \in \boldsymbol{E}_{N}$.
Indeed, if $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)$, then $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in \boldsymbol{X}_{N}$ as well as $\Pi_{L} \boldsymbol{v} \in \boldsymbol{X}_{N}$. In this case, the application of Lemma 4.11 yields (21).
Otherwise, if $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \notin H_{0}^{1}(\Omega)$, then $\Pi_{N} \boldsymbol{v}=0 \in \boldsymbol{E}_{N}$ and (21) is also satisfied.
Let $\boldsymbol{v} \in C_{c}^{\infty}(\Omega) \cap \boldsymbol{V}(\Omega)$. Since the support of $\boldsymbol{v}$ is compact, there exists $a>0$ such that, for any $\boldsymbol{x} \in \partial \Omega$, $\boldsymbol{v}=0$ on the ball $B(\boldsymbol{x}, a)$. Let $N_{0} \geq 1$ be such that, for all $N \geq N_{0}, h_{\mathcal{T}_{N}} \leq a /\left(C_{3}+2\right)$. Let $N \geq N_{0}$, and let us consider $\Pi_{L}$ defined by (53) in the case where $\mathcal{T}=\mathcal{T}_{N}$. Then, for any $\boldsymbol{x} \in \partial \Omega, \boldsymbol{v}-\Pi_{L} \boldsymbol{v}=0$ on the ball $B\left(\boldsymbol{x}, a-h_{\mathcal{T}_{N}}\right)$.
We then deduce from Lemma 4.7 that, for any $\boldsymbol{x} \in \Omega$ with $B\left(\boldsymbol{x}, h_{\mathcal{T}_{N}}\right) \cap \partial \Omega \neq \emptyset$, then $\boldsymbol{v}-\Pi_{L} \boldsymbol{v}=0$ on the ball $B\left(\boldsymbol{x}, C \overline{3} h_{\mathcal{T}_{N}}\right)$, which leads to $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)$ for all $N \geq N_{0}$ in the case where $\mathcal{T}=\mathcal{T}_{N}$. Therefore, $\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \in H_{0}^{1}(\Omega)$ for all $N \geq N_{0}$ in the case where $\mathcal{T}=\mathcal{T}_{N}$. This yields that, for any $N \geq N_{0}$, the conclusion of Lemma 4.13 holds. This proves (24).
Finally, (25) is a consequence of the convergence of $\mathbb{P}^{1}$ finite elements for the Neumann problem with null average.

Remark 4.1 (A pair of finite element which does not fulfill the inf-sup condition):
Let $\omega>1$ be a given real and let $\left(\mathcal{T}_{N}\right)_{N \geq 1}$ be a sequence of simplicial meshes in the sense of this section, such that $\left(h_{\mathcal{T}_{N}}\right)_{N \geq 1}$ converges to zero while $\left(\theta_{\mathcal{T}_{N}}\right)_{N \geq 1}$ remains bounded. For any $N \geq 1$, let $\widehat{\mathcal{T}}_{N}$ be the set of the elements of $\mathcal{T}_{N}$ whose distance to the boundary is greater than $\omega h_{\mathcal{T}_{N}}$. We then define $\Omega_{N}=\bigcup_{K \in \widehat{\mathcal{T}}_{N}} \bar{K}$. We consider $\mathbb{P}^{1}(\mathcal{T})$ finite element for the pressure, $\mathbb{P}^{2}(\mathcal{T})$ finite element for the velocity on any $K \in \widehat{\mathcal{T}}_{N}$, and $\mathbb{P}^{1}(\mathcal{T})$ or transition finite element as in Figure 3 for any $K \in \mathcal{T}_{N} \backslash \widehat{\mathcal{T}}_{N}$. We then define $\Pi_{D}$ only for functions whose support is included in $\Omega_{N}$ and we define $\Pi_{N}: \boldsymbol{W} \rightarrow \boldsymbol{E}_{N}=\boldsymbol{X}_{N} \cap \boldsymbol{V}_{N} \cap L^{\infty}(\Omega)^{d}$, for any $\boldsymbol{v} \in \boldsymbol{W}$, by:

$$
\text { if support }\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \subset \Omega_{N}, \text { then } \Pi_{N} \boldsymbol{v}=\Pi_{L} \boldsymbol{v}+\Pi_{D}\left(\boldsymbol{v}-\Pi_{L} \boldsymbol{v}\right) \text { else } \Pi_{N} \boldsymbol{v}=0
$$

Following the proof of Theorem 4.14, we can prove that this operator $\Pi_{N}$ fulfills the convergence assumptions (21)-(25) in Section 3.1.


Fig. 3: Finite element pair which does not fulfill the inf-sup condition. The degrees of freedom for the components of the velocity are in black, those for the pressure are in pink. The two hatched elements include 4 degrees of freedom for each of the components of the velocity.

## 5 Has the function $\bar{u}$ provided by Theorem 3.8 some additional regularity?

Theorem 3.8 shows the convergence of the incremental projection scheme to a weak solution $\overline{\boldsymbol{u}}$ in the sense of Definition 1.1. The question that $\overline{\boldsymbol{u}}$ be suitable in the sense introduced by Caffarelli-Kohn-Nirenberg in [7 arises. In [21 and later in [15, the authors proved that the weak solution, obtained as the limit of a semi-discrete or fully discrete numerical scheme coupling the velocity and the pressure under the existence of an inf-sup condition, is a suitable weak solution. Further works have to be done in order to determine whether this property also holds for $\overline{\boldsymbol{u}}$ obtained as the limit of the projection method.
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