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Abstract: Collaborative virtual environments allow people to work together while being distant. At
the same time, empathic computing aims to create a deeper shared understanding between people. In
this paper, we investigate how to improve the perception of distant collaborative activities in a virtual
environment by sharing users’ activity. We first propose several visualization techniques for sharing
the activity of multiple users. We selected one of these techniques for a pilot study and evaluated
its benefits in a controlled experiment using a virtual reality adaptation of the NASA MATB-II
(Multi-Attribute Task Battery). Results show (1) that instantaneous indicators of users’ activity are
preferred to indicators that continuously display the progress of a task, and (2) that participants are
more confident in their ability to detect users needing help when using activity indicators.

Keywords: VR; virtual reality; collaborative virtual environments; empathic computing; collaborative
awareness

1. Introduction

In many real-world scenarios, people need to work together while being remote.
Collaborative virtual environments (CVE) tend to metaphorically reduce the distance be-
tween the users by using virtual reality (VR) or Augmented Reality (ar) to create a shared
workspace among the users. There are applications of CVE in many domains, e.g., educa-
tion and training [1], entertainment and gaming [2], manufacturing [3], architecture [4], and
engineering [5]. While CVEs are becoming widespread, there is still a lack in the perception
of other users’ activity and emotional states [6]. The perception of collaborative activity
is based on workspace awareness [7–9] (sum of knowledge, perception, and understand-
ing of an environment) and empathic computing [10] (how technologies can be used to
help increase empathy or create deeper shared understanding between users). Generally,
these works intend to understand how people experience impact on their feelings and
metabolism. We thus consider building user status on awareness elements to identify
people and describe their activity and their internal states (physiology, emotions, cognitive
workload, etc.).

We aim to enhance collaboration in a shared virtual environment by providing users’
activity indicators in order to help users to detect when their partners need assistance or to
monitor a team. This paper investigates the following research question: which activity
indicators are most relevant during cooperative scenarios where all parties have the same
interaction capabilities?

We propose a set of visualization techniques to display user status based on two
categories: the identification of a collaborator and his activity. For each of these categories,
we propose various indicators depending on the task and collaborative context. As we
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needed to experiment and evaluate these propositions, we implemented a virtual collab-
orative platform. We used a VR adaptation of the NASA Multi-Attribute Task Battery II
(MATB-II [11]) to create a collaborative environment where two users would cooperate to
complete tasks as fast and as accurately as possible. We conducted a controlled experiment
on this platform to evaluate how relevant the indicators are for representing the user’s
activity. In summary, the contributions of this paper are:

• A set of visualization techniques to give information to a user about a collaborator’s
activity to help them detect a need for help, without creating a mental workload for
the observer.

• The results of the user study show that instantaneous indicators are more relevant
than the ones that show the same data but as past information to the users of an
augmentative cooperation system. We thus recommend focusing on sharing instan-
taneous information in environments where people with the same capabilities work
together, rather than a history of actions and events.

• An open-access collaborative VR experimental platform we developed: MATB-II-CVE.
The sources of the Unity Project and compiled versions of the application can be used
by anyone who would want to study collaboration in an environment that can put
pressure on users.

With these contributions, we try to improve teamwork, whether it is for the well-being
of workers, the speed of completion of tasks, or the flexibility of the team.

The rest of the paper is organized as follows: Section 2 presents related work on
collaboration in a shared virtual workspace. Section 3 introduces the NASA MATB-II (Multi-
Attribute Task Battery). Section 4 presents our visualization techniques to share a user’s
activity. Section 5 details the controlled experiment evaluating activity status indicators.
Section 6 then shows the results of this study. Sections 7 and 8 discuss the limitations and
future work.

2. Related Work

Awareness is defined by Gutwin and Greenberg as the set of knowledge and environ-
mental understanding for answering the questions: Who? What? How? Where? When? [8].
We will address these as the awareness questions. The information that has to be accessible
in a shared environment depends on the awareness question:

• Who—information about presence (is there anyone here?), identity (who is that?), and
authorship (who did or is doing that?).

• What—information about action (what is happening?), intention (why is it being
done?), and artifacts (what objects are involved?).

• Where—information about location (where are things happening?), gaze (where are
others looking?), view (what can they see?), and reach (where can they reach?).

• How—a history of the process that affected objects and people (how did it happen to
someone or something?).

• When—an event history to link all the other information to time (when did that hap-
pen?).

Workspace awareness is the knowledge required to interact with a system, and the up-
to-the-moment understanding of another person’s actions [12]. Yang et al. [13] investigated
collaborative sensemaking with groups of users in VR. Their findings suggest several
positive outcomes and potential advantages of supporting VR-distributed collaborative
sensemaking tasks involving the spatial organization of information over a traditional
desktop environment. As a way to focus on interactions between humans, we focus on
the notion of collaborative awareness (or awareness of collaboration). This goes beyond
just understanding people’s actions and into how they feel, why they acted, how they did
what they did, and any other elements that may influence collaboration. To help us to build
collaborative awareness, we can allow verbal communication, embody people with realistic
avatars [14,15], and share gaze [16–18], emotions [19], and physiological data. For example,
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Dey et al. shared the heart rate between two participants with a heart icon in their field of
view [20] and later shared the heart rate between two participants through VR controllers’
vibration [21].

In terms of placement and presentation, we could situate information outside or inside
the workspace, and the presentation can be either literal (raw data) or symbolic (with
abstraction) [8,12]. We considered three categories of placement: fixed, movable, and body-
relative. With a fixed placement, information would be displayed at one or more locations
for the user. With a movable placement, information is shown as a virtual tablet that could
be resized, enabled, and disposed on demand (e.g., Tablet Menus [22]). With a body-relative
placement, information is presented attached to the users’ body (e.g., on their wrist or
fingers Tulip Menus [22]). These three placements are already used in VR games (such as
EchoVR [23] or Zenith [24]) and in academic research ([12,25–27]).

Gutwin and Greenberg wrote in 2002, “The input and output devices used in group-
ware systems and a user’s interaction with a computational workspace generate only a
fraction of the perceptual information that is available in a face-to-face workspace. Group-
ware systems often do not present even the limited awareness information that is available
to the system” [8]. This is still true nowadays. We can extract two research directions from
this statement: generation of more perceptual information and presentation of already
available information. With this work, we will address the latter, investigating if sharing
already available information among collaborators will help them to work better and which
kind of indicators are more relevant depending on the situation.

As the introduction states, we need an experimental platform to study collaboration,
which can stress people. We will see in the next section that the NASA Multi-Attribute Task
Battery II (MATB-II [11]) is suited for this purpose.

3. MATB-II

The Multi-Attribute Task Battery (MATB-II, see Figure 1) is software designed by NASA
to provide activities to study workload. MATB-II is used to design training scenarios [28] to
study relations between cognitive control modes and mental workload [29] and for real-time
estimation of the mental workload with machine learning [30]. The main feature of this tool is
the simultaneous performance of multiple tasks:

• System monitoring (SYSMON): the user has to respond to the absence of the green light
and to the presence of the red light, and has to monitor the four moving pointer dials
for deviation from the midpoint.

• Communications (COMM): this task presents pre-recorded auditory messages to the
user, who has to determine which messages are addressed to NASA-504 and who
has to respond by selecting the appropriate radio and frequency.

• Tracking (TRACK): the user has to maintain the target at the frame’s center.
• Resource management (RESMAN): the user has to maintain the upper tanks at around

2500 units each by turning on or off any of the eight pumps. Pump failures can occur
and are shown by a red light on the failed pump that repairs after some time.

Yang et al. investigated remote VR collaboration: “When people collaborate remotely
using desktop interfaces they no longer feel like they are sharing the same space. This limitation
may be overcome through collaboration in immersive environments, which simulate the physical
in-person experience.” They concluded with, “Many positive outcomes and potential advantages
for performing distributed collaborative sensemaking tasks that involve spatial organisation in VR
over more standard Desktop environment” [13]. This shows that collaboration might be more
interesting to study in VR. MATB-II is mainly used to assess mental workload because it is
designed to put the user under pressure to create a mental workload. For our study, we needed
a system that put users under pressure so that they would need help at some point. Singh et al.
already used MATB-II as a desktop collaborative system between a human and an AI [31].
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Figure 1. NASA Multi-Attribute Task Battery II (MATB-II).

4. Visualization Techniques

Sharing information about a user’s activity is a good way to enhance collaborative
awareness. During a collaborative task, it is mandatory to share elements answering the
awareness questions (who, what, how, where, when) to improve understanding among
users [8]. We consider two design dimensions to display information: (i) the symbolism
and (ii) the placement. For the symbolism, we chose a hybrid strategy combining symbolic
representations and literal values. The first part of this section explains this strategy and
presents how we display a user’s activity inside a 2D panel. The second part supports
different placements of this panel inside the workspace. In parallel with the interface and
indicator design process, we tested them with pilot experiments. The last part of this
section is dedicated to the conclusions drawn from these tests.

4.1. User’s Activity

A 2D panel gathers all indicators representing the user’s activity (see Figure 2). These
indicators are divided into two groups: (a) identification and (b) task status.

Figure 2. Indicators divided into two groups: (a) identification and (b) task status.
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The identification group (a) offers three ways to bind the rest of the panel to someone
in the workspace, presenting awareness elements that answer the Who question. Three
unique identifiers are attributed to each collaborator: a color (displayed as a background
disc), a textual name (written at the bottom of the frame), and a visual (with a picture in
the center of the frame). A full-body avatar creates visual and spatial awareness elements
for the who and where questions and situates a user in the workspace.

To give information for the what, how, and when questions, the tasks’ status group (b)
has two kinds of indicators: progress bars and icons. The progress bars are designed to give
information about the progression of a task (i.e., how well is it going since the beginning?),
and the icons are designed to give information about the current state of a task (i.e., is it
currently going well?). During collaborative work, each user can be charged with tasks that
will create a task load. Each task can be rewarded with a score, contributing to the final
cumulative score of global activity. The progress bars show in red the sum of the task load
from the beginning of the activity and in green the cumulative score. With a perfect score,
i.e., a perfect completion of the task, the green bar would completely hide the red bar. A
global progress bar shows the sum of all task load scores. At the end of an activity, red
bars will completely fill the progress bar. The icons refer to a task or a part of a task; white
icons fade to red as their bounded task triggers and time passes. When a task is inactive, its
icon(s) is/are colored in white. When a task reaches its time limit, the colored part(s) of the
icon is/are red if the task was not properly completed. In the current example, each icon
represents a task or a subtask of the MATB-II system:

• The upper-left first icon refers to the lights of the system monitoring task (SYSMON):
if at least one of the SYSMON lights is not in its normal state, the light bulb icon
gradually fades to red.

• The second icon (upper-middle) refers to the SYSMON scales; each square gives infor-
mation about one of the SYSMON scales: if a scale quits its normal state, the associated
square fades to red.

• The upper-right icon refers to the tracking task (TRACK); if the target quits the central
zone of the TRACK frame, the icon fades to red.

• The lower-left icon refers to the communication task (COMM); the icon starts fades to
red at the end of the audio instruction.

• The lower-middle and lower-right icons refer to the resource management task
(RESMAN); the left one is bounded to the left upper tank and the right one to the
right upper tank (target tanks). While the fuel in a tank remains in the optimal range,
the icon stays white; when the fuel level leaves that range, the icon gets more and
more red as it gets further from the targeted value.

4.2. Workspace Situated Placement

We need then to find the best location to place the information in the user’s shared
workspace. We investigated two main solutions: (i) distribution and (ii) aggregation
of information.

With a distributive placement, each piece of information is situated close to the person
or object it refers to (see Figure 3a). With an aggregative placement, all information is
gathered in the same place. An aggregative panel (see Figure 3b) can take multiple forms:
a fixed panel in the workspace, a movable artifact, or a body-relative one (see Figure 4).
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Figure 3. Workspace situated placement: (a) distributive placement—each panel is attached relative
to the user it refers to; (b) aggregative placement—all information is gathered on the same panel.

Figure 4. Body-relative placement: all information is on a panel attached to the avatar’s forearm.

4.3. Pilot Experiments

Alongside the development of the visualization techniques and the experimental
platform, we regularly ran pilot experiments. The results of these experiments were purely
qualitative and only helped to design the indicators and the collaborative VR application
for the study.

Quickly, pilot experiments showed that placing information panels on top of the head
of a close collaborator avatar was irrelevant, as people would not raise their heads to look
at the panel. We believe that with more distance between users or a different presentation
of information (e.g., augmented avatars), the distributive placement would be more useful;
however, large distances were not evaluated in the pilots, as we wanted to allow users
to move inside the virtual environment without any special navigation technique other
than real movements. Pilot experiments also showed that people were not looking at fixed
panels either and that the movable artifact was not convenient because it needed one hand
to be moved; thus, we focused on body-relative placement.

At the beginning of the development, the users would have to work on a single floating
panel containing the MATB-II interface. We saw that taking a small step back or just turning
the head would suffice to have enough information about task status, and any indicator
would not help in collaboration. We then decided to split the panel in two. We could either
double the amount of MATB-II systems, one full interface per panel, or split the tasks of a
single MATB-II system into the different panels. We chose the latter in order to keep the
experiment as simple as possible.

When we were refining the parameters of the experiment to prepare the study, we
saw that allowing dynamic responsibility for tasks led to longer experiments and blurred
the notion of help between users. We also investigated if the participant had enough time
to help the confederate. We determined that a 10 min duration was enough; indeed, the
confederate needed help 10 times during that time (6 SYSMON tasks of 10 s each and
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4 TRACK tasks of 30 s each). We give more details about the final experiment design used
for the user study in the next section.

5. Experimental Design

We conducted a controlled within-participant experiment where participants would
collaborate with an experimenter (confederate) in the MATB-II under two conditions: with
and without user activity sharing. Given the results of the initial pilot experiments, we
only focused on the body-relative placement. K. Schmidt [32,33] classified cooperation into
three categories: (i) augmentative cooperation, where everyone has the same interaction
capabilities; (ii) integrative cooperation, where people have complementary interaction
capabilities; and (iii) debative cooperation, where discussion and strategy are the main
parts of the collaborative activity. We avoided having a dynamic distribution of the roles
(debative cooperation), so the participant had full responsibility for the COMM and RESMAN

tasks, and the confederate had the responsibility for the SYSMON and TRACK tasks. When
adapting MATB-II to VR, we had two options: either users would need their partner to
complete each of their tasks (integrative cooperation), or users could complete all the tasks
on their own except when they were overloaded, and only then would one’s partner help
by doing one’s task for one (augmentative cooperation). The confederate was well-trained
on the MATB-II and fulfilled his/her role quickly and accurately. Opting for augmentative
cooperation helped to have an invariant need for help in task scenarios: to simulate a
need for help, the confederate abandoned his tasks regularly, at the same time for each
participant, and waited for help.

We recruited 20 unpaid volunteers (7 females, 13 males) aged 18 to 65 years old (mean:
26.7, sd: 10.7). We asked them to rate on a scale from 0 to 4 their use of video games (mean:
2.3, sd: 1.5), 3D environments (mean: 2.15, sd: 1.6), and immersive technologies (mean:
1.55, sd: 1.4).

5.1. Apparatus

To carry out the experiment, two unobstructed floor spaces of at least 2 × 2 m, two VR-
ready computers connected together either via the Internet or via a Local Area Network,
two immersive Head Mounted Displays (we used a HTC Vive Cosmos for the confederate
and an Oculus Quest 2 for the participants) were required. The immersive technology
difference had no effect on the user experience, as both HMDs offered the same interaction
capabilities and the same feedback from the virtual environment. However, what is
important is that all the participants had the same HMD, the Oculus Quest 2, and the
confederate always had the same HTC Vive Cosmos. This did not induce variability in the
experiment, so it is asserted to not have affected the results. The experiment itself was run
by the MATB-II-CVE application: Custom software was developed for this study (see the
data availability section for accessing it, see Figure 5) using the Unity 2018 game engine, the
SteamVR Virtual Reality framework for VR tracking, and Photon, a network framework.

To transform a non-collaborative application like MATB-II to a collaborative one, S.
Singh et al. chose to have a dynamic split of the responsibility of the tasks between a human
and AI [31]. However, we decided to split the responsibility of the four tasks between two
human users: one would have the COMM and RESMAN tasks, the other the SYSMON and
TRACK tasks. We made two main modifications to the MATB-II system: we adapted it
to VR and allowed multiple VR users to interact with it. In the early development of the
application, users were side by side facing a unique MATB-II interface (see Figure 6). In the
pilot experiments, we quickly saw that taking a small step back or just turning the head
would suffice to have enough information about task status, and any indicator would not
help in collaboration. Thus, we decided to split the interface into two panels facing each
other (see Figure 7) to make it more difficult to get task status information at a quick glance.
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Figure 5. Implementation in virtual reality of the MATB-II system.

Figure 6. All users facing a MATB-II interface.

Figure 7. MATB-II system cut into two halves facing each other. The confederate’s avatar is on the
left in front of the first half of the interface with the TRACK and SYSMON tasks, and the participant’s
avatar is on the right in front of the other half of the interface with the COMM and RESMAN tasks.

5.2. Data Collection

In this study, we only had one independent variable: the data presentation mode.
This factor has two possible values in this context: no data presentation (NoData) and an
aggregative body relative presentation (AggData) (see Figure 4). We can split the dependent
variables into two categories: the objective measures (all quantitative) and the subjective
measures from questionnaires.
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• Objective measures:

– Expected help—number of times the participant helps the confederate when expected;
– Unnecessary help—number of times the participant helps the confederate when

there is no need.

• Subjective measures:

– Demographics—age, gender, video games/3D environments/immersive technol-
ogy habits;

– Evaluation of the progress bars;
– Evaluation of the icons;
– Estimation of participant’s self-ability to detect that the confederate needs help

with and without indicators;
– Estimation of participant’s self ability to help the confederate needing help.

5.3. Protocol

We first gave detailed information and explanations to the participants. Then, we
equipped them with an immersive headset and its controllers and started the initial training
phase. For each condition, participants went through an additional training phase and a
ten-minute task scenario, collaborating with the confederate. At the end of the experiment,
participants were asked to answer a questionnaire to gather demographic data and subjec-
tive evaluation of the proposed indicators. The experiment lasted forty-five minutes for
each participant.

There were three training phases: the initial training phase and two condition training
phases. During the initial training, the participant could experience the completion of each
task one after another: once the RESMAN, the training stopped when the participant clearly
said that they understood the functioning of all the pumps; the SYSMON task twice; the
TRACK task once; the COMM task twice; all messages not addressed to NASA-504 were
ignored in the count. The participant could ask to retry as many tasks as they wanted until
ready to begin a 10-min scenario. Before each condition, the tasks triggered once each,
one after another in the same order as the initial training phase. For the NoData condition,
the participants were asked to complete the task as they triggered; this was followed by
the simultaneous activation of all tasks at once, and the participant and the confederate
completed their task together. For the AggData condition, the participants were asked to
watch the indicators as the task went on while the confederate gave a detailed explanation
of them. This was followed by the simultaneous activation of all tasks at once where the
participant and the confederate completed their task together.

During the experiment, the participant and the confederate had to complete two task
scenarios on the MATB-II interface. A scenario was 10 min long. This 10 min duration
had been determined during preliminary pilot experiments, where we investigated if the
participant helped the confederate. Indeed, within 10 min, the confederate needed help
10 times. These 10 times consisted of 6 SYSMON tasks (of 10 sec each) and 4 TRACK
tasks (of 30 sec each). As such, we found that 10 min was enough to measure if the
participant helped the confederate or not. It contained a fixed number of tasks (12 COMM,
12 TRACK, 12 RESMAN, and 18 SYSMON) to create a workload for the users, and activated
multiple MATB-II tasks that overlapped in time, so the confederate and the participant
had to work at the same time. It was divided into 3 phases, “participant is loaded more than
confederate”; at the beginning and the other two phases were interchangeable: “confederate is
loaded more than participant” and “both users are loaded”. Verbal communication (apart from
reporting an issue) was prohibited to simulate distant collaboration in a noisy workspace.
The confederate simulated a need for help by not doing a task following an invariant
predefined scheme (1/2 of the TRACK tasks and 1/3 of the SYSMON tasks).
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5.4. Hypothesis

We formulated two hypotheses about the user’s task status indicators: H1—people
would prefer instantaneous information conveyed by icons to a history constructed from
the progression bars in terms of activity feedback. This could only be measured by data
gathered via the questionnaire. H2—people would more easily detect that a collaborator
needs help with AggData compared to NoData. This could be measured by data gathered
via the questionnaire and by counting the number of times participants will help the
confederate (help measures).

6. Results

We first present objective data, followed by subjective data. Each participant went
through two conditions, so we have 2 × 20 = 40 data points. We checked for normality of
the distribution with Shapiro–Wilk tests among measures, and we did not have normal
distributions, so we used Wilcoxon tests to check if there were significant differences in
results between the two conditions.

We did not observe any significant difference between the two conditions for the
objective data, neither expected help (p = 0.90) nor unnecessary help (p = 0.47). An
explanation would be that the participant feared not being able to help the confederate
with NoData. They were checking if the confederate was in need of help every few seconds
at the risk of their own tasks.

Concerning subjective data, participants evaluated bars and icons on two aspects:
frequency of use and a score, both on a [0–4] scale. We observed significant differences
between the frequency of use (p = 0.004) and score (p = 0.007) of bars and icons (Figure 8).

Figure 8. Evaluation of bars and icons in terms of usage (p = 0.004) and score (p = 0.007).

Participants also evaluated their ability to detect that their collaborator needs help and
their ability to help a collaborator needing help with the two conditions, all with a binary
response (yes or no). We observed a significant difference in participants’ perception of
their ability to detect the need for help (p = 0.03). Thirteen participants felt that they were
able to detect when their collaborator needed help with AggData (compared to only seven
for NoData). The difference in participants’ perception of their ability to help (p = 0.08)
was not significant (see Figure 9).
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Figure 9. Evaluation of self-ability to help a collaborator: evaluation of self-ability to detect that a
collaborator needs help with AggData (A) or with NoData (B); evaluation of self-ability to help a
collaborator with AggData (C) or with NoData (D).

7. Discussion

Results from the questionnaire show that icons were used significantly more often and
were preferred by participants compared to progress bars for monitoring the collaborator’s
activity in the context of continuous interaction with the MATB-II system. This supports
H1 and demonstrates that users rely more on instantaneous activity feedback than a history
of progression for such continuous collaboration with symmetrical interaction capabilities
among collaborators.

The user’s activity indicators significantly allow users to estimate that they better
detect the collaborator’s need for help, which supports H2. However, the estimation of
self-ability to help the collaborator is not significantly improved, just like the measurement
of expected and unnecessary help count.

The main limitation of our experiment is that it focuses only on a specific type of
collaborative task. Given MATB-II is a realistic simulation of a stressful situation, it enables
us to place a task load on users [11]; however, it was not originally designed to be collabo-
rative. Only augmentative cooperation can be done on a single task battery: users having
the same interaction capability prevent integrative cooperation, and when a scenario is
launched, the team has no time for debative cooperation. In our case, the only way to
help someone was by doing their task, and it is very unpleasant when someone interferes
with our task, judging we are not doing it well or fast enough. This could explain why the
experiment failed to demonstrate with quantitative measures the benefits of sharing the
user’s activity. To draw a more generic conclusion about collaboration in VR, it would be
necessary also to address all the categories of collaborative tasks.

This experiment was a generic way to assess real use cases of teamwork. The approach
we used, sharing users’ activity, can be applied to different situations: command centers [34],
airliners pilots [35], air traffic control [36–38], or any other type of augmentative computer-
supported collaborative work (CSCW) between humans.

8. Conclusions

Efficient collaboration in VR requires not only perceiving partners’ positions and
actions, but also understanding their individual status (task activity, emotional states,
fatigue, etc.). In this paper, we explored several solutions to visualize and share the user’s
activity in a collaborative virtual environment. We then evaluated the tasks’ status part in a
controlled experiment based on a VR adaptation of the NASA MATB-II system. We show that
giving information on the task status enhances the detection of the need for help and that
people prefer instantaneous information to progress history in a continuous augmentative
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cooperation scenario. MATB-II has limitations for collaboration. It generates interference
when we want to collaborate: to help someone, you have to do his task for him. A future
study, such as investigating the distribution of tasks and the balancing of the workload of a
team, would create more opportunities to explore the different cooperation modes.
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