
HAL Id: hal-04168807
https://cnrs.hal.science/hal-04168807v2

Preprint submitted on 14 Jul 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

KPP transition fronts in a one-dimensional two-patch
habitat

François Hamel, Mingmin Zhang

To cite this version:
François Hamel, Mingmin Zhang. KPP transition fronts in a one-dimensional two-patch habitat. 2023.
�hal-04168807v2�

https://cnrs.hal.science/hal-04168807v2
https://hal.archives-ouvertes.fr


KPP transition fronts in a one-dimensional
two-patch habitat

François Hamel∗ & Mingmin Zhang†

To Professor James D. Murray
in admiration and recognition of his great achievements in mathematical biology

Abstract
This paper is concerned with the existence of transition fronts for a one-dimensional two-
patch model with KPP reaction terms. Density and flux conditions are imposed at the
interface between the two patches. We first construct a pair of suitable super- and sub-
solutions by making full use of information of the leading edges of two KPP fronts and
gluing them through the interface conditions. Then, an entire solution obtained thanks
to a limiting argument is shown to be a transition front moving from one patch to the
other one. This propagating solution admits asymptotic past and future speeds, and it
connects two different fronts, each associated with one of the two patches. The paper
thus provides the first example of a transition front for a KPP-type two-patch model with
interface conditions.
Mathematics Subject Classification: 35B08; 35K57.
Key words: Reaction-diffusion equations; Transition fronts; KPP reactions; Interface con-
ditions.

1 Introduction

1.1 The model

In this paper, we deal with the existence of transition fronts of the following two-patch problem
with interface conditions: 

ut = d1uxx + f1(u), t ∈ R, x < 0,

ut = d2uxx + f2(u), t ∈ R, x > 0,

u(t, 0−) = u(t, 0+), t ∈ R,
ux(t, 0

−) = σux(t, 0
+), t ∈ R,

(1.1)
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in which σ > 0, di > 0 (for i = 1, 2), and the functions fi ∈ C1(R) (for i = 1, 2) are of
Fisher-KPP type:

fi(0)=fi(Ki)=0, 0<fi(s)≤f ′i(0)s for all s ∈ (0, Ki), f
′
i(Ki) < 0, fi<0 in (Ki,+∞), (1.2)

for some Ki > 0.
From the perspective of ecological dynamics of invasive species, when spreading across a

landscape, species encounter different habitat types, and their movement behavior as well as
population dynamics may change according to landscape type. Here, we consider the evolution
of a population density under the effect of diffusion and growth, in a medium made up of
two different semi-infinite one-dimensional habitats separated by an interface, under a simple
assumption that each patch is homogeneous but the two patches may differ so that the diffusion
coefficients and the reaction terms (i.e. net population growth rates) may differ.

Originally, such kind of patchy model with novel interface matching conditions is from a
recent work of Maciel and Lutscher [33] which itself is based on the work of Ovaskainen and
Cornell [46]. There, the population density ũ = ũ(t, x) in such a two-patch landscape satisfies

ũt = d1ũxx + f̃1(ũ), t ∈ R, x < 0,

ũt = d2ũxx + f̃2(ũ), t ∈ R, x > 0,

(1− α)d1ũ(t, 0−) = αd2ũ(t, 0+), t ∈ R,
d1ũx(t, 0

−) = d2ũx(t, 0
+), t ∈ R,

where it is assumed that individuals at the interface may show a preference for one or the other
patch type measured by the parameter α ∈ (0, 1) (α > 1/2 indicates a preference for the left
patch (−∞, 0) and α < 1/2 for the right patch (0,+∞)), and the interface is assumed to be
neutral with respect to reaction dynamics (i.e. no individuals are born or die from crossing the
interface) so that the flux is continuous at the interface (such continuity property of the flux
implies mass conservation in the absence of reaction terms). It is observed that the population
density may be discontinuous at the interface as long as k := α

1−α
d2
d1

is not equal to 1. We
refer to [33] for a detailed derivation of this condition from a random walk and a thorough
discussion of the biological implications. This type of model has been used to study questions of
persistence and spread [1,34] and evolutionary stable movement strategies [32], whereas related
flux matching conditions between adjacent higher-dimensional domains have been considered
in [10]. As far as the reaction-diffusion equations in each of the two patches {x < 0} and
{x > 0} are concerned, they are standard equations used to describe biological invasions in
mathematical biology and ecology, see e.g. Murray’s book [37], as well as [12, 47,53,62].

From mathematical viewpoint, the discontinuity of the density at x = 0 makes the problem
quite delicate to study, and it turns out to be much easier to rescale the model (by setting
u(t, x) = ũ(t, x) in patch 1, u(t, x) = kũ(t, x) in patch 2 with k = α

1−α
d2
d1
, f1 = f̃1 and

f2(s) = kf̃2(s/k)) in such a way that the matching conditions become continuous in the density,
and this is exactly where the equivalent problem (1.1) - our objective - comes from, with
σ = (1 − α)/α > 0. Our present work, concerning the existence of transition fronts for
problem (1.1), is a continuation of the rigorous analysis towards a better understanding of
propagation phenomena in such models [19,20,55].
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1.2 Traveling fronts and transition fronts for homogeneous or more
general equations

The issue of traveling fronts for the classical Fisher-KPP equation

ut = uxx + f(u), t > 0, x ∈ R, (1.3)

has been addressed in the pioneering works of Fisher [16] and Kolmogorov, Petrovskii and
Piskunov [27], where f is of Fisher-KPP type:

f(0) = f(1) = 0 and 0 < f(s) ≤ f ′(0)s for all s ∈ (0, 1).

It was proved that (1.3) admits traveling front solutions u(t, x) = ϕ(x− ct) with ϕ : R→ (0, 1)
and ϕ(−∞) = 1, ϕ(+∞) = 0, if and only if c ≥ c∗ := 2

√
f ′(0), where c ∈ R is the front speed

and ϕ = ϕc is the front profile (depending on c). It is also known [27] that the front with minimal
speed c∗ attracts the solutions of the Cauchy problem starting from the Heaviside function
1(−∞,0) in a certain sense, see e.g. [11, 23, 28, 58]. Among many other references, the existence
of traveling fronts to more general types of reaction terms was discussed in [3, 4, 14,15,18,59].

Afterwards, heterogeneity has been taken into account in the investigation of propagating
solutions of non-homogeneous reaction-diffusion equations, for which standard traveling fronts
do not exist in general. Especially, when the equation is spatially or temporally periodic, the
notion of pulsating traveling fronts has been developed in one-dimensional or higher-dimensional
domains, see e.g. [5,54,61]. Still analogously to the homogeneous case, pulsating traveling fronts
with speed c, for KPP-type periodic equations exist, if and only if c ≥ c∗, where the minimal
wave speed c∗ has a variational expression in terms of periodic principal eigenvalues of some
linear operators [8, 9, 13,29–31,38,44,60].

Later on, the study of fronts for reaction-diffusion equations in more general heterogeneous
media has been given considerable attention. A generalization of the notion of traveling fronts
in such media has been given in [6,7] in general domains in any space dimension, see also [35,49]
for related definitions in particular cases. When applied to a one-dimensional equation such
as (1.3), the definition is as follows: a generalized transition front of (1.3) connecting 1 and 0
is a time-global solution u : R × R → (0, 1) for which there exists a locally bounded function
X : R→ R such that

lim
x→−∞

u(t, x+X(t)) = 1, lim
x→+∞

u(t, x+X(t)) = 0, uniformly in t ∈ R,

where X(t) ∈ R reflects the position of the transition front as time progresses. Moreover, such
a transition front u has a global mean speed w ∈ R if

lim
|t−s|→+∞

X(t)−X(s)

t− s
= w.

This definition covers all the classical examples of travelling and pulsating fronts. There
has been a large literature devoted to transition fronts for reaction-diffusion equations of the
type (1.3) with homogeneous or heterogeneous KPP-type reactions f in one dimension, see
e.g. [7, 45, 52, 57, 63], and in higher dimensions, see e.g. [2, 7, 63, 66]. Whereas transition fronts
exist in general for ignition-type equations [36,45,64,65], transition fronts for spatially heteroge-
neous KPP equations do not exist in general [21,43]. The existence of transition fronts for KPP
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time-dependent equations has been proved when the coefficients are assumed to be uniquely
ergodic in [51] and in a general framework [40]. Existence results have been further extended to
KPP equations with time-heterogeneous reaction terms and space-periodic diffusion and advec-
tion terms in [48], and to general time-heterogeneous and space-periodic equations in [41]. The
existence of generalized transition fronts for KPP equations in one-dimensional almost periodic
media was investigated in [42], and for monostable equations in time recurrent and spatially
periodic media in [50]. On the other hand, the existence and asymptotic dynamics of transition
fronts in time-dependent KPP type equations was analyzed in [24], where the media are specif-
ically asymptotically homogeneous as t → ±∞ with two possibly different limits. Transition
fronts for homogeneous KPP equation (1.3) as well as the set of their admissible asymptotic
past and future speeds and their asymptotic profiles were studied in [22, 25], it was proved in
particular in [25] that the transition fronts of (1.3) can only accelerate. The existence of critical
transition waves, which are by definition steeper than any other solution, was addressed in [39]
for general spatially heterogeneous one-dimensional equations.

In contrast, the one-dimensional two-patch model (1.1) we are considering here is spatially
heterogeneous in a simple fashion but very different from existing ones, in the sense that
each patch is homogeneous and the two patches match each other through particular interface
conditions at x = 0. It is well known that traveling fronts for homogeneous KPP equations of the
type (1.3) are pulled by their tails [17,56] and the spreading speed of solutions of the associated
Cauchy problem converging to 0 as x → +∞ is determined by the exponential decay of the
initial condition [11,28,58]. Therefore, in order to show the existence of propagating solutions
of (1.1) that decay to 0 as x → +∞, a natural attempt is to make full use of information of
the leading edges of the KPP fronts in both patches, and to match them through the interface
conditions. This is exactly the idea we will carry out in the paper. More precisely, we find
out a suitable pair of super- and subsolutions, which leads by a constructive limiting argument
to the existence of rightwards propagating transition fronts of (1.1) with explicit asymptotic
past and future speeds (see Definition 2.5 below for these notions of speeds). In a sense,
whereas standard traveling fronts can not exist in general due to the interface conditions and
the different diffusion and reaction terms in the two patches, model (1.1) with its interface
conditions is robust enough to allow the existence of non-trivial propagating solutions in the
form of transition fronts connecting two different steady states. Up to the best of our knowledge,
at the exception of a recent work [26] on propagation or blocking phenomena for a related system
made up of copies of a bistable equation in multiple disjoint half-lines with a junction, the topic
of transition fronts for a patch model like (1.1) is quite new and there had been no existing
results on it up to now. However, it is unclear at this stage whether other kinds of transition
fronts exist or not, and the question of the classification of such transition fronts, which is
actually still open even in the homogeneous case (1.3), goes much beyond the scope of this
article, and we leave it open for a future work.

2 The main result
Before stating our main result, we make precise the notion of classical solution of (1.1) and we
recall some fundamental results of [19,20] on the Cauchy problem and the comparison principle
associated with (1.1).
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2.1 What is known about (1.1)
Throughout this paper, we set

I1 := (−∞, 0) and I2 := (0,+∞).

In the sequel, by C1;2
t;x , we understand the class of functions which are of class C1 in t and C2

in x. Similarly, for γ > 0, C1,γ;2,γ
t;x is the class of functions which are C1,γ in t and C2,γ in x. By

a solution to the Cauchy problem (1.1) associated with a continuous bounded initial datum u0,
we mean a classical solution in the following sense.

Definition 2.1 ([19]). For T ∈ (0,+∞], we say that a continuous function u : [0, T )×R→ R is
a classical solution of the Cauchy problem (1.1) in [0, T )×R with initial datum u0, if u(0, ·) = u0

in R, if u|(0,T )×Ii ∈ C1;2
t;x

(
(0, T ) × Ii

)
(for i = 1, 2), and if all identities in (1.1) are satisfied

pointwise for 0 < t < T .

We recall the well-posedness of the Cauchy problem (1.1) as well as regularity estimates of
the solution.

Proposition 2.2 ( [19, 20]). For any nonnegative bounded continuous function u0 : R → R
and for any γ ∈ (0, 1/2), there is a unique nonnegative bounded classical solution u of (1.1)
in [0,+∞)× R with initial datum u0 such that, for any τ > 0 and A > 0,

‖u|[τ,+∞)×[−A,0]‖C1,γ;2,γ
t;x ([τ,+∞)×[−A,0]) + ‖u|[τ,+∞)×[0,A]‖C1,γ;2,γ

t;x ([τ,+∞)×[0,A]) ≤ C,

with a positive constant C depending on τ , A, γ, d1,2, f1,2, σ, and ‖u0‖L∞(R). Moreover,

0 ≤ u(t, x) ≤ max(K1, K2, ‖u0‖L∞(R)) for all (t, x) ∈ [0,+∞)× R,

and u(t, x) > 0 for all (t, x) ∈ (0,+∞) × R if u0 6≡ 0 in R. Lastly, the solutions depend
monotonically and continuously on the initial data, in the sense that if u0 ≤ v0 then the corres-
ponding solutions satisfy u ≤ v in [0,+∞) × R, and for any T ∈ (0,+∞) the map u0 7→ u is
continuous from C+(R)∩L∞(R) to C([0, T ]×R)∩L∞([0, T ]×R) equipped with the sup norms,
where C+(R) denotes the set of nonnegative continuous functions in R.

The existence in Proposition 2.2 can be proved by following the proof of [20, Theorem 2.2],
namely by solving approximated problems in bounded intervals [−n, n], using a priori estimates,
and passing to the limit as n→ +∞.

We also recall the definition of super- and subsolutions for (1.1) and the comparison principle
in the following two statements.

Definition 2.3 ([19]). For T ∈ (0,+∞), a bounded continuous function u : [0, T ] × R → R
is called a supersolution of (1.1) in [0, T ] × R, if u|(0,T ]×Ii ∈ C1;2

t;x ((0, T ] × Ii) (for i = 1, 2),
if ut(t, x) ≥ diuxx(t, x) + fi(u(t, x)) for i = 1, 2 and for all 0 < t ≤ T and x ∈ Ii, and if

ux(t, 0
−) ≥ σux(t, 0

+) for all t ∈ (0, T ].

Subsolutions are defined in a similar way with all the inequality signs above reversed.

Proposition 2.4 ([20]). For T ∈ (0,+∞), let u and u be, respectively, a super- and a subso-
lution of (1.1) in [0, T ]× R, and assume that u(0, ·) ≥ u(0, ·) in R. Then, u ≥ u in [0, T ]× R
and, if u(0, ·) 6≡ u(0, ·) in R, then u > u in (0, T ]× R.
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Proposition 2.4 is derived from [20, Proposition A.3]. From the proof of [20, Proposition A.3],
the above result partly extends to the case where u and u are generalized super- and sub-
solutions, that is,

u(t, x) = min(u1,i(t, x), . . . , upi,i(t, x)) and u(t, x) = max(u1,i(t, x), . . . , uqi,i(t, x))

for i = 1, 2, t ∈ [0, T ] and x ∈ Ii, with any positive integers pi and qi. Here, the functions uj,i
and uk,i, for i = 1, 2, j ∈ J1, piK and k ∈ J1, qiK, are all assumed to be defined, bounded and
continuous in [0, T ]× Ii, and of class C1;2

t;x ((0, T ]× Ii). One also assumes that:

• (uj,i)t(t, x) ≥ di(uj,i)xx(t, x) + fi(uj,i(t, x)) for i = 1, 2, j ∈ J1, piK and (t, x) ∈ (0, T ] × Ii
such that u(t, x) = uj,i(t, x);

• (uk,i)t(t, x) ≤ di(uk,i)xx(t, x) + fi(uk,i(t, x)) for i = 1, 2, k ∈ J1, qiK and (t, x) ∈ (0, T ]× Ii
such that u(t, x) = uk,i(t, x);

• there are ji ∈ J1, piK (for i = 1, 2) and r > 0 such that uji,i(t, x) = u(t, x) for all t ∈ [0, T ]
and x ∈ Ii ∩ (−r, r), uj1,1(t, 0−) = uj2,2(t, 0+) for all t ∈ [0, T ], and (uj1,1)x(t, 0

−) ≥
σ(uj2,2)x(t, 0

+) for all t ∈ (0, T ];

• there are ki ∈ J1, qiK (for i = 1, 2) and s > 0 such that uki,i(t, x) = u(t, x) for all t ∈ [0, T ]
and x ∈ Ii ∩ (−s, s), uk1,1(t, 0−) = uk2,2(t, 0+) for all t ∈ [0, T ], and (uk1,1)x(t, 0

−) ≤
σ(uk2,2)x(t, 0

+) for all t ∈ (0, T ].

From the above assumptions, the functions u and u can be extended continuously in [0, T ]×R
(that is, including at the interface x = 0). The extension of Proposition 2.4 asserts that,
if u(0, ·) ≥ u(0, ·) in R, then u ≥ u in [0, T ]× R.

Lastly, by a classical stationary solution of (1.1), we mean a continuous function U : R→ R
such that U |Ii ∈ C2(Ii) (for i = 1, 2) and all identities in (1.1) are satisfied pointwise, but
without any dependence on t. It is known from [19] that (1.1) admits a unique positive bounded
stationary solution V . Moreover,

V (−∞) = K1 and V (+∞) = K2,

and V is strictly monotone if K1 6= K2, whereas V is constant if K1 = K2.

2.2 Some notations and the notion of transition front connecting V
and 0 for (1.1)

We recall that, for i = 1, 2, the homogeneous Fisher-KPP equation

ut = diuxx + fi(u), t ∈ R, x ∈ R,

admits standard traveling fronts φi(x− cit) such that

diφ
′′
i + ciφ

′
i + fi(φi) = 0 in R, φ′i < 0 in R, φi(−∞) = Ki, φi(+∞) = 0, (2.1)

if and only if ci ≥ c∗i := 2
√
diµi, where we denote

µi := f ′i(0) > 0 (2.2)
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for convenience (the functions φi also depend on the speeds ci and we should therefore write φi,ci ,
but we kept the notation φi for the sake of simplicity, as the considered speeds c1 and c2 in
the main result will be explicit). Furthermore, the functions φi are unique up to shifts. By [4],
throughout this paper, we assume without loss of generality, up to shifts, that the traveling
wave profiles φi (for i = 1, 2) satisfy the following normalization conditions:{

φi(ξ) ∼ e−λiξ for ci > c∗i
φ∗i (ξ) ∼ ξe−λ

∗
i ξ for ci = c∗i

as ξ → +∞, (2.3)

where

λi :=
ci −

√
c2
i − 4diµi

2di
for ci > c∗i and λ∗i :=

c∗i
2di

=

√
µi
di

for ci = c∗i .

With the normalization (2.3), it is also known that

0 < φi(ξ) ≤ e−λiξ for all ci > c∗i and ξ ∈ R. (2.4)

Throughout this paper, we will further assume that the functions fi (for i = 1, 2) satisfy
the following regularity property:

fi(s) ≥ µis− Cs1+ω for all s ∈ [0, Ki], (2.5)

for some C > 0 and ω > 0.

Definition 2.5. For problem (1.1), a transition front connecting the unique positive bounded
stationary solution V and 0 is a time-global classical solution u for which there exists a locally
bounded function X : R→ R such that{

u(t, x)− V (x)→ 0 as x−X(t)→ −∞
u(t, x)→ 0 as x−X(t)→ +∞

uniformly in t ∈ R. (2.6)

Moreover, we say that a transition front connecting V and 0 for problem (1.1) has an asymptotic
past speed c− ∈ R (resp. an asymptotic future speed c+ ∈ R), if

X(t)

t
→ c− as t→ −∞

(
resp.

X(t)

t
→ c+ as t→ +∞

)
.

Observe that any transition front u of (1.1) connecting V and 0 necessarily satisfies{
u(t, x)→ K1 as x→ −∞
u(t, x)→ 0 as x→ +∞

locally uniformly in t ∈ R. (2.7)

Furthermore, if X(t)→ +∞ as t→ +∞, then u(t, ·)→ V as t→ +∞ locally uniformly in R,
and even uniformly in each interval (−∞, A] with A ∈ R.

2.3 The main result

The main result of this paper is the following theorem on the existence of transition fronts
connecting V and 0 for problem (1.1). From a biological point of view, the transition front
constructed below can be interpreted as an alien species invading the left patch from −∞ with
asymptotic (past) speed c1 and propagating across the interface and spreading in the right
patch with asymptotic (future) speed c2.
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Theorem 2.6. Assume that d2 6= d1σ
2 and that µ1, µ2 defined in (2.2) satisfy

µ1 < µ2 < µ1

(
2− d2

d1σ2

)
if d2 < d1σ

2,

µ2 < µ1 < µ2

(
2− d1σ

2

d2

)
if d2 > d1σ

2.
(2.8)

Define

λ2 :=

√
µ2 − µ1

d1σ2 − d2

> 0 and λ1 := σλ2 > 0. (2.9)

Then, there exist c2 ∈ (c∗2,+∞) and c1 ∈ (c∗1,+∞) given by

c2 := d2λ2 +
µ2

λ2

and c1 :=
λ2c2

λ1

=
c2

σ
, (2.10)

such that (1.1) admits a transition front connecting the unique positive bounded stationary
solution V and 0, with asymptotic past speed c1 and asymptotic future speed c2, in the sense of
Definition 2.5. Furthermore,

lim
t→−∞

(
sup
x∈R
|u(t, x)− φ1(x− c1t)|

)
= 0, (2.11)

and
lim

(t,x)→(+∞,+∞)
|u(t, x)− φ2(x− c2t)| = 0, (2.12)

where φi (for i = 1, 2) are given by (2.1) and (2.3), with the speeds ci defined in (2.10)

The limit in (2.12) means that, for every ε > 0, there is Aε > 0 such that

|u(t, x)− φ2(x− c2t)| ≤ ε for all t ≥ Aε and x ≥ Aε.

In other words, the solution u looks like the front φ2(x−c2t) at large time t and for large x. We
point out that this convergence can not be uniform with respect to x in R as soon as K1 6= K2,
since u(t,−∞) = K1 for each t ∈ R by (2.7), whereas φ2(−∞) = K2.

Let us now comment on our constructive argument of Theorem 2.6, namely, on how the
parameters in the statement are properly determined. In fact, by taking into account the
feature of our patch model as well as the normalization (2.3) of the traveling wave profiles at
their leading edges, we consider the following ansatz for very negative times t:

u(t, x) =

{
e−λ1(x−c1t) for x ≤ 0,

e−λ2(x−c2t) for x ≥ 0,
(2.13)

where (c1, λ1) and (c2, λ2) are chosen such that c1 > c∗1, c2 > c∗2, and
0 < λ1 = λ1(c1) :=

c1 −
√
c2

1 − 4d1µ1

2d1

< λ1(c∗1) =

√
µ1

d1

,

0 < λ2 = λ2(c2) :=
c2 −

√
c2

2 − 4d2µ2

2d2

< λ2(c∗2) =

√
µ2

d2

.
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Due to the specific continuity and flux interface conditions at x = 0, the ansatz (2.13) leads to
the following relations

λ1c1 = λ2c2 and λ1 = σλ2.

Accordingly, we should have d1λ
2
1 + µ1 = λ1c1 = λ2c2 = d2λ

2
2 + µ2, which, together with

λ1 = σλ2, further yields

0 < λ2 =

√
µ2 − µ1

d1σ2 − d2

and λ2 < min

(√
µ2

d2

,

√
µ1

d1σ2

)
, (2.14)

and 
if d1σ

2 > d2, then µ1 < µ2 < µ1

(
2− d2

d1σ2

)
,

if d1σ
2 < d2, then µ2 < µ1 < µ2

(
2− d1σ

2

d2

)
.

This gives the condition (2.8) on di, µi and σ.
Conversely, assuming (2.8) and defining λ2 and λ1 as in (2.9), we have (2.14) and, in

particular, 0 < λi <
√
µi/di for i = 1, 2, hence ci := diλi + µi/λi > 2

√
µidi = c∗i . We also have

λ1c1 = d1λ
2
1 + µ1 = d2λ

2
2 + µ2 = λ2c2 by (2.9), and then c1 = λ2c2/λ1 = c2/σ, that is, (2.10)

holds.
The above heuristic arguments also explain why the condition d2 6= d1σ

2 is imposed. Indeed,
if d2 = d1σ

2, the above ansatz does not work, unless possibly in the particular case µ1 = µ2.

3 Proof of Theorem 2.6
The proof is divided into several steps: we first construct suitable super- and subsolutions
of (1.1) for very negative times. Then, by solving a sequence of Cauchy problems with initial
times −n and by passing to the limit as n→ +∞, we obtain an entire solution u of (1.1), that
is, u is defined for all t ∈ R. Finally, we show that this entire solution is truly a transition front
with asymptotic past speed c1 and asymptotic future speed c2, based upon several auxiliary
lemmas, where c1 and c2 are given in (2.9)-(2.10).

3.1 Proper super- and subsolutions

Throughout the proof, we assume d2 6= d1σ
2 and (2.8). Let (λ2, c2) and (λ1, c1) be as in (2.9)-

(2.10). From the observations of the end of the previous section, we have

ci > c∗i = 2
√
diµi (for i = 1, 2),

and
c1λ1 = c2λ2 = d2λ

2
2 + µ2 = d1λ

2
1 + µ1, σc1 = c2, and λ1 <

√
µ1

d1

, (3.1)

hence λ1 is the smallest root of the equation d1λ
2 − c1λ+ µ1 = 0, that is,

λ1 =
c1 −

√
c2

1 − 4d1µ1

2d1

. (3.2)
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Construction of supersolutions

For any γ1 ≥ c1, denoting

Λ1 :=
γ1 −

√
γ2

1 − 4d1µ1

2d1

,

we claim that the function u defined by

u(t, x) =

{
min

(
V (x), e−Λ1(x−γ1t), e−λ1(x−c1t)

)
, x ≤ 0,

e−λ2(x−c2t), x ≥ 0,
(3.3)

is a generalized supersolution of (1.1), for t negative enough. Before proving the claim, we first
note that, when γ1 = c1, then Λ1 = λ1 and u is reduced to the following:

u(t, x) =

{
min

(
V (x), e−λ1(x−c1t)

)
, x ≤ 0,

e−λ2(x−c2t), x ≥ 0.
(3.4)

Figure 1: Profile of the supersolution u with γ1 ∈ [c1,+∞), in the case K1 < K2.

To prove our claim, observe first that 0 < Λ1 ≤ λ1, and even 0 < Λ1 < λ1 if γ1 > c1. By
noticing that

0 < γ1Λ1 = d1Λ2
1 + µ1 ≤ d1λ

2
1 + µ1 = c1λ1

(and even γ1Λ1 < c1λ1 if γ1 > c1), we have eλ1c1t ≤ eΛ1γ1t for all t ≤ 0, whence we observe
from (3.3) and the positivity of infR V that there is r > 0 such that u(t, x) = e−λ1(x−c1t) for
all x ∈ (−r, 0) and all t negative enough. Moreover, since c1λ1 = c2λ2 by (3.1), one readily
verifies the continuity interface condition at x = 0 for all t negative enough. The flux condition
at x = 0 also holds since λ1 = σλ2, hence −λ1e

λ1c1t = −σλ2e
λ2c2t and ux(t, 0

−) = σux(t, 0
+)

for all t negative enough. Eventually, it is easy to check that the functions (t, x) 7→ e−Λ1(x−γ1t)

and (t, x) 7→ e−λ1(x−c1t) (resp. (t, x) 7→ e−λ2(x−c2t)) satisfy the equations of (1.1) for all t ∈ R
and x < 0 (resp. x > 0) with “=” replaced by “≥”, due to the KPP assumption (1.2) on fi
(for i = 1, 2), while V is a stationary solution of (1.1). Therefore, we conclude that u is a
generalized supersolution of (1.1) for all t negative enough and x ∈ R.

We also observe that, since infR V > 0, one has

u(t, x) ≤ V (x) (3.5)

for all t negative enough and for all x ∈ R.

10



Construction of subsolutions

Let ω > 0 be given in (2.5). Let us fix ε > 0 small enough such that λ1 < λ1 + σε < (1 + ω)λ1, λ2 < λ2 + ε < (1 + ω)λ2,

ϑ1 :=
√
c2

1 − 4d1µ1 − d1σε > 0, ϑ2 :=
√
c2

2 − 4d2µ2 − d2ε > 0.
(3.6)

Then, choose any m such that

m > max
( C

σεϑ1

,
C

εϑ2

, 1
)

(3.7)

with C given in (2.5), and

max
(

max
x∈R

(
e−λ1x −me−(λ1+σε)x

)
,max
x∈R

(
e−λ2x −me−(λ2+ε)x

))
< min(K1, K2) = inf

R
V. (3.8)

We now claim that there are T > 0 and x0 > 0 large enough such that, for any ĉ1 ∈ (c∗1, c1],
the function u defined by

u(t, x) =

{
max

(
φ̂1(x− ĉ1t+ x0), e−λ1(x−c1t) −me−(λ1+σε)(x−c1t)

)
, x ≤ 0,

max
(
e−λ2(x−c2t) −me−(λ2+ε)(x−c2t), 0

)
, x ≥ 0,

(3.9)

is a generalized subsolution to (1.1) in (−∞, T ]×R, where φ̂1 denotes the traveling front profile
solving (2.1) and (2.3) with i = 1 and speed ĉ1.

Figure 2: Profile of the subsolution u with ĉ1 ∈ (c∗1, c1], in the case K1 < K2.

To prove the claim, observe first that, because 2
√
d1µ1 = c∗1 < ĉ1 ≤ c1, there holds

λ̂1 :=
ĉ1 −

√
ĉ2

1 − 4d1µ1

2d1

≥ c1 −
√
c2

1 − 4d1µ1

2d1

= λ1,

which further implies that ĉ1λ̂1 = d1λ̂
2
1 + µ1 ≥ d1λ

2
1 + µ1 = c1λ1. One can then choose T > 0

large enough such that m < eσεc1T (T can be chosen independently of ĉ1 ∈ (c∗1, c1]). Hence, for
all t ≤ −T , there holds

e(λ1c1−λ̂1ĉ1)t
(
1−meσεc1t

)
≥ e−(λ1c1−λ̂1ĉ1)T

(
1−me−σεc1T

)
≥ 1−me−σεc1T =: ς > 0.
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Next, there is x0 > 0 sufficiently large such that ς > e−λ1x0 (x0 can be chosen independently of
ĉ1 ∈ (c∗1, c1]). Thus, one has ς > e−λ̂1x0 and, for all t ≤ −T ,

eλ1c1t −me(λ1+σε)c1t = eλ1c1t
(
1−meσεc1t

)
≥ eλ̂1ĉ1tς > eλ̂1ĉ1t−λ̂1x0 ≥ φ̂1(−ĉ1t+ x0) > 0,

by (2.4). This implies that, for all t ≤ −T ,

0 < u(t, 0−) = max
(
φ̂1(−ĉ1t+ x0), eλ1c1t −me(λ1+σε)c1t

)
= eλ1c1t −me(λ1+σε)c1t,

and even that, by continuity, for every T ′ < −T , there is s1 > 0 such that

u(t, x) = e−λ1(x−c1t) −me−(λ1+σε)(x−c1t) for every (t, x) ∈ [T ′,−T ]× (−s1, 0).

Moreover, (3.1) indicates that

0 < u(t, 0−) = eλ1c1t −me(λ1+σε)c1t = eλ2c2t −me(λ2+ε)c2t = u(t, 0+) for all t ≤ −T,
hence, by continuity, for every T ′ < −T , there is s2 > 0 such that

u(t, x) = e−λ2(x−c2t) −me−(λ2+ε)(x−c2t) for every (t, x) ∈ [T ′,−T ]× (0, s2).

Therefore, u satisfies the continuity interface condition for t ≤ −T , and the flux interface
condition at x = 0 is satisfied as well, that is, ux(t, 0−) = σux(t, 0

+) for all t ≤ −T , due
to (2.9)-(2.10), (3.1), and the previous observations.

It is left to check that the functions (t, x) 7→ φ̂1(x− ĉ1t+ x0) and

(t, x) 7→ u1,1(t, x) := e−λ1(x−c1t) −me−(λ1+σε)(x−c1t)

(resp.
(t, x) 7→ u1,2(t, x) := e−λ2(x−c2t) −me−(λ2+ε)(x−c2t))

satisfy (1.1) for all t ≤ −T and x < 0 when equal to u(t, x) (resp. for all t ≤ −T and
x > 0 such that u1,2(t, x) ≥ 0, that is, u(t, x) = u1,2(t, x)), with “=” replaced by “≤”. Let
us first consider I1 = (−∞, 0). The function (t, x) 7→ φ̂1(x − ĉ1t + x0) satisfies the equation
ut = d1uxx+f1(u) in R×I1. Let us then consider the set of points (t, x) ∈ (−∞,−T ]×(−∞, 0)
where u(t, x) = u1,1(t, x) = e−λ1(x−c1t)−me−(λ1+σε)(x−c1t) ≥ φ̂1(x− ĉ1t+x0) > 0. For such (t, x),
one has x − c1t > 0 (since otherwise u(t, x) would be nonpositive, as m > 1), and then
u1,1(t, x) < e−λ1(x−c1t) < 1. Then, from (2.5), (3.1)-(3.2) and (3.6)-(3.7), one derives that

(u1,1)t(t, x)− d1(u1,1)xx(t, x) = µ1u1,1(t, x)−mσεϑ1e
−(λ1+σε)(x−c1t)

= µ1u1,1(t, x)−mσεϑ1[e−λ1(x−c1t)︸ ︷︷ ︸
≥u1,1(t,x)

]1+ω e−[(λ1+σε)−(1+ω)λ1](x−c1t)︸ ︷︷ ︸
≥1

≤ µ1u1,1(t, x)−mσεϑ1(u1,1(t, x))1+ω

≤ f1(u1,1(t, x)).

Similarly, as x − c2t > 0 and u(t, x) < e−λ2(x−c2t) < 1 for all t ≤ −T < 0 and x > 0, a
straightforward computation, for any (t, x) ∈ (−∞,−T ] × (0,+∞) such that 0 ≤ u(t, x) =
e−λ2(x−c2t) −me−(λ2+ε)(x−c2t) = u1,2(t, x), yields

(u1,2)t(t, x)− d2(u1,2)xx(t, x) = µ2u1,2(t, x)−mεϑ2e
−(λ2+ε)(x−c2t)

= µ2u1,2(t, x)−mεϑ2[e−λ2(x−c2t)]1+ωe−[(λ2+ε)−(1+ω)λ2](x−c2t)

≤ µ2u1,2(t, x)−mεϑ2(u1,2(t, x))1+ω

≤ f2(u1,2(t, x)).

One then concludes that u is a generalized subsolution of (1.1) in [T ′,−T ]×R for every T ′ < −T .
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Conclusion

We consider in particular the case γ1 = ĉ1 = c1. Combining the constructions of u (which
requires that γ1 ≥ c1) and u (which requires that c∗1 < ĉ1 ≤ c1), problem (1.1) admits a
generalized supersolution u given by (3.4), as well as a generalized subsolution u given by (3.9)
(with φ̂1 = φ1 here) in (−∞,−T ] × R for some large enough T > 0 and x0 > 0, so that all
above inequalities hold, including (3.5) in (−∞,−T ]× R (even if it means increasing T > 0).

Figure 3: Profiles of a coexisting pair of supersolution u (in red) and subsolution u (in blue),
in the case K1 < K2.

Moreover, it is known from [4] that

K1 − φ1(x) ∼ α eax as x→ −∞, with a =
−c1 +

√
c2

1 − 4d1f ′1(K1)

2d1

> 0,

for some α > 0. However,

K1 − V (x) = O(ebx) as x→ −∞, with b =

√
−f ′1(K1)

d1

> 0.

Since 0 < a < b, we see that V (x) converges faster to K1 as x → −∞ than φ1(x). Remember
also that φ1(+∞) = 0, φ1 is decreasing, and infR V > 0. Then, for all t ≤ −T (up to
increasing T if needed), it follows that V (x) > φ1(x − c1t + x0) for all x ≤ 0, whatever the
relation of K1 and K2 is. Together with (3.4), (3.8)-(3.9) and

φ1(x− c1t+ x0) ≤ e−λ1(x−c1t+x0) ≤ e−λ1(x−c1t)

(by (2.4) and the positivity of x0), it follows that

0 ≤ u(t, x) ≤ u(t, x) for all (t, x) ∈ (−∞,−T ]× R.

3.2 Construction of an entire solution u

A standard limiting argument now gives an entire solution to (1.1). Indeed, for each n ∈ N
with n > T , let un be the solution of the Cauchy problem associated with (1.1) in [−n,+∞)×R
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with initial (at time −n) datum defined by

un(−n, x) = u(−n, x) for all x ∈ R.

The comparison principle stated in Proposition 2.4 and its following extension, applied in
[−n,−T ]× R, gives that

max(K1, K2) ≥ u(t, x) ≥ un(t, x) ≥ u(t, x) for all (t, x) ∈ [−n,−T ]× R.

Furthermore, max(K1, K2) ≥ un(t, x) ≥ 0 for all (t, x) ∈ [−n,+∞) × R, from Proposition 2.4
applied this time in [−n, T ′]× R for every T ′ > −n. In particular, one has that

un(−n+ 1, x) ≥ u(−n+ 1, x) = un−1(−n+ 1, x) for all n ∈ N with n > T + 1 and x ∈ R.

It follows from the comparison principle again that un(t, x) ≥ un−1(t, x) for every n > T + 1
and every (t, x) ∈ [−n + 1,+∞) × R. Therefore, for each (t, x) ∈ R × R, the sequence
(un(t, x))n∈N, n>max(T,−t)+1 is nondecreasing and bounded. From the Schauder estimates of
Proposition 2.2, the functions un converge as n→ +∞, locally uniformly in (t, x) ∈ R× R, to
a classical bounded entire solution u of (1.1). Moreover,

0 ≤ u(t, x) ≤ u(t, x) ≤ u(t, x) in (−∞,−T ]× R. (3.10)

Lastly, since u > 0 in (−∞,−T ]×(−∞, 0], one has u > 0 in (−∞,−T ]×(−∞, 0]. The strong
parabolic maximum principle applied to the nonnegative function u in (−∞,−T ] × [0,+∞)
then yields u > 0 in (−∞,−T ]× [0,+∞), hence u > 0 in (−∞,−T ]× R. Finally,

u(t, x) > 0 for all (t, x) ∈ R× R

from the strong parabolic maximum principle again and Hopf lemma (at x = 0), or from
Proposition 2.4.

3.3 The entire solution u is a transition front of (1.1)
More precisely, we will show that (2.6) holds with

X(t) =

{
c1t if t ≤ −T,
c2t if t > −T.

(3.11)

We point out that bounded perturbations of X(t) would not affect (2.6). Therefore, (2.6) would
also hold if X in (3.11) is replaced by X̃ : R→ R defined by X̃(t) = c1t for t ≤ 0 and X̃(t) = c2t
for t > 0.

For t ≤ −T , we observe from the construction of super- and subsolutions above and from
V (−∞) = K1, that{

u(t, x+ c1t)→ K1 as x→ −∞, uniformly in t ≤ −T,
u(t, x+ c1t)→ K1 as x→ −∞, uniformly in t ≤ −T,

and {
u(t, x+ c1t)→ 0 as x→ +∞, uniformly in t ≤ −T,
u(t, x+ c1t)→ 0 as x→ +∞, uniformly in t ≤ −T.
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It then follows from (3.10) and V (−∞) = K1 again that{
u(t, x)− V (x)→ 0 as x− c1t→ −∞, uniformly in t ≤ −T,
u(t, x)→ 0 as x− c1t→ +∞, uniformly in t ≤ −T.

(3.12)

To show that u is a transition front of (1.1) in the sense of Definition 2.5 with X given
by (3.11), it is left to discuss the case that t ≥ −T and show that{

u(t, x)− V (x)→ 0 as x− c2t→ −∞, uniformly in t ≥ −T,
u(t, x)→ 0 as x− c2t→ +∞, uniformly in t ≥ −T.

(3.13)

For this purpose, we shall make use of some auxiliary lemmas. We begin with proving the
exponential decay of u far ahead of the moving interface x = c2t.

Lemma 3.1. There holds that

u(t, x) ∼ e−λ2(x−c2t) as x− c2t→ +∞, uniformly in t ≥ −T. (3.14)

Proof. Let (λ1, c1) and (λ2, c2) be given in (2.9)-(2.10). We borrow the idea from the construc-
tion of u in (3.4) and define v as follows:

v(t, x) =

{
e−λ1(x−c1t), x ≤ 0,

e−λ2(x−c2t), x ≥ 0.

We observe that u(t, x) ≤ v(t, x) for (t, x) ∈ [−T,+∞)× R, and, as in Section 3.1, it is easily
checked that v is a generalized supersolution of (1.1) for (t, x) ∈ [−T,+∞) × R (and even
in R × R). Moreover, there holds u(−T, ·) ≤ u(−T, ·) ≤ v(−T, ·) in R, thanks to (3.10). The
comparison principle in Proposition 2.4 implies that

u(t, x) ≤ v(t, x) for (t, x) ∈ [−T,+∞)× R. (3.15)

On the other hand, let ω > 0, ε > 0 and m > 0 be given in (2.5), (3.6) and (3.7)-(3.8),
respectively. Choose M > 0 large enough such that

M > max(eεc2T ,m) > 1. (3.16)

Let us now introduce the function v defined in [−T,+∞)× R by

v(t, x) =

{
0, x ≤ 0,

max
(
e−λ2(x−c2t) −Me−(λ2+ε)(x−c2t), 0

)
, x ≥ 0.

(3.17)

We aim to show that v is a generalized subsolution of (1.1) in [−T,+∞) × R. Indeed, since
M > eεc2T , one has that

eλ2c2t −Me(λ2+ε)c2t = eλ2c2t(1−Meεc2t) < eλ2c2t(1− eεc2(t+T )) ≤ 0 for all t ≥ −T,

which implies that v(t, ·) = 0 in the vicinity of the origin for each t ≥ −T . Furthermore,
since the profiles of v(t, ·) are shifted to the right with speed c2 > 0 as time t runs, one can
find s > 0 such that v = 0 in [−T,+∞) × (−∞, s]. One then deduces that v automatically
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satisfies the continuity and flux interface conditions at x = 0 for every t ≥ −T . Following
a similar computation as for u and utilizing the choice of ω, ε and M > m in (2.5), (3.6)-
(3.8) and (3.16), one then gets that the function (t, x) 7→ e−λ2(x−c2t) −Me−(λ2+ε)(x−c2t) satisfies
the second equation of (1.1) in I2 = (0,+∞) with “=” replaced by “≤” for those (t, x) in
[−T,+∞) × (0,+∞) such that e−λ2(x−c2t) −Me−(λ2+ε)(x−c2t) ≥ 0. Moreover, by noticing that
M > m and remembering (3.10), we observe that

0 ≤ v(−T, ·) ≤ u(−T, ·) ≤ u(−T, ·) in R.

Consequently, v is a generalized subsolution of (1.1) in [−T,+∞)×R. In particular, one infers
from comparison principle that

v(t, x) ≤ u(t, x) for all (t, x) ∈ [−T,+∞)× R. (3.18)

Combining (3.15) and (3.18), along with the structures of v and v, one reaches the desired
conclusion (3.14), which completes the proof of Lemma 3.1.

Next, we aim to show the large time convergence of u to the positive stationary solution V
far behind the moving interface x = c2t for t ≥ −T . To do so, we prove the following lemma
as preparation.

Lemma 3.2. For any fixed x̄ ∈ R, there holds that

u(t, x)− V (x)→ 0 as t→ +∞, uniformly in x ≤ x̄.

Proof. Notice first from (3.5) and (3.10) that 0 ≤ u(t, x) ≤ u(t, x) ≤ V (x) in (−∞,−T ]×R,
which, together with the comparison principle stated in Proposition 2.4 yields u(t, x) ≤ V (x)
for all (t, x) ∈ [−T,+∞)× R, hence

0 ≤ u(t, x) ≤ V (x) for all (t, x) ∈ R× R. (3.19)

The main idea now, among other things, is to construct a suitable subsolution such that the
entire solution u can be forced to converge to V far to the left for large times.

To do so, we take R > 0 large enough such that

π

2R
<

√
f ′1(0)

d1

.

Define Ψ : R→ R as

Ψ(x) =


1 in (−∞,−R),

cos
( π

2R
(x+R)

)
in [−R, 0],

0 in (0,+∞).

The function Ψ is continuous in R, C1 in R\{0}, and C2 in R\{−R, 0}. Due to the choice of R,
there exists η0 ∈ (0, K1) small enough such that ηd1Ψ′′(x)+f1(ηΨ(x)) ≥ 0 for all x ∈ R\{−R, 0}
and for all η ∈ (0, η0). Fix now x1 ∈ (−∞,−R) sufficiently negative and η ∈ (0, η0) such that

ηΨ(· − x1) < u(−T, ·) ≤ u(−T, ·) in (−∞, 0],
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which is possible thanks to (3.9)-(3.10), and φ̂1(ξ) → K1 as ξ → −∞ (actually, here, φ̂1 = φ1

since ĉ1 = c1). Denote by w the solution of the following initial-boundary value problem:
wt = d1wxx + f1(w) for t > 0, x < 0,

w(t, 0) = 0 for t ≥ 0,

w(0, x) = ηΨ(x− x1) for x ≤ 0.

(3.20)

The strong parabolic maximum principle entails that w(t, x) > w(0, x) = ηΨ(x − x1) ≥ 0 for
all t > 0 and x < 0, whence w(t + h, ·) > w(t, ·) in (−∞, 0) for every h > 0 and t ≥ 0. That
is, w is increasing with respect to t ≥ 0 in the space interval (−∞, 0). On the other hand, since

w(0, ·) = ηΨ(· − x1) < u(−T, ·) ≤ u(−T, ·) ≤ V in (−∞, 0],

we readily verify that the positive stationary solution V of (1.1) is a supersolution of (3.20)
and the strong maximum principle and the Hopf lemma at x = 0 give that w(t, x) < V (x)
for all t ≥ 0 and x ∈ (−∞, 0]. From parabolic estimates, it follows that w(t, ·) converges as
t→ +∞ in C2

loc((−∞, 0]), to a positive bounded stationary solution p ∈ C2((−∞, 0]) of (3.20).
The function p satisfies p(0) = 0 and

ηΨ(x− x1) < p(x) ≤ V (x) for all x ∈ (−∞, 0).

Moreover, we claim that
p(−∞) = K1. (3.21)

To prove this, consider an arbitrary sequence (xn)n∈N in (−∞, 0] diverging to −∞ as n→ +∞
and define pn := p(·+ xn) in (−∞, 0] for each n ∈ N. Then, by standard elliptic estimates, the
sequence (pn)n∈N converges as n→ +∞, up to extraction of some subsequence, in C2

loc(R) to a
bounded function p∞ which solves

d1p
′′
∞ + f1(p∞) = 0 in R.

Moreover, infR p∞ ≥ η > 0. It follows that p∞ ≡ K1 in R, due to the hypothesis that f1 > 0
in (0, K1) and f1 < 0 in (K1,+∞). That is, pn → K1 as n → +∞ in C2

loc(R). Since the
sequence (xn)n∈N was arbitrarily chosen, it follows that p(x)→ K1 and p′(x)→ 0 as x→ −∞.
Thus, (3.21) is achieved.

Since w(0, x) = ηΨ(x−x1) < u(−T, x) ≤ u(−T, x) for all x ≤ 0 and w(t, 0) = 0 < u(t−T, 0)
for all t ≥ 0, we deduce from the comparison principle that

w(t, x) < u(t− T, x) for all t ≥ 0 and x ∈ (−∞, 0].

Together with (3.19), passing to the limit as t→ +∞ gives

p ≤ lim inf
t→+∞

u(t, ·) ≤ lim sup
t→+∞

u(t, ·) ≤ V locally uniformly in (−∞, 0]. (3.22)

Consider now any δ ∈ (0, K1/2). Since p(−∞) = V (−∞) = K1, one can choose x2 ∈
(−∞, x1 −R] ⊂ (−∞, 0) negative enough in such a way that

K1 − δ ≤ p(x) ≤ V (x) ≤ K1 + δ for all x ≤ x2. (3.23)
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Then, thanks to (3.19) and (3.22), one derives the existence of a sufficiently large T ∗ > 0 such
that

K1 − 2δ ≤ p(x2)− δ ≤ u(t, x2) ≤ V (x2) ≤ K1 + δ for all t ≥ T ∗. (3.24)

Moreover, since x2 ≤ x1 −R, we also notice that

inf
x≤x2

u(T ∗, x) ≥ inf
x≤x2

w(T + T ∗, x) ≥ inf
x≤x2

w(0, x) = inf
x≤x2

ηΨ(x− x1) = η > 0.

Consider now the solution of the ODE ζ ′(t) = f1(ζ(t)) for t ≥ T ∗ associated with the initial
condition ζ(T ∗) = min(η,K1−2δ) ∈ (0, K1−2δ]. One has ζ(t)↗ K1 as t→ +∞ by (1.2), and
there is a unique T ∈ [T ∗,+∞) such that ζ(T ) = K1 − 2δ. Using ζ as a subsolution to (1.1)
for t ∈ [T ∗, T ] and x ≤ x2, the comparison principle asserts that ζ(t) ≤ u(t, x) for all t ∈ [T ∗, T ]
and x ≤ x2. In particular, u(T , x) ≥ K1 − 2δ for all x ≤ x2, and then

u(t, x) ≥ K1 − 2δ for all t ≥ T and x ≤ x2

from (3.24) and the maximum principle (since f1(K1−2δ) > 0). Together with (3.19) and (3.23),
one gets that

lim sup
t→+∞

(
sup
x≤x2
|u(t, x)− V (x)|

)
≤ 3δ. (3.25)

On the other hand, it follows from [19, Theorem 2.6] on the large-time behavior of (1.1)
in the KPP-KPP frame that each function un, as defined in Section 3.2, has the property
un(t, x) → V (x) as t → +∞ locally uniformly in x ∈ R, whence so does u by (3.19) and the
inequality un ≤ u in [−n,+∞)×R. Consequently, (3.25) holds with x2 replaced by any x̄ ∈ R.
Lastly, since δ > 0 can be arbitrarily small, the proof of Lemma 3.2 is thereby complete.

Lemma 3.3. There holds that

lim sup
t→+∞

(
sup

x≤c2t+A
|u(t, x)− V (x)|

)
→ 0 as A→ −∞.

Proof. First of all, remember thatM , in the definition (3.17) of v in Lemma 3.1, satisfies (3.16),
that ε > 0 is such that (3.6) holds, and that λ2 is given by (2.9). One can then pick A1 > 0
large enough such that

0 < max(e−λ2A1 ,Me−εA1) < min(1, K2). (3.26)

Consider now any δ ∈ (0, K2/3). Since V (+∞) = K2, there exists B > 0 sufficiently large
such that

K2 − δ ≤ V (x) ≤ K2 + δ for all x ≥ B. (3.27)

Since u(t, x)→ V (x) as t→ +∞ locally uniformly in R (again by [19, Theorem 2.6]) and since
u(t, x) ≤ V (x) for all (t, x) ∈ R× R by (3.19), there is T1 > 0 large enough such that

c2T1 > B, and K2 − 2δ ≤ u(t, B) ≤ V (B) ≤ K2 + δ for all t ≥ T1. (3.28)

The inequalities (3.19) and (3.27) also entail that

u(t, x) ≤ V (x) ≤ K2 + δ for all t ≥ T1 and x ≥ B. (3.29)
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Furthermore, by using the subsolution v given by (3.17) in Lemma 3.1, one infers from (3.18)
and (3.26) that, for every t ≥ T1,

u(t, c2t+ A1) ≥ v(t, c2t+ A1) = max
(
e−λ2A1 −Me−(λ2+ε)A1 , 0

)
= e−λ2A1

(
1−Me−εA1

)
=: γ ∈ (0,min(1, K2)).

(3.30)

Since u is continuous and positive in R× R, there is ρ > 0 such that

u(T1, x) ≥ ρ for all x ∈ [B, c2T1 + A1]

(remember that c2T1 > B and A1 > 0). Denote

κ := min(K2 − 3δ, γ, ρ) ∈ (0, K2 − 3δ].

Since f2(κ) > 0, it follows from the maximum principle together with (3.28) and (3.30) that

u(t, x) ≥ κ > 0 for all t ≥ T1 and B ≤ x ≤ c2t+ A1. (3.31)

We finally claim that there is A2 < 0 such that

lim inf
t→+∞

(
min

B≤x≤c2t+A2

u(t, x)
)
≥ K2 − 3δ. (3.32)

Indeed, otherwise, by (3.29)-(3.30), there would exist L ∈ [κ,K2 − 3δ] and some sequences
(tn)n∈N in R and (xn)n∈N in [B,+∞) such that tn → +∞, xn − c2tn → −∞ and u(tn, xn)→ L
as n → +∞. Up to extraction of a subsequence, two cases may occur: either xn → +∞
as n→ +∞, or there is B̃ ∈ [B,+∞) such that xn → B̃ as n→ +∞. In the former case, from
standard parabolic estimates together with (3.29) and (3.31), the functions

Un : (t, x) 7→ Un(t, x) := u(t+ tn, x+ xn)

converge, up to extraction of another subsequence, locally uniformly in R2, to a classical solu-
tion U∞ of (U∞)t = d2(U∞)xx + f2(U∞) in R2, such that

κ ≤ U∞ ≤ K2 + δ in R2

and U∞(0, 0) = L ∈ [κ,K2− 3δ]. Let ζ and ζ be the solutions of the ODEs ζ ′(t) = f2(ζ(t)) and
ζ
′
(t) = f2(ζ(t)) for t ≥ 0, with initial conditions

ζ(0) = κ ∈ (0, K2 − 3δ] and ζ(0) = K2 + δ.

It follows from the maximum principle that ζ(t− t′) ≤ U∞(t, x) ≤ ζ(t− t′) for all t′ ≤ t ∈ R and
x ∈ R. Since ζ(+∞) = ζ(+∞) = K2 by (1.2), one infers that U∞ ≡ K2 in R2, a contradiction
with U∞(0, 0) = L ≤ K2 − 3δ < K2.

In the case where xn → B̃ ∈ [B,+∞) as n→ +∞, the functions

Ũn : (t, x) 7→ Ũn(t, x) := u(t+ tn, x)

converge, up to extraction of another subsequence, locally uniformly in R × (0,+∞), to a
classical solution Ũ∞ of (Ũ∞)t = d2(Ũ∞)xx + f2(Ũ∞) in R× (0,+∞), such that

κ ≤ Ũ∞ ≤ K2 + δ in R× [B,+∞)
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and Ũ∞(0, B̃) = L ∈ [κ,K2 − 3δ]. Furthermore, by (3.28), one has Ũ∞(t, B) ≥ K2 − 2δ for all
t ∈ R. For any t′ ∈ R, since Ũ∞(t′, ·) ≥ κ in [B,+∞), the maximum principle then implies that
Ũ∞(t, ·) ≥ ζ(t−t′) for all t ∈ [t′, t′+τ ], where τ > 0 is the unique time such that ζ(τ) = K2−2δ.
Therefore, Ũ∞ ≥ K2 − 2δ in R× [B,+∞), contradicting Ũ∞(0, 0) = L ≤ K2 − 3δ < K2 − 2δ.

As a conclusion, the claim (3.32) has been proved. Together with Lemma 3.2, (3.19), (3.27)
and (3.29), one gets that

lim sup
t→+∞

(
sup

x≤c2t+A2

|u(t, x)− V (x)|
)
≤ 4δ.

Since δ > 0 can be arbitrarily small, the proof of Lemma 3.3 is thereby complete.

With the preliminary above lemmas in hand, we can finally show that u is a transition front
connecting V and 0 in the sense of Definition 2.5, with X defined in (3.11). We recall that
only (3.13) remains to be proved. Let δ > 0 be arbitrary. As an immediate consequence of
Lemmas 3.1 and 3.3, one infers the existence of X2 > 0 and T2 > 0 such that{

|u(t, x)− V (x)| ≤ δ for all t ≥ T2 and x− c2t ≤ −X2,

0 < u(t, x) ≤ δ for all t ≥ −T and x− c2t ≥ X2,
(3.33)

In view of u(−T,−∞) = K1 due to (3.10) and the definitions (3.4) and (3.9) of the functions u
and u, it follows from parabolic estimates and f1(K1) = 0 that u(t,−∞) = K1 uniformly for
t ∈ [−T, T2]. We also notice that V (−∞) = K1, whence

u(t, x)− V (x)→ 0 as x− c2t→ −∞, uniformly in t ∈ [−T, T2]. (3.34)

Gathering (3.33)-(3.34) together with the arbitrariness of δ > 0, (3.13) follows. Finally, u is
a transition front of (1.1) connecting V and 0 in the sense of Definition 2.5, and (2.6) holds
with X as in (3.11).

3.4 End of the proof of Theorem 2.6

It remains to show the limit properties (2.11)-(2.12). Assume first, by way of contradiction,
that (2.11) does not hold. Then there are δ > 0, and some sequences (tn)n∈N and (xn)n∈N in R
such that tn → −∞ as n→ +∞, and

|u(tn, xn)− φ1(xn − c1tn)| ≥ δ > 0 for all n ∈ N. (3.35)

From (3.12) together with φ1(−∞) = V (−∞) = K1 and φ1(+∞) = 0, it follows that the
sequence (xn − c1tn)n∈N is bounded, hence converges to a real number ξ, up to extraction of a
subsequence. From standard parabolic estimates, the functions

Vn : (t, x) 7→ Vn(t, x) := u(t+ tn, x+ c1tn)

converge locally uniformly in R2, up to extraction of another subsequence, to a classical solu-
tion V∞ of (V∞)t = d1(V∞)xx + f1(V∞) in R2. From (3.19) together with V (−∞) = K1, one
gets that

0 ≤ V∞ ≤ K1 in R2. (3.36)
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Furthermore, the definitions (3.4) and (3.9) of u and u, together with (3.10) again, imply that

max
(
φ1(x− c1t+ x0), e−λ1(x−c1t) −me(λ1+σε)(x1−c1t)

)
≤ V∞(t, x) ≤ e−λ1(x−c1t) (3.37)

for all (t, x) ∈ R2, with ε > 0 as in (3.6), whereas the limit φ1(−∞) = K1 and the inequali-
ties (3.36)-(3.37) imply that V∞(t, x) → K1 as x − c1t → −∞, uniformly in t ∈ R. Together
with (2.3) applied to φ1 and c1 > c∗1, we can now adapt the Liouville-type result given in [23]
and we infer that

V∞(t, x) = φ1(x− c1t) for all (t, x) ∈ R2. (3.38)

More precisely, that conclusion follows from [6, Theorem 3.5], which is based on the above
precise exponential decay (3.37) and on the sliding method. On the other hand, the inequa-
lity (3.35) and the convergence limn→+∞ xn − c1tn = ξ ∈ R yield |V∞(0, ξ) − φ1(ξ)| ≥ δ > 0,
contradicting (3.38). As a consequence, (2.11) has been shown.

Let us finally prove (2.12). Similarly as in the previous paragraph, we assume, by way of
contradiction, that (2.12) does not hold. Then there are δ̃ > 0, and some sequences (t̃n)n∈N
and (x̃n)n∈N in R such that limn→+∞ t̃n = limn→+∞ x̃n = +∞ and

|u(t̃n, x̃n)− φ2(x̃n − c2t̃n)| ≥ δ̃ > 0 for all n ∈ N. (3.39)

From (3.13) together with φ2(−∞) = V (+∞) = K2 and φ2(+∞) = 0, it follows that the
sequence (x̃n − c2t̃n)n∈N is bounded, hence converges to a real number ξ̃, up to extraction of a
subsequence. From standard parabolic estimates, the functions

Ṽn : (t, x) 7→ Ṽn(t, x) := u(t+ t̃n, x+ c2t̃n)

converge locally uniformly in R2, up to extraction of another subsequence, to a classical solu-
tion Ṽ∞ of (Ṽ∞)t = d2(Ṽ∞)xx + f2(Ṽ∞) in R2. From (3.19) together with V (+∞) = K2, one
gets that 0 ≤ Ṽ∞ ≤ K2 in R2. Furthermore, Lemma 3.1 imples that

Ṽ∞(t, x) ∼ e−λ2(x−c2t) as x− c2t→ +∞, uniformly in t ∈ R,

whereas Lemma 3.3 and the limit V (−∞) = K2 imply that Ṽ∞(t, x)→ K2 as x− c2t→ −∞,
uniformly in t ∈ R. Together with (2.3) applied to φ2 and c2 > c∗2, it follows as in the above
paragraph that Ṽ∞(t, x) = φ2(x − c2t) for all (t, x) ∈ R2. This is in contradiction with the
inequality |Ṽ∞(0, ξ̃) − φ2(ξ̃)| ≥ δ̃ > 0 derived from (3.39) and limn→+∞ x̃n − c2t̃n = ξ̃ ∈ R. As
a consequence, (2.12) has been shown, and the proof of Theorem 2.6 is thereby complete. 2
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