
1

Resource Allocation and Pairing Techniques in
Multi-User Massive MIMO-NOMA
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Abstract—In massive multiple-input multiple-output (MIMO)
systems, user clustering techniques are crucial for addressing
inter-beam interference. These techniques become even more crit-
ical when incorporating non-orthogonal multiple access (NOMA)
to enhance spectral efficiency and user fairness. Prior research in
this area has primarily focused on channel correlation for user
pairing. This paper presents a novel approach for user pairing
and subband allocation in a crowded downlink system that
utilizes a criterion based on minimizing the condition number
(CN) of channel matrices. A benchmark resource allocation
technique, which is based on a rate maximization criterion
and has a higher complexity but quasi-optimal performance, is
also introduced. To evaluate the performance of the proposed
technique in a realistic setting, experimental massive MIMO
channel measurements in a dense user deployment scenario are
used. Results indicate that the CN criterion leads to signifi-
cantly higher throughput and fairness levels compared to the
channel correlation criterion and achieves performance that is
close to that obtained with rate maximization. The study is
further extended to the case of multi-antenna reception, where
interference cancellation techniques are proposed to increase
the throughput of users with low channel gains. The proposed
methods outperform a well-referenced technique in the literature.

Index Terms—Massive Multiple-Input Multiple-Output, Non-
Orthogonal Multiple Access, User Pairing, Subband Allocation,
Channel Measurements.

I. INTRODUCTION

The increasing demand for data in communication systems,
driven by the growing popularity of video streaming, tele-
working, smart cities, e-health, and connected vehicles, poses
new challenges and constraints for researchers and engineers,
particularly in terms of limited spectrum availability and
high levels of interference. Massive multiple-input multiple-
output (MIMO) is a promising technique in 5G and beyond
systems for improving the performance of previous networks,
as demonstrated in studies such as [1], [2]. However, its
implementation is limited by the number of users that can
be efficiently served on a common time-frequency resource
through precoding. Research has shown that the recommended
ratio of antennas to beams is commonly in the range of 2 to
8 [3], [4].

A. Background and related work
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To address the aforementioned limitations of MIMO sys-
tems, non-orthogonal multiple access (NOMA) techniques can
be incorporated into massive MIMO systems, as reported in
previous studies such as [5]–[8]. NOMA is achieved by multi-
plexing two or more signals in the power domain on the same
beam, with the use of successive interference cancellation
(SIC) at some of the receivers to separate the signals.

Previous works of the literature have shown that power-
domain NOMA can significantly outstrip the system perfor-
mance of its orthogonal multiple access (OMA) counterparts
[5], [9], [10]. However, it is important to note that this
improvement can only be realized when coupled with efficient
resource allocation and beamforming techniques, as reported
in various studies such as [11]–[17]. For instance, in [11],
system capacity is maximized by optimizing the beamforming
and power allocation. In [12], a signal alignment method
for MIMO-NOMA is proposed, which can be applied when
the number of receive antennas exceeds half that of the
transmitter. This framework is further revisited in [13], where
an interference suppression method is proposed in such a way
as to break the constraint on the number of antennas and
allow its application in a massive MIMO context. In [14], an
analysis of the best user multiplexing scheme is conducted
based on user locations, with a preference for maximum
ratio transmission (MRT) to limit complexity. In [15], a
simple clustering solution is proposed where highly channel-
correlated users with maximum channel gain difference are
selected to be assigned to a single subband. A generalization
of the above approach is proposed in [16] for multi-subband
allocation with a variable number of clusters per subband and
a moderate number of served users.

Recently, in [17], a greedy assignment technique of users to
subbands and beams is introduced in the context of a crowded
system. By gradually relaxing the correlation constraints, an
important gain is achieved with NOMA towards OMA and
state-of-the-art NOMA techniques.

B. Contributions and paper organization

In this paper, we present several resource allocation tech-
niques that aim to effectively serve a large number of users
over a limited number of subbands. One of the main contri-
butions of this work is the use of the condition number (CN)
as an efficient criterion for subband loading. We demonstrate
that this criterion, when used effectively, can greatly overcome
the correlation criterion that is widely used in most previous
works in the field. Additionally, we show that the use of CN
can yield system performance that is very close to that of the
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total throughput criterion while having much lower complex-
ity. This complexity is further reduced by incorporating an
iterative matrix inversion technique. Our proposed resource
allocation methods are applied to both OMA and NOMA
cases, and we show how NOMA can further enhance system
performance compared to OMA. We also adapt the allocation
methods to the multi-antenna receiver case and introduce two
new receive combining methods that significantly outperform
the well-referenced method presented in [13]. Furthermore, the
performance of the proposed methods is studied using real-
world channel measurements rather than a simple simulated
environment to account for the complexity of a realistic
transmission environment.

In summary, this paper makes the following key contribu-
tions:

• the introduction of two algorithms for joint subband
(frequency) and beam (spatial) resource allocation in
highly populated massive MIMO systems,

• the first algorithm employs the CN as a metric for
effectively assigning users to resources, ensuring a low
complexity cost,

• the second algorithm utilizes the total rate as a metric,
providing a benchmark for performance evaluation,

• the incorporation of NOMA through the development of
novel pairing techniques,

• the extension of the proposed algorithms to the case
of multi-antenna receivers by designing combining tech-
niques that efficiently manage interference,

• the evaluation of the algorithms performance through
practical measured channels.

The organization of this article is as follows: Section II
presents the system model used in the study. The proposed
resource allocation techniques, including the complexity
reduction method, are discussed in detail in Section III. In
Section IV, the channel measurements conducted to validate
the study are described. Results and analysis of the proposed
techniques are presented in Section V. Finally, the paper is
concluded in Section VI.

II. SYSTEM MODEL

The proposed system is a downlink Massive MIMO-NOMA
system designed to serve a large number of K users randomly
distributed within a cell. The serving base station (BS) is
equipped with M antennas and transmits information to the
users using a bandwidth equally divided into S subbands. Each
subband comprises an integer number of OFDM (orthogonal
frequency division multiplexing) subcarriers. A zero-forcing
(ZF) precoding scheme is applied by the BS separately on
each subband s, s = 1, . . . , S, using Bs beams. In the NOMA
scheme, two or more users are served on the same beam. The
maximum number of users per beam is set to 2, as was done
in previous studies such as [10], [12], [13], [18], [19]. Indeed,
a greater number of accommodated users per cluster does
not necessarily translate into higher throughput performance
because of the generated inter-user (intra-beam and inter-
beam) interference at the level of users that can not perform

SIC. At the same time, this enlargement incurs a significant
increase in complexity at the BS level as well as at the user
equipment levels, with a higher risk of error propagation at
the SIC receivers. Let Ws be the M × Bs precoding matrix
of subband s, wn,s the nth column of Ws, and Pn,s the
transmit power on the nth beam of subband s. The total power
transmitted by the BS is therefore Ptot =

∑S
s=1

∑Bs

n=1 Pn,s.
The BS transmits the combined signal on subband s:

xs =

Bs∑
n=1

wn,sxn,s. (1)

Each beam can either accommodate one or two users. For a
two-user beam, the signal xn,s with power E[|xn,s|2] = Pn,s

is written as xn,s =
√
αn,s,1an,s,1 +

√
αn,s,2an,s,2, where

an,s,1 and an,s,2 are the transmitted signals of the two paired
users on beam n of subband s, ∀n, s, i. αn,s,1 and αn,s,2

are power coefficients verifying αn,s,1 + αn,s,2 = 1,∀n, s.
Considering first the case of single-antenna users, the received
signal by the ith receiver, i = 1, 2, is given by:

yn,s,i = hn,s,ixs + qn,s,i, (2)

where hn,s,i is the 1 ×M channel vector of user i on beam
n of subband s. qn,s,i is an additive white complex Gaussian
noise with zero mean and variance σ2. Users in pairs are sorted
by their channel gains such that ∥hn,s,1∥> ∥hn,s,2∥, and the
user indexed by i = 1 (resp. i = 2) is denoted as the strong
(resp. weak) user in the pair (cluster). In two-user beams, ZF
precoding is done based on the channel gains of the strong
users, as was done in [15] and [16]. Let Hs be the Bs ×M
matrix constituted by the channel vectors of the strong users
within clusters and those of unique users in single-user beams.
The ZF precoding matrix is calculated by:

W̃s = HH
s (HsH

H
s )−1, (3)

which then undergoes a normalization of each beam precoding
vector as follows:

wn,s =
w̃n,s

∥w̃n,s∥
, (4)

where w̃n,s is the nth column of W̃s.
The equivalent channel gain of the ith user on the two-user

beam n of subband s is gn,s,i,m = hn,s,iwm,s. When m ̸= n,
|gn,s,i,m|2Pm,s quantifies the amount of interference caused
by beam m on beam n. Besides, gn,s,i,n is the useful channel
gain of the ith user on the nth beam. For a beam with a
single user of channel hn,s, the equivalent channel gain is
gn,s,m = hn,swm,s. The strong user in a NOMA beam n can
suppress intra-cluster interference (ICI) by SIC and subtract
the signal of the weak user from the received signal yn,s,i
before decoding its own signal. As for the weak user, it
does not perform SIC [5], [10] and directly proceeds to the
decoding of its signal while suffering from ICI and also from
the inter-beam interference (IBI) incurred by signals from
other beams. In this work, a perfect SIC is assumed at the
level of strong users. The rates achieved by the strong and
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weak users of the two-user beam n are, respectively:

Rn,s,1 = log2

(
1 +

|gn,s,1,n|2Pn,sαn,s,1∑Bs

m=1,m ̸=n|gn,s,1,m|2Pm,s + σ2

)
,

(5)

Rn,s,2 = log2

(
1+

|gn,s,2,n|2Pn,sαn,s,2

|gn,s,2,n|2Pn,sαn,s,1 +
∑Bs

m=1,m ̸=n|gn,s,2,m|2Pm,s + σ2

)
.

(6)

On a single-user beam, the rate of the unique user is:

Rn,s = log2

(
1 +

|gn,s,n|2Pn,s∑Bs

m=1,m ̸=n|gn,s,m|2Pm,s + σ2

)
. (7)

Note that these general expressions are provided to incor-
porate any precoding scheme. In the case of ZF precoding, the
IBI terms in Eqs. (5) and (7) are suppressed. However, second
users still suffer from IBI since ZF precoding is designed based
on first users only.

As for the case of multi-antenna receivers, the system
model is modified to take into account the fact that hn,s,i

is now an N × M channel matrix, N being the number of
receive antennas. An N ×1 combining vector zn,s,i is applied
at each receiver: zHn,s,iyn,s,i, i = 1, 2, where yn,s,i is the
N × 1 received signal vector at the ith user of the nth beam.
For first users, an equal gain combining (EGC) is assumed:
zn,s,1 = 1√

N
[1 1 · · · 1]T , as was done in the well-referenced

work from the literature [13]. Therefore, at the base station
level, ZF precoding is still performed based on Eqs. (3) and
(4), by using the averaged channel gains of the first users.
While inter-beam interference is canceled for first users using
ZF precoding, a different scheme needs to be applied in order
to remove IBI at second users by exploiting the receiver spatial
diversity through a proper combining of the received signals.

The authors of [13] propose to cancel IBI by first defining
the following combining N × 1 vector of the second user on
the nth beam on subband s:

zn,s,2 = hn,s,2vn,s,2, (8)

where vn,s,2 is an M × 1 vector to be determined. However,
we will show that the reference method does not efficiently
resolve the IBI cancelation problem at second users. Indeed,
based on the definition in Eq. (8), we can express the following
processed received signal at a second user:

zHn,s,2yn,s,2 = vH
n,s,2h

H
n,s,2hn,s,2(w1,sx1,s + · · ·+

wn,sxn,s + · · ·+wBs,sxBs,s) + vH
n,s,2h

H
n,s,2qn,s,2, (9)

where qn,s,2 is the N × 1 noise vector at the second user of
the nth beam.

In our work, we define the following M×1 effective channel
vector at second users:

gn,s,2,k = hH
n,s,2hn,s,2wk,s. (10)

By plugging the notation in Eq. (10) into Eq. (9), the latter
can be re-written as:

zHn,s,2yn,s,2 = vH
n,s,2(gn,s,2,1x1,s + gn,s,2,2x2,s + · · ·+

gn,s,2,nxn,s + · · ·+ gn,s,2,Bs
xBs,s) + vH

n,s,2h
H
n,s,2qn,s,2.

(11)

Consequently, to cancel IBI at second users, the vector
vn,s,2 should be found in such a way to guarantee the
following equality:

vH
n,s,2[gn,s,2,1 gn,s,2,2 · · · gn,s,2,n · · · gn,s,2,Bs

] = in, (12)

where in is a 1×Bs vector with zero values except at the nth

position where the value is 1.
The rate expressions (5), (6) and (7) become respectively

(13), (14) and (15):

Rn,s = log2

(
1+

|zHn,shn,swn,s|2Pn,s∑Bs

m=1,m̸=n|zHn,shn,swm,s|2Pm,s + σ2∥zn,s∥2

)
, (15)

where zn,s = zn,s,1.
In [13], a different combining approach is applied based on

the following equivalent channel vector:

gn,s,2 = hH
n,s,2hn,s,2wn,s. (16)

By inspecting Eq. (14), it appears that the IBI is not canceled
based on the definition in Eq. (16). This observation will
be further investigated in the simulation results, where both
combining methods will be tested and compared to another
one that applies a simple EGC at second users.

In addition to our interference cancelation combining
method, we also provide an MMSE approach:

zn,s,2 = Bs∑
m=1
m ̸=n

hn,s,2wm,sw
H
m,sh

H
n,s,2Pm,s + σ2IN


−1

hn,s,2wn,s,

(17)

where IN is the identity matrix of size N ×N .

III. PROPOSED RESOURCE ALLOCATION TECHNIQUES

In this section, we first present two resource allocation
techniques for the OMA scenario while considering single-
antenna receivers. These techniques are then extended to the
NOMA case. Subsequently, an adaptation of the proposed
methods to multi-antenna receivers is carried out. The first
proposed technique utilizes a decision metric based on the
CN, while the second is based on the maximization of the total
rate (TR). Although the second approach is quasi-optimal, it
is more complex and mainly serves as a benchmark for the
performance evaluation of the algorithms.

Our approach based on the CN is inspired by the observa-
tions in [20] where it was noted that precoding techniques that
rely on matrix inversions like MMSE or ZF tend to achieve
poor sum-rate performance when the CN of the channel gain
matrix is large. This is due to the fact that a matrix channel
realization with a high CN corresponds to the users’ channel
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Rn,s,1 = log2

(
1 +

|zHn,s,1hn,s,1wn,s|2Pn,sαn,s,1∑Bs

m=1,m ̸=n|zHn,s,1hn,s,1wm,s|2Pm,s + σ2∥zn,s,1∥2

)
, (13)

Rn,s,2 = log2

(
1 +

|zHn,s,2hn,s,2wn,s|2Pn,sαn,s,2

|zHn,s,2hn,s,2wn,s|2Pn,sαn,s,1 +
∑Bs

m=1,m̸=n|zHn,s,2hn,s,2wm,s|2Pm,s + σ2∥zn,s,2∥2

)
, (14)

gain vectors being nearly linearly dependent. Furthermore,
the CN metric was previously employed in [4] to determine
the optimal ratio between the number of users and transmit
antennas, thereby maximizing the spatial user separability. In
a related study [17], it was demonstrated that the CN serves as
a reliable indicator of system-level performance, particularly
when the number of users per subband closely approaches the
number of transmit antennas. Drawing from these previous
findings, we have proposed our first algorithm for the OMA
context, where we leverage the CN as a metric to allocate
users to specific subbands.

A. OMA Algorithms

In the current part, we denote by hk,s, k = 1, ...,K, s =
1, ..., S, the 1×M channel vector of user k measured on the
sth subband. Indeed, at this point, the assignment of users to
beams has not been performed yet; therefore, the beam index
n is now discarded in the notation and replaced by the user
index k. Furthermore, Matlab notation is used for matrices and
vector indices within the algorithms’ pseudo-codes.

The first technique, denoted by OMA-CN and presented in
the pseudo-code of Algorithm 1, starts by sorting the priorities
of all active users based on the channel gain difference
between their best subband and their next best subband (steps
5 to 10): the first user k to be assigned is the one for which
the second-best channel gain is much worse than the best
one. This prioritization scheme aims at ensuring that users
experiencing a poor channel condition get a higher chance of
obtaining their best available subband. Consider, for example,
the case of the transfer function of receiver 139 in Fig. 3,
which shows a few measured channel transfer functions (as
will be detailed in Section IV). We notice that this user
experiences an overall difference of around 10 dB between its
best and worst subbands. Generally, an important difference in
channel gains reflects a significant difference in the signal-to-
interference-and-noise ratio (SINR) and, subsequently, in the
user’s achieved rate. Therefore, this prioritization guarantees
that a user gets its best subband in case it is the only available
one with a good channel gain for this user, as was also noted in
[9]. This is all the more important as the number of available
subbands decreases throughout the iterative allocation process,
where subbands are gradually loaded. However, since at the
beginning of the algorithm, all tested subbands yield the same
initial CN for a given user, the first S users are assigned to
different subbands, which are chosen based on the maximum
channel norm (steps 11 to 15). Afterward, the set of available
subbands, i.e., the subbands with a current number of assigned
users smaller than M , is explored for each user k. The latter
is added to the subband for which its addition yields the least

CN of the matrix Htest
s (Htest

s )H (steps 16 to 28) whose inverse
is used in the calculation of the precoding matrix. Htest

s is the
matrix obtained by the vertical concatenation of the current
channel matrix Hs with the channel vector of user k on the
tested subband s.

The second proposed technique, named OMA-TR, differs
from OMA-CN by the decision criterion, which is now
based on the total achievable rate: user k is assigned to
the subband for which this assignment yields the highest
system throughput. This second approach will be used as a
benchmark for performance comparison in Sections III-F and
V.

B. Iterative method

Given that the number of matrix inversions required for
beamforming and CN calculation increases significantly with
the number of users, we propose reducing the computational
burden by using an iterative inversion technique. This tech-
nique can be implemented whenever a new channel vector is
added to the channel matrix to determine the new precoding
matrix or CN. For example, refer to steps 19 and 20 in Algo-
rithm 1. The CN calculation is performed using: cond(X) =
∥X∥∥X−1∥. At a certain stage of the allocation process, Htest

s

is of dimensions i × M and is denoted by Htest (i)
s , where i

is the actual number of beams on subband s. Htest (i)
s is then

vertically appended by the channel vector hk,s of size 1×M to
yield a new matrix Htest (i+1)

s of dimensions (i+ 1)×M . Let
Xi = Htest (i)

s (Htest (i)
s )H and Xi+1 = Htest (i+1)

s (Htest (i+1)
s )H

the square matrices of dimensions i× i and (i+ 1)× (i+ 1)
respectively. We can express Xi+1 in terms of Xi by:

Xi+1 =

[
Xi Htest (i)

s (hk,s)
H

hk,s(H
test (i)
s )H hk,s(hk,s)

H

]
. (18)

Based on the Bordering Method [21], the inverse X−1
i+1 of

Xi+1 is related to X−1
i by:

X−1
i+1 =

[
X−1

i +
X−1

i δiδ
H
i X−1

i

vi
−X−1

i δi
vi

− δHi X−1
i

vi

1
vi

]
, (19)

with δi = Htest (i)
s (hk,s)

H and vi = hk,s(hk,s)
H − δHi X−1

i δi.
In the methods OMA-CN-Iter and OMA-TR-Iter, Eq. (19)

is used in step 20 of Algorithm 1 and in step 10 of Algorithm
2 to recursively estimate the CN or the precoding matrix after
appending a new channel vector to the previous matrix.
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C. NOMA Algorithms

It is well-known that limiting the number of beams per
subband leads to better conditioning of the channel matrix
[16], [17], [22] in both beamforming and CN calculation.
This can be achieved by adopting NOMA, where a portion
of the subband beams supports pairs of users instead of single
users, resulting in improved performance through pairing. To
this end, Algorithm 3 (NOMA-CN or NOMA-TR) extends
our OMA algorithms to the NOMA scenario. The algorithm
is based on the outcome of the previous OMA phase (either
OMA-CN or OMA-TR). A vector u is then constructed (step
3) using the last K/2 users allocated on each subband in the
OMA phase. The other allocated users on each subband s are
kept on the beams assigned to them by the OMA phase. Then,
each user in u is either paired on an appropriate beam and
subband (steps 18 to 43, and 52 to 57) or reassigned as a first
user to its original subband (steps 48 to 50), depending on
the allocation scheme that yields the maximum throughput.
Note that, in the NOMA phase, only the total rate criterion
was used, being much more relevant than the CN at this stage
since the size of the channel matrix of first users varies very
slightly throughout the pairing process.

In all the proposed algorithms, an equal inter-beam power
allocation of the total power budget Ptot was adopted. More
elaborate power allocation techniques as the ones proposed in
[10], [16], [19], [23] could be included within the proposed
techniques. However, this is beyond the scope of this paper
which focuses on channel allocation and user pairing.

Algorithm 2: OMA-TR: OMA with Total Rate Crite-
rion

Input : M , K, S, hk,s, k = 1, ...,K, s = 1, ..., S, Ptot
Output: Assignment matrix AOMA-TR of size S ×M

1 AOMA-TR = 0;
2 ns = 0, s = 1, . . . , S ; // Variable containing the number of

beams on subband s
3 Hs = [], s = 1, . . . , S ; // Channel matrix of subband s
4 Rs = 0, s = 1, . . . , S ; // Total rate on subband s
5 Obtain the vector kd of user indices sorted by priority as in

steps 5 to 10 in Algorithm 1;
6 for k = kd(1) : kd(length (kd)) do
7 for s = 1 : S do
8 if ns < M then
9 Htest

s = [Hs;hs,k];
10 Calculate the precoding matrix Wtest

s for matrix
Htest

s using Eqs. (3) and (4);
11 Rtest

s =
∑ns+1

n=1 Rn,s, Rn,s given by Eq. (7);
12 Rtot

s = Rtest
s +

∑
s′ ̸=s Rs;

13 end if
14 end for
15 s∗ = argmaxs,ns<M Rtot

s ;
16 Hs∗ = Htest

s∗ ; Rs∗ = Rtest
s∗ ;

17 ns∗ = ns∗ + 1;AOMA-TR(s
∗, ns∗) = k;

18 end for

D. Comparison with the correlation criterion

The proposed methods will be compared to those previously
introduced in [17], where an allocation technique assigns users

Algorithm 1: OMA-CN: OMA with Condition Num-
ber Criterion

Input : M , K, S, hk,s, k = 1, ...,K, s = 1, ..., S
Output: Assignment matrix AOMA-CN of size S ×M

1 AOMA-CN = 0;
2 ns = 0, s = 1, . . . , S ; // Variable containing the number of

beams on subband s
3 Hs = [], s = 1, . . . , S ; // Channel matrix of subband s
4 E(s, k) = ∥hk,s∥ ; // E is the S ×K matrix containing the

users channel norms on each subband
5 for k = 1 : K do
6 emax

k = maxs∈S E(s, k);
7 esecond

k = maxs∈S,E(s,k)̸=emax
k

E(s, k);
8 dk = emax

k − esecond
k ;

9 end for
10 Sort the vector d = [d1, · · · , dK ] by descending order; kd is

the resulting vector of sorted user indices ; // kd(1) is the
index of the user with the highest priority

11 for k = kd(1) : kd(S) do
12 s∗ = argmaxs∈S,ns=0 E(s, k);
13 ns∗ = ns∗ + 1;AOMA-CN(s

∗, ns∗) = k;
14 Hs∗ = [hk,s∗ ];
15 end for
16 for k = kd(S + 1) : kd(length(kd)) do
17 for s = 1 : S do
18 if ns < M then
19 Htest

s = [Hs;hk,s] ;
20 CN test

s = cond(Htest
s (Htest

s )H);
21 else
22 CN test

s = ∞;
23 end if
24 end for
25 s∗ = argmins CN test

s ;
26 Hs∗ = Htest

s∗ ;
27 ns∗ = ns∗ + 1;AOMA-CN(s

∗, ns∗) = k;
28 end for

to subbands and beams using a greedy method based on
a gradual relaxation of the correlation constraints between
channel gains. These methods will be referred to by OMA-
CR and NOMA-CR (CR for correlation relaxation) in the
performance analysis part. Note that the method in [17]
was shown to significantly outperform well-known previous
methods in the literature like [11] and [15], in terms of both
system throughput and user fairness. That is why it is used as
a reference method for comparison.

More specifically, in OMA-CR, the user priorities are
defined similarly as in steps 5 to 10 of Algorithm 1
(OMA-CN). Then, at each stage of the allocation algorithm,
the selected user is assigned its best subband unless the
latter has reached its maximum load or if there exists an
already assigned user with a channel correlation higher
than a predefined threshold. This threshold is then gradually
increased until all users are assigned to subbands. Furthermore,
the algorithm is adapted to the NOMA case (NOMA-CR) by
defining another threshold for the correlation level between
paired users on the same beam, and this threshold is also
gradually relaxed until all users have been completely tested
for possible pairing.
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E. Adaptation to multi-antenna receivers

We move now to the adaptation of Algorithms 1, 2, and 3
to the case of multi-antenna receivers. Recall that vectors hk,s

become N × M matrices, which are now used in steps 4 to
9 of Algorithm 1. Then, in steps 14 and 19, vectors hk,s are
replaced by zk,shk,s, with zk,s = 1√

N
[1 1 · · · 1]T . The same

goes for step 9 in Algorithm 2 and steps 8 and 45 in Algorithm
3. However, rate calculations in Algorithms 2 and 3 now rely
on the combining methods explained in Section II and using
Eqs. (13), (14) and (15).

F. Complexity analysis

In this part, we mainly focus on the single-antenna receiver
case to derive the complexity of the different proposed alloca-
tion techniques. However, the main analysis and conclusions
also hold for the case of multi-antenna users. The complexity
is evaluated in terms of the number of complex multiplications
(CMs).

Starting with the OMA-CR method [17], which relies on
the correlation coefficient criterion: each correlation evaluation
costs M CMs. For a chosen user k, k − 1 correlations must
be evaluated, one with every already assigned user on each of
the available subbands. This leads to a maximum number of
CMs by the order of MNit

∑K
k=1(k−1) ≈ K2MNit/2, where

Nit is the average number of correlation relaxation iterations,
generally around 10. For the case of a full-load transmission,
i.e., K = SM , the total is by the order of M3S2Nit/2.

Consider now the OMA-TR method. Its computational load
is mainly dominated by the precoding step that involves matrix
multiplication and inversion. Suppose first that it is applied
without the iterative inversion technique and that the inverse
of a square matrix of size n × n requires n3 CMs. When
testing the assignment of the kth user on each one of the S
subbands, we can consider an average number of used beams
per subband: nk = (k − 1)/S. Based on Eq. (3), step 10
of Algorithm 2 costs around 2Mn2

k + n3
k CMs. By taking

nk ≈ k/S, this yields an approximate total of
∑K

k=1(2Mn2
k+

n3
k)S ≈ M4S2 when K = SM .
When applying the iterative inversion within OMA-TR, by

inspecting Eq. (19), we can verify that it necessitates i3+5i2+
Mi+M CMs at the (i+1)th iteration. At the same time, the
direct calculation requires M(i+1)2 + (i+1)3 = i3 + (M +
3)i2+(2M+3)i+M CMs. Consequently, a gain in complexity
by the order of S

∑K−1
k=1

(
(M − 2)

(
k
S

)2
+ (M + 3) kS

)
≈

MK3

3S + MK2

2 CMs is obtained by applying the iterative
inversion, yielding M4S2

3 + M3S2

2 when K = SM . This
corresponds to a reduction of around 33% of the complexity.

In the OMA-CN method, each CN calculation, at the kth

iteration, costs Mn2
k + n3

k CMs. Therefore, the approximate
total cost of this method is 0.5M4S2.

When comparing all three OMA methods, it appears that
the OMA-CN allows the best tradeoff in complexity between
OMA-CR and OMA-TR.

We move now to the estimation of the increase in compu-
tational load incurred by NOMA with respect to any of the

OMA methods. As can be seen in Algorithm 3, in the iterative
process, half of the users are re-explored for potential pairing
with other users. To simplify the analysis, suppose that, at
this point, each subband has M/2 allocated beams (in reality,
this number may differ from one subband to another), with a
total of K/2 = MS/2 allocated users for the full-load context.
Also, consider the worst-case scenario where the selected user
k is always the user with the highest channel gain in step 23
and that all users end up being paired (i.e., the test in step 49 is
always False). Therefore, the kth user is generally tested with
MS/2 + 1 − k candidate users for potential pairing. This is
also the number of times step 26 is repeated for user k. There-
fore, the additional complexity of NOMA, which is mainly
dominated by the precoding cost in step 26, is approximately∑K/2

k=1(MS/2+1−k)(2M(M/2)2+(M/2)3) ≈ 5/64M5S2.
In reality, a large proportion of the re-allocated users are paired
as second users, therefore not necessitating the recalculation
of the precoding matrix (steps 37 and 38 are used instead).

IV. DESCRIPTION OF THE CHANNEL MEASUREMENT
CAMPAIGN

An intensive measurement campaign has been conducted
on the Cité Scientifique Campus of the University of Lille
(France). The MaMIMOSA radio channel sounder [24], [25]
was used to collect 64 × 8 massive MIMO propagation
channels at 325 outdoor and indoor positions. More precisely,
an 8 × 8 vertical planar patch antenna array was deployed
at the transmitter (Tx) (see Fig. 1(a)). The receiver (Rx) was
equipped with a linear horizontal antenna array consisting of
8 EM-6116 omnidirectional antennas (see Fig. 1(b)).

The channel sounder operates at 5.89 GHz with 80 MHz
bandwidth. Before transmission, data are modulated using or-
thogonal frequency-division multiplexing (OFDM) with 8192
subcarriers using a 12.21 kHz subcarrier spacing. At each
transmit antenna, one pilot subcarrier out of eight consecutive
subcarriers is used for measurement. This pilot transmission
scheme was chosen at the Tx antennas so as to yield a fre-
quency spacing between two consecutive measured subcarriers
on a single antenna of 97.66 kHz. The transmitter is placed
on a 10 m high platform on a four-storey building of the
campus. The indoor environment corresponds to the interior
of 3 floors of a facing building and the ground floor of two
other buildings. Their interior consists of office and laboratory
rooms. Outdoor positions are randomly selected within a 300
m radius with respect to Tx. This setup allows the emulation
of a crowded mobile system. The detailed description of the
measurement campaign is provided in a separate measurement
document [26], along with the Tx and different Rx positions
on the campus and building maps.

As an illustrative example, Fig. 3 displays the channel gain
for a specific link between an antenna from the Tx array and an
antenna from the Rx array at five Rx positions selected from
the 325 measured positions, as specified in Fig. 2. Position
145, located in a building with a window facing the Tx,
represents a line of sight channel. Position 139, also located
in the same building, has a lower gain due to the Rx not being
in front of a window. Positions 250 and 277 are outdoor, with
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position 250 being more critical due to a building separating it
from the Tx. Finally, position 315 is in a more open area but
farther from the Tx. The channel gains can exhibit significant
variations between the positions, with a maximum difference
of 45 dB observed in this scenario. The effect of this variability
of the channel gain on users’ throughput will be discussed in
Section V.

Fig. 1: (a) Tx (b) Rx

Fig. 2: Top-view of the measurement campaign on the Lille
University campus with the Tx position and 5 Rx positions selected
from the 325 measured positions

V. RESULTS AND DISCUSSIONS

In order to evaluate the performance of the proposed al-
gorithms, a set of system configurations was generated. Each
configuration corresponds to a subset of K randomly selected
users from a total set of 325 measured user positions. The
set of 818 measured subcarriers was utilized to create 409
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Fig. 3: Channel transfer functions obtained for 5 Rx positions

subbands by averaging every two consecutive subcarriers,
resulting in subbands with a bandwidth of 195.32 kHz, which
is similar to that of a resource block in the 5G standard.
Furthermore, a subset of S = 5 was randomly chosen for
each user setup. The measured channel matrices, as described
in Section IV, are used as the matrices H in algorithms 1, 2,
and 3. In the subsequent analysis, M = 64 transmit antennas
were considered, and the number of active users was first
set to K = 320, which corresponds to a full-load usage of
spatial resources in OMA (K = SM ). The intra-beam power
allocation coefficient, αn,s,1, was fixed at 0.3. To begin, the
study focused on single antenna receivers, i.e., N = 1. The
system parameters are summarized in Table I.

TABLE I: Summary of the system parameters

S 5
M 64
N 1-8
K 80-320
Ptot 0.1-10 W

In Fig. 4, the total system spectral efficiency (SE) and
user fairness are evaluated in terms of the base station power
budget, Ptot. The results demonstrate the superiority of NOMA
over OMA, with a gain in SE of approximately 600 bps/Hz
observed at Ptot = 10 W between NOMA-TR and OMA-TR.
Furthermore, it can be observed that the CN criterion yields
performance that is very close to the total SE and superior
to the correlation criterion in both the OMA and NOMA
setups. This observation confirms that when used within a
well-designed resource allocation method, the CN proves to
be a good representative of the system rate performance.
Furthermore, this result comes with a quasi-equality between
NOMA-CN and NOMA-TR fairness, as shown in Fig. 4(b).

A deeper analysis of the obtained results proves that the
NOMA-TR and NOMA-CN strategies allow better condition-
ing of the users’ channel matrix when compared to NOMA-
CR and all three OMA methods by significantly reducing the
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Fig. 4: System spectral efficiency (a) and Jain fairness (b) vs. Ptot
in Watts, for single-antenna receivers

number of beams per subband necessary to accommodate all
active users. Indeed, the average number of beams per subband
is 46 and 45 on average for NOMA-TR and NOMA-CN,
respectively, compared to 64 for OMA.

In order to further evaluate the performance of the proposed
approaches, Fig. 5 presents the average user SE obtained by
the different methods when the number of active users is
smaller or equal to SM , for a fixed base station power budget
of Ptot = 5W. This scenario represents a situation where a full
loading of the available spatial resources in OMA is often not
required, and the number of beams used per subband decreases
as the number of active users decreases. The results indicate
that at high values of K, NOMA is the best strategy for any
of the three allocation criteria since it reduces the number of
beams by pairing some of the users when necessary. However,
when the number of users is lower than 240, NOMA does not
offer significant gains compared to OMA when the TR and CN
criteria are used. This is because, in such conditions, OMA-TR
requires a lower number of beams per subband than 48, while
NOMA only reduces this number to around 43. Therefore, in
a non-critical regime that only requires a moderate number of
beams, further reducing the number of beams by NOMA is
not necessary. Additionally, in this operating region, the CR
criterion even leads to worse performance with NOMA com-
pared to OMA, which highlights its suitability for congested
systems only. For low values of K, the correlation relaxation
mechanism sometimes leads to non-efficient pairings that are
mostly avoided by the other criteria.

Fig. 6 shows the average system SE and Jain fairness
of NOMA-CN applied for multi-antenna receivers with the
combining techniques presented in Section II, in terms of N ,
for M = 64, K = 320 and Ptot = 5W . Our proposed IBI cance-
lation combining technique is referred to as ”NOMA-CN-IBI-
comb”, and our MMSE combining technique to as ”NOMA-
CN-MMSE-comb”. The reference method introduced in [13]
and the EGC combining are respectively called ”NOMA-
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Fig. 5: Average user spectral efficiency vs. the number of active
users K, for single-antenna receivers

CN-ref-comb” and ”NOMA-CN-mean-comb”. Our two pro-
posed detection methods present very close performance and
significantly outperform the reference method as well as
the average detection in both system SE and user fairness.
The gain is especially significant for second users since the
implementation of the interference cancellation technique is
only beneficial to second users’ receivers, whereas interference
between first users is canceled by the precoding step. This
observation is further confirmed in Fig. 7, which represents
the average individual rates of second users in terms of N .
One can see how the performance of the proposed detection
increases with N , while those of the other two methods are
relatively insensitive to the increase in receive spatial diversity.
This means that our detection methods better exploit this
additional diversity. However, the individual second users’
rates are globally low since these users generally have poor
channel conditions.
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VI. CONCLUSION

This paper presents new user pairing criteria and resource
allocation techniques for congested massive MIMO-NOMA
systems. These methods enable better exploitation of transmit
antenna diversity compared to previous pairing methods that
rely on the correlation criterion. Our results demonstrate that
the use of the condition number criterion yields performance
that is very close to the optimal rate criterion, whereas the
correlation criterion sometimes leads to disadvantageous pair-
ing situations. The performance gain of the condition number
criterion over the correlation criterion comes with a moderate
increase in complexity, which can be further reduced by an
iterative matrix inversion technique based on the bordering
method. The proposed allocation techniques are also adapted
to the case of multi-antenna receivers, where we introduce
two enhanced signal detection methods that provide better
exploitation of receive spatial diversity compared to a well-
referenced method in the literature.
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Algorithm 3: NOMA-CN and NOMA-TR
Input : M , K, S, hk,s, k = 1, ...,K, s = 1, ..., S, Ptot, AOMA = AOMA-CN or AOMA-TR, ns, s = 1, . . . , S, kd

Output: Assignment matrices A
(1)
NOMA, A(2)

NOMA of size S ×M for strong and weak users respectively

1 // Initialization:
2 A

(1)
NOMA = 0; A(2)

NOMA = 0;
3 u = kd(length(kd)/2 + 1 : length(kd)) ; // u vector containing the last K/2 users allocated in the OMA phase
4 v = kd(1 : length(kd)/2) ; // v vector containing the first K/2 users allocated in the OMA phase
5 A

(1)
NOMA is initialized from AOMA for users ∈ v ;

6 n
(1)
s is the number of beams with allocated users on beam s for A(1)

NOMA;
7 for s = 1 : S do
8 Hs = [h

s,A
(1)
NOMA(s,1)

;h
s,A

(1)
NOMA(s,2)

; ...;h
s,A

(1)
NOMA(s,n

(1)
s )

];
9 Calculate the precoding matrix Ws for matrix Hs using Eqs. (3) and (4);

10 for j = 1 : n
(1)
s do

11 // Calculate the rate for user allocation A
(1)
NOMA (no second users yet) and Ws

12 Rj,s is found by Eq. (7)
13 end for
14 Rs =

∑n
(1)
s

j=1 Rj,s;
15 end for
16 // Iterative Process:
17 for k = u(1) : u(length(u)) do
18 for s = 1 : S do
19 for i = 1 : n

(1)
s do

20 if A(2)
NOMA(s, i) == 0 then

21 // no 2nd user yet on beam i

22 A
(2)test
NOMA = A

(2)
NOMA; Htest

s = Hs;
23 if ∥hk,s∥> ∥h

A
(1)
NOMA(s,i),s

∥ then

24 A
(2)test
NOMA(s, i) = A

(1)
NOMA(s, i) ; // k is the strong user in the pair (k,A(1)

NOMA(s, i))
25 Htest

s (i, :) = hs,k;
26 Calculate Wtest

s for matrix Htest
s using Eqs. (3) and (4);

27 for j = 1 : n
(1)
s do

28 // Calculate the rate using Wtest
s , Htest

s and A
(2)test
NOMA

29 if A(2)
NOMA(s, j) == 0 then

30 find Rj,s by Eq. (7);
31 else
32 Rj,s = Rj,s,1 +Rj,s,2, with Rj,s,1 and Rj,s,2 given by Eqs. (5) and (6);
33 end if
34 Rtot

(s,i) =
∑n

(1)
s

j=1 Rj,s +
∑

s′ ̸=s Rs′ ;
35 end for
36 else
37 A

(2)test
NOMA(s, i) = k ; // k is the weak user in the pair (k,A(1)

NOMA(s, i))

38 Calculate the rate using Ws, Htest
s and A

(2)test
NOMA by repeating steps 27 to 35;

39 end if
40 end if
41 end for
42 end for
43 (s∗, i∗) = argmaxs,i R

tot
(s,i); R

∗ = Rtot
(s∗,i∗) ;

44 // Compare the best rate to the case where k is assumed to be a single user on its initial subband sk
45 [sk, ik] = find(AOMA == k); Htest

sk = [Hsk ;hsk,k];
46 Calculate Wtest

sk for matrix Htest
sk ; // No need to recompute Ws for s ̸= sk

47 Calculate Rtest
s by repeating steps 27 to 35, for s = 1, · · · , S;

48 Calculate Rsingle =
∑

s R
test
s ;

49 if Rsingle > R∗ then
50 n

(1)
sk = n

(1)
sk + 1; A(1)

NOMA(sk, n
(1)
sk ) = k; Update Hsk , Wsk and Rs for s = 1, · · · , S;

51 else
52 k′ = A

(1)
NOMA(s

∗, i∗) ;
53 if ∥hk,s∗∥> ∥hk′,s∗∥ then
54 A

(2)
NOMA(s

∗, i∗) = k′; A(1)
NOMA(s

∗, i∗) = k; Update Hs∗ , Ws∗ and Rs∗ ;
55 else
56 A

(2)
NOMA(s

∗, i∗) = k; Update Rs∗ ;
57 end if
58 end if
59 end for


