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Abstract—The deployment of Edge AI requires energy-efficient
hardware with a minimal memory footprint to achieve optimal
performance. One approach to meet this challenge is the use
of Binary Neural Networks (BNNs) based on non-volatile in-
memory computing (IMC). In recent years, elegant ReRAM-based
IMC solutions for BNNs have been developed, but they do not
extend to the first layer of a BNN, which typically requires
non-binary activations. In this paper, we propose a modified
first layer architecture for BNNs that uses k-bit input images
broken down into k binary input images with associated fully
binary convolution layers and an accumulation layer with fixed
weights of 2−1, ..., 2−k. To further increase energy efficiency, we
also propose reducing the number of operations by truncating
8-bit RGB pixel code to the 4 most significant bits (MSB). Our
proposed architecture only reduces network accuracy by 0.28%
on the CIFAR-10 task compared to a BNN baseline. Additionally,
we propose a cost-effective solution to implement the weighted
accumulation using successive charge sharing operations on an
existing ReRAM-based IMC solution. This solution is validated
through functional electrical simulations.

Index Terms—Binary Neural Network (BNN), convolution,
accumulation, charge sharing

I. INTRODUCTION

The rapid growth of the Internet of Things (IoT) market
and the increasing performance of AI algorithms have placed
conflicting demands on neuromorphic edge accelerators. These
devices have limited storage capacity, but traditional neural
network architectures often require large amounts of memory to
store their synaptic weights. Binary Neural Networks (BNNs)
are a solution to solve this problem, as they use binary weights
and activations to greatly reduce the memory footprint while
maintaining high accuracy. BNNs also simplify the computation
process by replacing full-precision multiplications with XNOR
operations and the accumulation operation with bit counting
operations (popcount) [1], [2]. However, the large amount of
data movement between processor cores and memories can
lead to significant energy consumption [3], known as the von
Neumann bottleneck. In this context, In-memory-computing
(IMC) based accelerators, based on non-volatile memories
such as ReRAM [4]–[11], are promising solutions, as they
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perform computations natively inside the memory, allowing
for energy-efficient, ultra-parallel neuromorphic operations and
eliminating the von Neumann bottleneck. Additionally, the non-
volatility of these memories offers a power-off capability with
an excellent retention [12], which is crucial for edge devices
with limited energy budgets.

In recent years, the field of BNN IMC has seen significant
advancements in the use of ReRAM-based solutions [13]–[16].
Despite these developments, many existing solutions are not
equipped to handle the first layer of a BNN, which requires non-
binary activations. Other approaches, utilizing SRAMs [17],
[18], have proposed either complex analog circuits for the first
layer or thermometer encoding, but these solutions lack the
power-off and instant-on capabilities offered by non-volatile
memories such as ReRAM.

In this paper, we propose a novel first-layer architecture
for BNNs that utilizes exclusively binary MAC operations,
making it fully compatible with state-of-the-art ReRAM-based
In-Memory Computing (IMC) accelerators [16]. We thoroughly
evaluate the performance of our proposed architecture on
CIFAR10 tasks [19] and use approximate computing to further
reduce operation counts and memory capacity. Additionally, we
propose a hardware implementation of our approach utilizing
ReRAM-based in/near-memory computing.

The main contributions of this paper are:

• The development of a modified first layer architecture
for BNNs, that is fully binary, compatible with ReRAM-
based IMC accelerators. This is achieved by breaking
down a k-bit input image into k binary input images
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Fig. 1. First Layer CNN classical architecture, with one feature map channel
output. The convolution of an input image with a given filter at a certain
position can also be thought of as a fully connected neuron with 27 inputs
(3×3×3) and one output activation
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Fig. 2. Proposed architecture : a k-bit input image is split into k binary input images with their associated fully binary convolution layer, to obtain k partial
feature map a<j>

i and then an weighted accumulation layer is introduced to obtain the output feature map ai.

and implementing fully binary convolution layers and an
accumulation layer with fixed weights.

• The use of approximate computing principles to reduce
the number of operations required for this modification, by
truncating 8-bit RGB pixel code to the 4 most significant
bits (MSB) with minimal impact on network accuracy.

• The proposal of an original solution based on successive
charge sharing to implement on-chip, weighted accumula-
tion of partial feature map activations.

The rest of the paper is organized as follows: Section II
presents the evaluation of the proposed hardware-friendly first
layer in terms of accuracy compared to the classical baseline on
the CIFAR-10 dataset with a Visual Geometry Group (VGG)
[20] like network structure, Section III details the circuit archi-
tecture focusing on the weighted accumulation with successive
charge sharing, and finally, Section IV concludes the paper.

II. BNN FIRST LAYER BINARIZATION

A. First layer binarization principle

The architecture of the first layer of a classical CNN is
shown in Fig.1, where a colored input image typically has
three channels, representing the red, green, and blue (RGB)
components of the pixels, coded each on 8 bits. A filter, usually
3×3 in size and also with three channels, is applied to the
input image and moved across it. At each position of the filter,
the input pixels under it are multiplied by their corresponding
weight in the filter. The results of these multiplications for the
three channels are then added together to create one activation
for the next feature map. By moving the filter across the
input image, all the activations for the next feature map are
generated. To detect more features in the input image, multiple
filters can be applied. This results in the feature map having
multiple channels, each channel being generated by a different
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Fig. 3. Illustration of the VGG like network with identification of all layers
with (a) the classical architecture and (b) the proposed hardware friendly first
layer.

filter. After the convolutional layer, batch-normalization and
sign layers are applied to compare the activations to threshold
values, fully binarizing the feature maps. The convolution of an
input image with a given filter at a certain position can also be
thought of as a fully connected neuron with 27 inputs (3×3×3)
and one output activation ai.

In classical BNNs, the input image is not converted to a
binary format in order to maintain a high level of accuracy
during the inference process. This means that when building a
hardware accelerator for a BNN, the design of the first layer
must be different from the rest of the fully binary layers and
requires a more complex structure.

We propose a method to overcome this challenge by first
breaking down a k-bit input image into k binary input images, as
illustrated in Fig.2. Then, the convolution process is performed
using only binary operations and generates k different feature
maps. Doing so, the standard BNN multiplication replacement
with XNOR can be used, opening in-memory computation
capability. To combine these feature maps into a single one, we
use a power of two weighting. The resulting single feature map
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Fig. 4. Analysis of the CIFAR10 dataset bits contributions. (a) Airplane image
bitmap with its three RGB channels and 8 bits separated (from LSB to the
MSB), (b)-(c) same image with its three channels but with only a portion of
its 8 bits, with (b) starting from the 8 MSB to only 1 MSB, and (b) from 1
LSB to 8 LSB.

is then binarized using batch-normalization and sign layers.
This first layer architecture is similar to having k fully con-

nected layers with 27 binary inputs and one output activation
a<j>
i , with j going from 1 to k, or from the Most Significant

Bit (MSB) to the Least Significant Bit (LSB). Finally, the
accumulation step corresponds to a classical fully connected
layer with fixed weights equal to 2−1, ..., 2−k.

We want to benchmark the performance of the proposed first
layer architecture versus the classical one, using Tensorflow
[21] on the CIFAR10 dataset. We use a VGG-like network
as a baseline, with 8-bit activations for the input image. We
also use the same network, but with our proposed first layer,
which is designed to be hardware friendly. The figure Fig.3
illustrates the two different network architectures. Our proposed
architecture replaces the traditional multi-bit convolution in the
first layer with 8 convolutional layers (with shared weights) and
an accumulation layer. Each convolutional layer j processes
input images of a specific bit of rank j, generating a partial
output feature map a<j>. These partial output feature maps
are then combined, using our specific accumulation layer, to
create the final output feature map.

The baseline accuracy during inference is equal to 89,9%,
whereas the same network with our hardware friendly first layer
achieved an accuracy of 89.69%. This result fully validates our
approach since, we face a drop of only 0.21%.

B. Binarized first layer optimization

Our solution aims to improve its hardware friendliness by re-
ducing the amount of computation and memory required, which
in turn reduces power consumption. We propose to use the
principle of approximate computing. By reconstructing images
starting with the least significant bits (LSB) and progressively
adding more bits to the pixel code, we can get a hint of the
image content after 6 bits (see Fig.4b). On the other hand, if
we reconstruct images by accumulating bits starting with the
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Fig. 5. Analysis of intermediate activations inside our custom first layer, for
the same image as in 4, and for the first five channels (over 128).
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Fig. 6. The VGG inference accuracy is represented versus the different options
(baseline on 8 bits coded image and with the code of the input image pixel
truncated to the 4 MSB bits as references and the same network with our
hardware friendly first layer here also on 8 bits and truncated to the 4 MSB
bits)

most significant bits (MSB), we can clearly see the contours of
the image with just the MSB value. Additionally, by analyzing
the bit ranks j of images pixel from the CIFAR10 dataset, we
can visually see that most of the useful information is captured
by the four most significant bits, as shown in Fig.4a.

Our proposed first layer approach allows for the same type
of analysis to be performed on intermediate values within the
network. Fig.5 illustrates the intermediate activations after the
eight convolutional layers, each corresponding to a different
bit rank, for the same image as in Fig.4. It also includes the
activations obtained after accumulation, batchnorm, and sign
layers. Similarly to the input image analysis, we can see that
the first four most significant bits (MSB) of the intermediate ac-
tivations contain more visually meaningful information, while
the last four least significant bits (LSB) contain more noisy
information. Based on these observations, the main idea is to
use an approximate computing approach and only rely on the
four MSB bits of each pixel of the image.

We conduct simulations using Tensorflow to compare the
performance of our baseline and our custom first layer ap-



proach, where the input pixels are truncated to the four most
significant bits (MSB). The results of the inference precision are
shown in Fig.6. Compared to the 8-bit approach, the baseline
accuracy dropped by only 0.56%, resulting in a very good
inference accuracy of 89.34%. This confirms the results of
our visual analysis on the dataset images. Our proposed first
layer approach shows a similar trend, with a good inference
accuracy of 89.05%, which corresponds to a drop in accuracy of
only 0.29% compared to the 4-bit baseline. This results clearly
validate that an approximation can be performed on the input
pixels’ code, keeping only the 4 MSB bits.

III. HARDWARE IMPLEMENTATION

Our first layer architecture allows for the use of any in-
memory computing solutions that perform XNOR operations
and popcount to compute the convolution part of the layer. This
is one of the main goals of the first layer modification. However,
to obtain a complete circuit, supporting the proposed first layer
architecture, we have now to develop a custom solution for the
weighted accumulation. To achieve this, we propose an original
solution that is based on successive charge sharing of the partial
feature map activations a<j>.

As an initial hardware solution for the modified first layer
architecture, we use the in/near memory computing circuit
proposed in [16]. Fig.7 illustrates the initial circuit architecture.
The circuit uses a ReRAM array to store binary weights in a
complementary fashion using 2 Transistor - 2 ReRAM (2T2R)
cells. The binary input activations are also applied in a comple-
mentary fashion on the Bit Line (BL) and complementary BL
(BLb). Each 2T2R cell is in a resistive divider configuration,
with the Source Line (SL) being the middle point, whose
value corresponds to XOR(xm, wi,m). A simple inverter is
then added at the bottom of the SL, which converts the XOR
analog output to a clean binary XNOR(xm, wi,m) value. The
popcount operation is then performed using a capacitive divider,
taking inspiration of an original work proposed in [17], [18].
The batchnorm and sign operations are done by comparing
the capacitive divider value to a trained threshold voltage. The
main advantages of this circuit are its high robustness against
intrinsic ReRAM variability and its low energy consumption.
This circuit is already able to compute all the BNN operations
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x x

w w

XNOR(x,w)

ai

ai

xi

Fig. 7. ReRAM based BNN accelerator, with XNOR operation performed in
memory and accumulation performed through a capacitive neuron. Comparison
to the threshold value and sign function are performed with a comparator
proposed in [16]

and we focus here on adapting it to the weighted accumulation
of partial feature maps activations.

A. Charge sharing accumulation

The proposed weighted accumulation technique is based
on successive charge sharing operations. This means that the
partial feature map activation a<j>

i has to be stored as a voltage
Va<j>

i
across a capacitor.

As shown in Fig.8, the voltage Va<j>
i

across the capacitor is
directly proportional to the partial feature map activation a<j>

i .
Additionally, a<j>

i is in the range of J0, 27K, which corresponds
to a voltage Va<j>

i
between 0 and the supply voltage VDD.

Therefore, we can express the relationship between Va<j>
i

and
a<j>
i as:

Va<j>
i

=
VDD

27
.a<j>

i (1)

Where VDD is the supply voltage and the voltage across the
capacitor is linearly proportional to the activation value.

The proposed technique for weighted accumulation uses
a series of charge sharing operations. This process begins
by storing the activation value of the partial feature map
corresponding to the least significant bit (LSB) in an activation
capacitor (Cacti). This value is then shared with an accumulation
capacitor (Caccu). This process is repeated for each succes-
sive partial feature map activation a<j>

i , up to the activation
corresponding to the most significant bit (MSB). By the end
of this process, the voltage across the accumulation capacitor
(V (Caccu)) represents the total weighted accumulation of all
the partial activations.

The sharing process can be described step by step. Following
eq.1, the a<1>

i activation value is stored as a voltage level
Va<1>

i
in a activation capacitor Cacti. A second capacitor,

Caccu, of the same size as Cacti, is initially grounded, so that
V (Caccu

<0>) = 0 volts. The two capacitors are then connected

SW

Cacti Caccu

Vai
<j> V(Caccu

<j-1>)

SW

Cacti Caccu

[ Vai
<j> + V(Caccu

<j-1>) ] x 2-1

Vai
<j>

VDD

27
ai

<j>

𝛼 =
𝑉𝐷𝐷
27

(a)

(b)

Fig. 8. (a) a<j>
i analog voltage equivalence, (b) weighted a<j>

i accumulation
using capacitive sharing



and following the charge conservation law, the resulting voltage
is given by:

V (Caccu
<1>) =

V (C<0>
acti ) + V (C<0>

accu )

2
=

Va<1>
i

2
(2)

The process is then repeated with the next activations
a<2>
i ,...,a<k>

i , without clearing the accumulation capacitor
Caccu. We can show recursively that, after the kth accumulation,
the voltage accross Caccu is given by:

V (C<k>
accu ) = 2−1.Va<k>

i
+ 2−2.Va<k−1>

i
+ ...+ 2−k.Va<1>

i

=

k∑
j=1

2−j .Va<k−j+1>
i

=
VDD

27

k∑
j=1

2−j .a<k−j+1>
i

(3)

with, the V (C<k>
accu ) voltage level corresponding to the ai

element of the output feature map.
In the circuit shown in Figure 7, an additional analog switch

and accumulation capacitor are needed. They are added be-
tween the capacitive bridge and the comparator. It is important
to note that the capacitive bridge acts as the activation capacitor
in this case. The new circuit design is shown in Figure 9.

B. Simulation results

To validate our approach, we carried electrical simulations
using an industrial 130nm Design Kit. We used capacitors of
size 2 fF for the capacitive divider, and of size 27×2 = 54 fF
for Caccu. The simulated chronogram of Fig.10 illustrates the
circuit operation.

To produce the output activation ai, the row of weights
corresponding to the neuron is activated. Next, the capacitive
divider and the accumulation capacitor (Caccu) are reset. For
each time step, j, where j is between 1 and 4, the binary neuron
input activations x<j>

m of rank j are applied to the BL/BLb
circuit. This performs a MAC (multiply-accumulate) between
the inputs and the weights wi,m, resulting in a voltage Va<j>

i
on

xi
<j>

wi

ai

SW

Caccu
Cacti

th

Fig. 9. ReRAM-based BNN first layer implementation : compared to the initial
scheme the capacitive bridge used for the accumulation operation acts as Cacti
and an analog switch SW together with an extra capacitor Caccu are added to
implement the weighted accumulation.
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plotted versus the number of possible level on the capacitor Caccu using the
theoritical equation and the simulated results. A good agreement is reported

the capacitive divider. The switch SW is then closed to perform
a partial accumulation on Caccu. After the partial accumulation
step, SW is opened again, the capacitive divider is reset, and the
next binary neuron input activations x<j+1>

m can be applied.
Once the four partial accumulation steps are completed, the
comparator is triggered, and the final binary output activation
is generated at the comparator’s output.

Fig.11.a shows all the possible simulated accumulation levels
V (C<k=4>

accu ), for a clock period of 40ns. We can see that the
accumulated values follow closely the theoretical values, but
that the maximum V (C<k=4>

accu ) voltage is 61 mV lower than
the theoretical value, which is mainly due to the size of the
comparator’s input capacitor with regards to Caccu capacitance.
The minimum ∆V (C<k=4>

accu ) is equal to 2.65 mV, which
enables a sufficient voltage margin at the comparator’s inputs.



IV. CONCLUSION

In this paper, we propose a modification to the first layer of a
Binary Neural Network (BNN) that allows for fully binary in-
memory computation. Currently, BNNs are limited by the fact
that the first layer is fed with non-binary activation values, as
image pixels are typically coded using 8-bits per RGB channel.
Our solution addresses this issue by breaking down a k-bit
input image into k binary input images with their associated
fully binary convolution layers and adding an accumulation
process that mimics a fully connected layer with fixed weights
(equal to 2−1, ..., 2−k). Additionally, we limit the number of
accumulation by using approximate values and truncating the
8-bit image values to 4 most significant bits. Our solution leads
to a very small decrease in accuracy of only 0.28% compared
to a 4-bit baseline. As a result, the first layer becomes fully
compatible with XNOR and popcount operations that can be
performed in-memory. We also propose a cost-effective mod-
ification to a ReRAM based in-memory computation solution
by adding only an analog switch and a capacitor to implement
the weighted accumulation. This solution has been validated
through functional electrical simulation. It’s worth noting that
the proposed modification of the first layer is compatible with
any BNN hardware implementation that presents popcount
values in an analog way, typically in the form of voltage.
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