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Abstract
This article considers a condition-based maintenance for a system subject to
deterioration. The deterioration is modeled by a non-homogeneous gamma pro-
cess, more precisely the gamma process and the preventive maintenance are
imperfect or worse than old. The corrective maintenance actions are as good
as new. The maintenance efficiency or non-efficiency parameters as well as the
deterioration parameters are considered to be unknown. The monitoring data
under consideration give indirect information on the maintenance parameters.
Therefore, an expected maximum algorithm is applied for parameter estimation.
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1 INTRODUCTION

Statistical inference in presence of monitoring and maintenance data is an important issue which is drawing lots of atten-
tion lately. In such a case, maintenance actions are not only performed at failure times or a pre-fixed dates, but can be
also defined accordingly to the degradation level of the system. In the case of condition-based maintenance (CBM) pol-
icy, maintenance operations are triggered if the monitored health condition indicator or deterioration level exceeds a
critical threshold, refer to Reference 1. Hence, for maintenance planning and optimization, it is essential to be able to
predict the deterioration behavior. It follows that degradation modeling is becoming an important issue. Stochastic mod-
els such as gamma process, Wiener process, inverse gamma process and inverse-Gaussian process are the major tools
for degradation modeling, refer to References 2–5. For these models, it is assumed implicitly that the population under
consideration is homogeneous (otherwise, one has to consider models with covariates and/or random effects—known as
frailty models).

The classical age-replacement (as one of the main maintenance policies) for degradation models have been sub-
stantially improved by Finkelstein et al.,6 but still under the assumption of replacing the item by a new one (perfect
replacement). Esposito et al.7 has proposed and studied numerically the performance of a gamma degradation model
including both an age-replacement policy and a CBM policy. Their model integrates also various sources of individual
heterogeneity, a situation that many times data reflects. However, here also, the component is replaced by a new one after
a maintenance action.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
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2 CORSET et al.

Degradation models integrating a CBM policies have been studied in the literature.8 For instance, Hao et al.9 have con-
sidered the situation of a CBM with imperfect inspections for continuous degradation processes. In their article, they have
assumed that both corrective and preventive maintenance (PM) put the system to an as-good-as new (AGAN) state. More
recently, Zhao et al.10 have considered a degradation model (time-transformed Wiener process) for warranted products
with imperfect maintenance, but these imperfect maintenance are deterministic in order to make the system re-starting
from a required objective degradation level. Ma et al.11 have considered a multi-phase Wiener process to model degrada-
tion and maintenance actions: the degradation process enters in a new phase after a maintenance action and it leads to
new parameters for drift and volatility. Thus, the effect of the imperfect maintenance is both described through a reduc-
tion of the degradation level by a certain factor and through new values of the parameters for the degradation process.
Beside, they have assumed that all these factors and parameters are random. As in many papers dealing with imperfect
maintenance for degradation model, they consider that maintenance actions are performed at fixed and known instants.
The case of preventive and opportunistic maintenance has been studied by Wang et al.12 who have recently considered the
case of a heterogeneous balanced system composed of multiple interchangeable components, the system being subject to
three competing failures. They have developed a semi-Markov decision process (SMDP) to determine the optimal policy
by minimizing the average maintenance cost. The case of a series system with two non-identical units have been also con-
sidered by Wang et al.13 under both a condition-based and an age-based replacement policy, but also with an inventory
policy. Cheng and Zhao14 have recently analysed the problem of an optimal maintenance for dependent two-component
degrading systems subject to imperfect repair.

In the framework of these models, parameter estimation in presence of monitoring or historical data have been
addressed in literature, refer to References 5, 15–19. Degradation model calibration and parameter estimation in the case
of maintenance operation has been widely considered, for instance refer to References 15, 16, and 20. As a related issue,
Giorgio and Pulcini21 have recently studied the effect of model mis-specification of the bounded transformed gamma
process on maintenance optimization. However, the joint maintenance and deterioration parameter estimation has been
scarcely discussed, for instance refer to References 18, 22, and 23. In this context, the available information is very rich
in comparison to the lifetime observations but the parameters estimation is also more challenging due to the complexity
of the degradation phenomenon under consideration. Under the assumption of perfect maintenance actions, the mainte-
nance parameter estimations can be derived easier than in the case of imperfect maintenance where usually the imperfect
maintenance actions restore the system to an unknown level, refer to References 18, 22–24. Kamranfar et al.23 consider
truncated gamma distributed reduction parameter where the parameters are to be estimated. Corset et al.24 consider an
unknown reduction parameter in the framework of an ARD∞ model and the joint estimation of the maintenance and
model parameters is addressed where only the degradation level before maintenance is observed.

In this article, similarly to References 23 and 24, the system deterioration is modeled by a non-homogeneous gamma
process.2,3 The statistical inference of such a process has been studied from several point of view and for several config-
urations.2,3,24–28 Moreover, similarly to Reference 24, both perfect and imperfect maintenance through an ARD∞ model
are considered which means after maintenance, the system is not necessarily restored to as good as new. The model con-
sidered here is quite different to the one studied by Salles et al.22 in which the authors rather focus on semi-parametric
estimation for a non-homogeneous gamma process under an ARD1 model for the maintenance effect. In addition, authors
considered that a maintenance action is performed at fixed and known instants whatever the current degradation level.
Regarding the different possible model for the maintenance effect, one could read the interesting work by Mercier and
Castro.29 In this article, authors provide stochastic comparisons for different maintenance policies and for two models of
the maintenance effect (namely ARD1 and ARA1—arithmetic reduction of age).

The originality of our article in comparison to other ones,24 resides in the consideration of “worse than old mainte-
nance” where the deterioration level after a PM can either be reduced due to an imperfect repair or can increase due to an
inappropriate maintenance operation. This latter can be due to human errors, lack of experience of the maintenance oper-
ator or harsh environmental conditions when the maintenance operations are not always implemented as it is expected.
For instance, one can enumerate the case when inexperienced maintenance operators by error damage the system during
a maintenance operation, the maintenance of an offshore oil platform aboard of a boat during a tempest and so forth. The
“worse than old maintenance” has been considered in Reference 30 by using a mixture model where good components
are replaced on failure by weak units due to lack of experience or opportunity. Cha31 considered a worse than old situation
where maintenance modeled by a generalized Pólya process removes failures but the result is not the same as a minimal
repair which the authors in Reference 32 called “as worse than old.” Cha et al.33 has considered the “worse than minimal”
repair problem which occurs, according to them, due to the adverse effects of previous repairs, but also due to other fac-
tors like environmental and internal shocks. Lee and Cha34 give an example of such maintenance models. For instance,
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CORSET et al. 3

in a multi-component system or load sharing systems, after a component failure, the working environment frequently
becomes more hostile and the reliability performances become worse than before and in this case, the overall state of the
system after the repair of the failed component will be worse than the state it had just before failure. Pérez-Ocón et al.35

considered the case of a inexperienced maintenance operator which can deteriorate the system after repair and they pro-
posed a semi-Markov model involving geometric processes to model the maintenance model. Babykina and Couallier36

proposed to model the worse than old effect by a linear extension of Yule process initially proposed by.37 In this model,
contrarily to virtual age models, the conditional intensity increases essentially by the number of previous repair actions
than by time. The worse than old maintenance has been mentioned or considered in different frameworks or practical
cases.38–40 The consideration of the worse and old maintenance seems to be very new in CBM modeling.

In this article, it is assumed that it is not possible to know in advance which operation will improve or deteriorate
the system. If the degradation level before and after maintenance is available the maintenance efficiency estimation is
straightforward. However, in practice such situations are not always affordable or technically possible. If the degradation
level is only available before or after maintenance, the indirect observation of the maintenance efficiency requires the
implementation of EM algorithm for parameter estimation. Moreover, in this article, it is considered that data are collected
only after maintenance actions. Therefore, the maintenance parameter should be estimated by indirect measures via an
EM algorithm. These algorithms have been already discussed in maintenance modeling, refer to Reference 41. In the
specific case of imperfect maintenance models, this algorithm showed good performances, refer to References 42 and 43.
Considering parameter estimation with indirect observations in degradation modeling, EM algorithm has been applied
with satisfying estimation results.44,45 More particularly, the use of the EM algorithm considering a gamma process as
deterioration model has been discussed in References 17 and 46. Furthermore, the use and efficiency of the EM algorithm
have been highlighted in the framework of degradation modeling and CBM in the literature, refer to References 15,16,19,
and 47. The main objective of this article is to propose an estimation procedure for a non-homogeneous gamma process
parameters as well as the maintenance (imperfect and as worse and old) parameters. Indeed, once the parameters are
known it is possible to remediate to problems, improve maintenance planning and operations and adjust the maintenance
decision rule to the field data.

The remainder of the article is as follows. In Section 2, the degradation and maintenance model as well as the main-
tenance cost evaluation are presented. Section 3 is devoted to the statistical inference problem where the EM algorithm
is presented. In Section 4, numerical results permit to analyse the implementation of the inference method and highlight
its performances. The article will end with some conclusions and perspectives.

2 DEGRADATION AND MAINTENANCE MODEL

2.1 Gamma process as degradation model

It is considered that the system is subject to a monotonous degradation. The degradation is modeled by a gamma process,
{Xt, t ≥ 0}, which is a continuous-time stochastic process satisfying the following conditions:

• X(0) = 0 a.s.
• X(t) − X(s) ∼  (a(t) − a(s), b) for all t > s ≥ 0, the gamma distribution, with the following probability density function:

fa(t)−a(s),b(x) =
ba(t)−a(s)

Γ (a(t) − a(s))
xa(t)−a(s)−1e−bx1x∈R+ , (1)

with shape parameter a(t) = 𝛼t𝛽 , 𝛼 > 0, 𝛽 > 0, and scale parameter b > 0 and Γ(.) the gamma function.
• For all t1 < t2 < · · · < tn, X(ti+1) − X(ti) are independent of X(tj+1) − X(tj), ∀ 1 ≤ i, j < n, i ≠ j.

2.2 Maintenance model

The stochastic process of the maintained system is denoted by {Yt, t ≥ 0}. The system is inspected periodically at 𝜏, 2𝜏, …
with the unit inspection cost CI . The set of inspection times is defined as follows {ti = i𝜏, i ∈ N}. One shall refer to t−i and
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4 CORSET et al.

t+i as the time just before and just after the inspection time ti respectively. The failure threshold is denoted by M beyond
which the system does not operate satisfactorily. This threshold is not exactly a breakdown threshold but a degradation
level which is considered as not acceptable for safety or security or productivity concerns.

The failure can be only detected by inspection. The preventive threshold beyond which the preventive action is trig-
gered is denoted by L, 0 < L < M. At each inspection ti, with respect to the observed degradation level Yti , the following
actions can be triggered:

• if Yti ≥ M a corrective maintenance (CM) is performed and the system is replaced by a new one (as good as new):

- Yt+i = 0 with probability one,
- a unit cost CC is incurred,
- the system is unavailable from the failure until ti,
- an unavailability cost Cu per time unit is induced during the unavailability period.

• if L ≤ Yti < M, then a PM is performed. We consider here two types of PM, an imperfect one and a worse than old one:

- an imperfect PM, and more precisely, an ARD∞ model, parameterized by 𝜌 ∈ [0, 1], that is, the degradation level
just after the inspection (at time ti) is reduced by a proportional quantity of the degradation level just before the
inspection: Yt+i = (1 − 𝜌)Yt−i . This event occurs with a probability p with cost CP,

- a worse maintenance modeled by an ARD∞ model, parameterized by 𝜌w > 0, that is, the degradation level just after
the inspection (at time ti) is equal to: Yt+i = (1 + 𝜌w)Yt−i . This event occurs with a probability 1 − p with cost CP.

• if Yti < L, no action is performed: Yt+i = Yt−i .

One shall introduce Ui = 1L≤Yi𝜏<M and Bi the Boolean defined as follows:

Bi =

{
1 if the ith maintenance is imperfect with probability p
0 if the ith maintenance is worse with probability 1 − p.

Assume that Bi are independent and thus are i.i.d. and Bernoulli distributed with the parameter p.
The system is assumed to evolve according to i.i.d. copies of the gamma process (Xt)t≥0 between the inspection at time

(i − 1)𝜏 and the inspection at time i𝜏, denoted by (X (i)
t )t≥0. Therefore, during the time interval [0, 𝜏], ∀t ∈ [0, 𝜏), Yt = X (1)

t .
At the first inspection (at time 𝜏), the following scenarios are possible:

• if Y
𝜏
− < L, no action is performed and then Y

𝜏
= Y

𝜏
− = X (1)

𝜏
− .

• if L ≤ Y
𝜏
− < M, a PM is performed as follows:

- an imperfect PM (ARD∞) is performed with a probability p and then the degradation level is reduced of 𝜌X (1)
𝜏

and
thus Y

𝜏
= (1 − 𝜌)X (1)

𝜏
− , with 𝜌 > 0,

- A worse maintenance (ARD∞) is performed with a probability 1 − p and then the degradation level just after the
inspection is Y

𝜏
= (1 + 𝜌w)X (1)

𝜏
− , with 𝜌w > 0,

• if Y−
𝜏

> M then the system is replaced by a new one.

After the first inspection without replacement, we have ∀t ∈ [𝜏, 2𝜏),

Yt = Y
𝜏
+ X (1)

t − X (1)
𝜏

= (1 − 𝜌)U1B1(1 + 𝜌w)U1(1−B1)X (1)
𝜏

+ X (2)
t − X (2)

𝜏

.

At the second inspection (at time 2𝜏), the following scenarios are possible:

• if Y2𝜏− < L, no action is performed, and

Y2𝜏 = Y2𝜏− = (1 − 𝜌)U1 X (1)
𝜏

+ X (2)
2𝜏 − X (2)

𝜏

,
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CORSET et al. 5

• if L ≤ Y2𝜏− < M, we consider two cases:

- an imperfect PM (ARD∞) is performed, with probability p, and then the degradation level is reduced of 𝜌
(

X (1)
2𝜏 − X (1)

𝜏

)
and thus

Y2𝜏 = Y2𝜏− − 𝜌
(

X (2)
2𝜏− − X (2)

𝜏

)
= (1 − 𝜌)U1B1 (1 + 𝜌w)U1(1−B1)X (1)

𝜏

+ (1 − 𝜌)
(

X (2)
2𝜏− − X (2)

𝜏

)
,

- a worse maintenance (ARD∞) is performed, with probability 1 − p, and then the degradation level is added of
𝜌w(X (1)

2𝜏 − X (1)
𝜏

) and thus

Y2𝜏 = Y2𝜏− + 𝜌w
(

X (2)
2𝜏− − X (2)

𝜏

)
= (1 − 𝜌)U1B1(1 + 𝜌w)U1(1−B1)X (1)

𝜏

+ (1 + 𝜌w)(X (2)
2𝜏− − X (2)

𝜏

),

• if Y2𝜏− > M then the system is replaced.

After i inspections without replacement, by induction, one can deduce ∀t ∈ [i𝜏, (i + 1)𝜏)

Yt = Yi𝜏 +
(

X (i+1)
t − X (i+1)

i𝜏

)
,

and if we denote i = ⌊t∕𝜏⌋, then we get

Yt =
i∑

j=1
(1 − 𝜌)UjBj (1 + 𝜌w)Uj(1−Bj)

(
X (j)

j𝜏 − X (j)
(j−1)𝜏

)
+ X (i+1)

t − X (i+1)
i𝜏 .

Finally, degradation at inspection time is

Y(i+1)𝜏 = Yi𝜏 +
i+1∑
j=1
(1 − 𝜌)UjBj(1 + 𝜌w)Uj(1−Bj)

(
X (j)

j𝜏 − X (j)
(j−1)𝜏

)
. (2)

2.3 Maintenance cost evaluation

As mentioned before, the unit inspection, preventive, CM, unavailability costs are denoted by CI , CP, CC, and Cu
respectively. At time t, the total maintenance cost is given as follows:

C(t) = CI

[ t
𝜏

]
+ CP

[t∕𝜏]∑
i=1

1L≤Yi𝜏−<M + CC

[t∕𝜏]∑
i=1

1Yi𝜏−≥M + Cu

[t∕𝜏]∑
i=1
(Tf − i𝜏)1Yi𝜏−≥M,i𝜏≤Tf≤(i+1)𝜏 ,

where Tf is the failure time

Tf = inf{t > 0, Yt ≥ M},

with the probability density function fTf .
Since after a CM the system is as good as new, applying the renewal theory, the long run average maintenance cost

can be obtained on a renewal cycle where the length is defined by T (the period between two corrective replacements)

T = min{ti > 0, Yti ≥ M, ∀i ∈ N}.

However, this formulation is very difficult since a random number of imperfect maintenance is carried out in each renewal
cycle.
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6 CORSET et al.

To overcome this difficulty, one can calculate the long run average maintenance cost between two inspections if the
Markov renewal property of the maintained degradation process is satisfied. Let be [t−i−1, t

−
i ] the Markov renewal cycle.

Consider the Markov process describing the system state just before each maintenance action
(

Zi =
(

Yt−i , t
−
i

))
i∈N

. Let 𝜋
be the steady-state distribution of

(
Zi =

(
Yt−i , t

−
i

))
i∈N

, if it exists. The long run average maintenance cost can be derived
as follows:

lim
t→∞

C(t)
t
= E

𝜋
(C(𝜏))

E
𝜋
(𝜏)

=
CI + CPP

𝜋
(L ≤ Y

𝜏
− < M) + CCP

𝜋
(Y

𝜏
− ≥ M) + Cu ∫ ∫

𝜏

0 tfTf ,x (dt)𝜋(dz)
𝜏

, (3)

where E
𝜋

and P
𝜋

are the expectation and the probability under the steady-state distribution 𝜋 respectively and fTf ,x is the
probability density function associated to

Tf ,x = inf{t > 0,Xt+h > M|Xh = x},

with

fTf ,x (t) =
𝜕P(Tf ,x ≤ t)

𝜕t
,

where

P(Tf ,x > t) = P(Xt < M|X0 = x) = Γ(a(t), (M − x)b)
Γ(a(t))

,

With respect to the steady-state distribution 𝜋, the corrective and PM the probability during a Markov renewal cycle are
as follows:

P
𝜋
(L ≤ Y

𝜏
− < M) =

∫

M

L ∫[0,M]×R+
fa(𝜏+t)−a(t),b(dy − x)𝜋(dx, dt),

P
𝜋
(Y

𝜏
− ≥ M) =

∫

L

0 ∫[M,+∞[×R+
fa(𝜏+t)−a(t),b(dy − x)𝜋(dx, dt).

The distribution 𝜋 is obtained by numerical iterations and the integrals are calculated by Monte Carlo simulations.

2.4 Stationary distribution of the maintained system

Let be q the transition density of the Markov process (Zi = (Yt−i , t
−
i ))i∈N, for t = t−i and s = t−i−1

q(B, t, x, s) = P(Yt ∈ B|Ys = x) =
∫B

fa(t)−a(s),b(y − x)1x<Ldy + p
∫B

fa(t)−a(s),b(y − (1 − 𝜌)x)1L≤x<Mdy

+ (1 − p)
∫B

fa(t)−a(s),b(y − (1 + 𝜌w)x)1L≤x<Mdy +
∫B

fa(𝜏),b(y)1x>Mdy, (4)

where fa,b is the density function of gamma distribution with shape parameter a and scale parameter b defined in equation
(1).

For the non-homogeneous case, as explained in References 48 and 49, under some specific hypotheses the process
will be K-ergodic or ergodic and therefore an asymptotic regularity behavior can be considered and a distribution can be
derived. However, as it is not possible to give a generalization in the non-homogeneous case, in this article only the cost
calculations steps for the homogeneous case where 𝛽 = 1 are discussed. In this case, the stationary distribution does not
depend on time, let us denote 𝜋 the stationary distribution which is the solution of:

�̃�(⋅) =
∫[0,L]

q(⋅, x) �̃�(dx). (5)
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CORSET et al. 7

Therefore,

�̃�(dy) =
∫

min(L,y)

0
�̃�(dx)f

𝛼𝜏,b(dy − x)) + p
∫

min

( y
1 − 𝜌

,M

)

min

( y
1 − 𝜌

,L

) �̃�(dx)f
𝛼𝜏,b(dy − (1 − 𝜌)x)

+ (1 − p)
∫

min

( y
1 + 𝜌w

,M

)

min

( y
1 + 𝜌w

,L

) �̃�(dx)f
𝛼𝜏,b(dy − (1 + 𝜌w)x) + f

𝛼𝜏,b(y)
∫

+∞

M
�̃�(dx). (6)

The fixed-point iteration algorithm can be used to solve the Equation (6) by considering that 𝜋(x) is the solution of 𝜋
𝜏
(y) =

g(𝜋
𝜏
(y)), where g is a continuous function. Considering the initialization w1(x) = x exp(−x) the algorithm leads to the

following approximation for all y at iteration k,

wk(y) =
∫

min(L,y)

0
wk−1(x)f𝛼𝜏,b(y − x) dx + f

𝛼𝜏,b(y)
∫

+∞

M
wk−1(x) dx

+ p
∫

min

( y
1 − 𝜌

,M

)

min

( y
1 − 𝜌

,L

) wk−1(x)f𝛼𝜏,b(y − (1 − 𝜌)x) dx + (1 − p)
∫

min

( y
1 + 𝜌w

,M

)

min

( y
1 + 𝜌w

,L

) wk−1(x)f𝛼𝜏,b(y − (1 + 𝜌w)x) dx. (7)

The stationary distribution given above cannot be solve analytically and a numerical has to be used to solve the integral
equations.

3 STATISTICAL INFERENCE

Consider that data is available on a maintained system according to the maintenance policy defined in the previous
section. It is supposed that in the available data the type of maintenance action (PM or CM) and the inspection times are
known, the types of PM (imperfect PM and worse PM), the maintenance efficiencies and the degradation parameters are
unknown. This section considers the estimation of both degradation parameters 𝛼, 𝛽, and b and maintenance parame-
ters 𝜌 and 𝜌w which correspond respectively to the imperfect and worse maintenance and p the probability that a PM is
imperfect. The inspection interval 𝜏 is supposed to be known. It is supposed that the system is observed just before per-
forming a maintenance action and the degradation level after a PM is not observed. Which means, for the inference, the
observations are Yt−0 = 0,Yt−1 ,Yt−2 ,Yt−3 , … ,Yt−n with ti = i𝜏 for any i ∈ {0, … ,n}.

3.1 Likelihood function

The system is observed at times ti = i𝜏 for i ∈ {0, … ,n}. Let be y0 = 0 and y1, … , yn the observed degradation levels
corresponding to Yt−1 , … ,Yt−n . Recall that, after a CM, the system both degradation level and age are reset to zero. Let be
N the number of CM performed between 0 and n𝜏 and denote by ti1 , … , tiN the CM times.

As it is underlined in Reference 24, the corrective replacement leads to consider a modified time scale (s1, … , sn)
defined as follows:

• if N = 0 (no CM is performed on the observed time span), si = ti for all i ∈ {0, … ,n},
• if N ⩾ 1, ∀k ∈ {0, … ,N},∀i ∈ {ik, … , ik+1}, si = ti − tik .

Therefore, the random variable ΔYi = Yt−i − Yt+i−1
, for any i ∈ {1, … ,n}, follows a gamma distribution with shape

parameter

Δai = a(si) − a(si−1) = 𝛼
(

s𝛽i − s𝛽i−1

)
= 𝛼

N∑
k=0

{
(ti − tik )

𝛽 − (ti−1 − tik )
𝛽

}
Iik⩽i⩽ik+1 ,
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8 CORSET et al.

and scale parameter b. One shall denote by fΔai,b, the probability density function of ΔYi. Moreover, these increments are
independent. It is important to highlight that only yi, the realization of Yt−i , is observed and Yt+i−1

is not observed but it can
be derived by Yt−i−1

as follows:

• if Yt−i−1
⩽ L, no maintenance action is performed and thus, thanks to the stochastic continuity of the gamma process,

we have P[Yt+i−1
= Yt−i−1

] = 1 and hence Yt+i−1
≈ Yt−i−1

,
• if L ⩽ Yt−i−1

⩽ M, an imperfect maintenance action is performed, which could reduce the degradation level with prob-
ability p or increase the degradation level with probability 1 − p. Thus, similarly as above, we can write that Yt+i−1

≈
(1 − 𝜌)Yt−i−1

with probability p and Yt+i−1
≈ (1 + 𝜌w)Yt−i−1

with probability 1 − p,
• if Yt−i−1

⩾ M, a perfect maintenance action is performed and thus the system restart as a new one, so that Yt+i−1
= 0.

Therefore, the likelihood function L can be derived by the latter and the independence of increments as follows:

L(𝛼, 𝛽, b, 𝜌, 𝜌w, p; s0, y0, s1, y1, … , sn, yn) =
n∏

i=1
fΔai,b(yi − (1 − 𝜌i−1)yi−1),

where 𝜌i−1 is the maintenance efficiency. This efficiency is considered to be a random distributed according to a mixture
of two Dirac mass and a discrete random variable as follows:

𝜌i−1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 if yi−1 ⩽ L,

𝜌 if L ⩽ yi−1 ⩽ M with probability p,

𝜌w if L ⩽ yi−1 ⩽ M with probability 1 − p,

1 if yi−1 ⩾ M.

Denote by ΔP
i = IYt−i

⩾M the indicator of perfect maintenance. Hence,

Yt−i+1
− (1 − ΔP

i )(1 − 𝜌)
UiBi(1 + 𝜌w)Ui(1−Bi)Yt−i ∼ (a(ti+1) − a(ti), b).

As Bi are not observed, and based on the above remarks and notations, the complete likelihood function L can be written
as follows:

L(𝛼, 𝛽, b, 𝜌, 𝜌w, p; s0, y0, s1, y1, … , sn, yn) =
n∏

i=1
fΔai,b

(
yt−i − (1 − Δ

P
i−1)(1 − 𝜌)

ui−1bi−1(1 + 𝜌w)ui−1(1−bi−1)yt−i−1

)
,

where Yt−0 = Δ
P
0 = u0 = b0 = 0 and fΔai,b is the probability density function of the gamma distribution with shape

parameter Δai and scale parameter b.
In order to estimate the six parameters, denoted 𝜃 = (𝛼, 𝛽, b, 𝜌, 𝜌w, p), we will write the complete likelihood function

associated to the observations from sampling scheme considered here. As (b1, … , bn−1) are not observed, we apply the
expectation-maximization algorithm, described in the next section.

3.2 EM algorithm

For i = 2, … ,n, we denote p̃i = P(Bi−1 = 1|Yi,i−1, 𝜃
(k)), the probability that the (i − 1)th PM is efficient. We denote

i−1 = {Y1, … ,Yi−1,U1, … ,Ui−1,B1, … ,Bi−2}, the past of the process at time ti−1. We can write down the expectation
of conditional log-likelihood (with u0 = 0 and y0 = 0), denoted 𝓁, as follows:

𝓁 =
n∑

i=1
Δai log(b) − log(Γ(Δai)) +

n∑
i=1

ui−1=0

(Δai − 1) log
(

yi − (1 − ΔP
i−1)yi−1

)
− b

n∑
i=1

ui−1=0

(yi − (1 − ΔP
i−1)yi−1)
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CORSET et al. 9

+
n∑

i=2
ui−1=1

p̃i(Δai − 1) log
(

yi − (1 − ΔP
i−1)(1 − 𝜌)yi−1

)
+

n∑
i=2

ui−1=1

(1 − p̃i)(Δai − 1) log
(

yi − (1 − ΔP
i−1)(1 + 𝜌w)yi−1

)

− b
n∑

i=2
ui−1=1

p̃i
(

yi − (1 − ΔP
i−1)(1 − 𝜌)yi−1

)
− b

n∑
i=2

ui−1=1

(1 − p̃i)
(

yi − (1 − ΔP
i−1)(1 + 𝜌w)yi−1

)
,

where Γ(.) is the gamma function.
We propose the following adaptation of EM algorithm:

• We maximize𝓁with respect to (𝛼, 𝛽, b) by keeping only the observations yi, such that ui−1 = 0 (the first line of equation).
The solution is denoted (�̂�, ̂𝛽, ̂b).

• Thus, we maximize 𝓁 with respect to 𝜌 by keeping only the observations yi such that ui−1 = 1 and yi < yi−1, which
ensures that the previous maintenance was effective. The solution is denoted �̂�.

• Finally, we apply the EM algorithm for 𝜌w and p.

At each step of the EM algorithm, we need to compute the p̃i for i = 2, … ,n such that ui−1 = 1

p̃i = P
(

Bi−1 = 1|Yi,i−1, 𝜃
(k))

= P(Yi|Bi−1 = 1,i−1, 𝜃
(k))P(Bi−1 = 1|i−1, 𝜃

(k))
P(Yi|Bi−1 = 1,i−1, 𝜃(k))P(Bi−1 = 1|i−1, 𝜃(k)) + P(Yi|Bi−1 = 0,i−1, 𝜃(k))P(Bi−1 = 0|i−1, 𝜃(k))

=
p(k)P(Yi|Bi−1 = 1,i−1, 𝜃

(k))
p(k)P(Yi|Bi−1 = 1,i−1, 𝜃(k)) + (1 − p(k))P(Yi|Bi−1 = 0,i−1, 𝜃(k))

=
p(k)fΔai,b

(
yi − (1 − ΔP

i−1)(1 − 𝜌)yi−1
)

p(k)fΔai,b
(

yi − (1 − ΔP
i−1)(1 − 𝜌)yi−1

)
+ (1 − p(k))fΔai,b

(
yi − (1 − ΔP

i−1)(1 + 𝜌w)yi−1
) ,

where 𝜃(k) = (𝜌(k)w , p(k)) is the current value of parameter at step k and fΔai,b is the probability density function of the gamma
distribution:

fa,b(x) =
ba

Γ(a)
xa−1e−bx1x≥0.

We update the estimation of parameters as follows:

p(k+1) =

∑n
i=2

ui−1=1
p̃i∑n

i=2
ui−1=1

1
,

and 𝜌(k+1)
w is the solution of the maximization of 𝓁.

Note that at the end of EM algorithm, we have some estimations of p̃i, and we can identify a posteriori the worse CM
for instance when p̃i is less than a fixed threshold.

4 NUMERICAL IMPLEMENTATION

In this section, we implement simulations with different cases: homogeneous and non-homogeneous gamma processes
(convex and concave cases), from practical cases (see the survey of van Noortwijk50):

• Homogeneous case: corrosion of reinforcement (𝛽 = 1 ),
• Convex case: sulphate attack (𝛽 = 2),
• Concave case: diffusion-controlled ageing (𝛽 = 0.5), creep (𝛽 = 1∕8) or scour-hole depth (𝛽 = 0.4).
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10 CORSET et al.

F I G U R E 1 Trajectories of the system under maintenance operations: Homogeneous gamma process a(t) = t (top left),
non-homogeneous a(t) = 2 ⋅ t0.8 (top right) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom). The blue line is the preventive threshold and the red
points are the worse than old maintenance action times.

In addition, we consider cases where imperfect CM is little or very effective (𝜌 ∈ {0.2, 0.5, 0.8}) and worse maintenance
is little or very harmful (𝜌w ∈ {0.1, 0.3, 0.5, 0.7}), while varying the proportion of harmful maintenance (p ∈ {0.5, 0.7, 0.9})
and the number of inspections (n ∈ {50, 100, 500}).

In Figure 1, examples of trajectory for n = 50 observations of a maintained system is illustrated. The blue line is the
preventive threshold and the red line the corrective threshold. The worse maintenance cases are perceivable by red points
when the PM does not reduce the degradation level. The red trajectory is the path of the initial degradation without AGAN
maintenance (corrective). The three cases of homogeneous, and non-homogeneous with convex shape function and a
non-homogeneous with concave shape function are considered, with b = 1. For the homogeneous case it is supposed
that a(t) = t, for the convex non-homogeneous case it is supposed that a(t) = 2t1.2 and for the concave non-homogeneous
case it is supposed that a(t) = 2t0.8. The maintenance parameters used for the illustration are as follows 𝜌 = 0.8, 𝜌w = 0.1,
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CORSET et al. 11

F I G U R E 2 Histogram for �̂� for different 𝜌w and 𝜌w = 0.1 (left) 𝜌w ≥ 0.5 (right) for different models homogeneous gamma process
a(t) = t (top), non-homogeneous a(t) = 2 ⋅ t0.8 (center) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom).

 15264025, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/asm

b.2849 by C
ochrane France, W

iley O
nline L

ibrary on [16/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



12 CORSET et al.

F I G U R E 3 Histogram for ̂b for different 𝜌w 𝜌w = 0.1 (left) 𝜌w ≥ 0.5 (right) for different models homogeneous gamma process a(t) = t
(top), non-homogeneous a(t) = 2 ⋅ t0.8 (center) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom).
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CORSET et al. 13

F I G U R E 4 Histogram for ̂𝛽 for different 𝜌w and 𝜌w = 0.1 (left) 𝜌w ≥ 0.5 (right) for different models homogeneous gamma process
a(t) = t (top), non-homogeneous a(t) = 2 ⋅ t0.8 (center) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom).
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14 CORSET et al.

F I G U R E 5 Histogram for �̂� for different 𝜌w and 𝜌w = 0.1 (left) 𝜌w ≥ 0.5 (right) for different models homogeneous gamma process
a(t) = t (top), non-homogeneous a(t) = 2 ⋅ t0.8 (center) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom).
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CORSET et al. 15

F I G U R E 6 Histogram for �̂�w for different 𝜌w and 𝜌w = 0.1 (left) 𝜌w ≥ 0.5 (right) for different models homogeneous gamma process
a(t) = t (top), non-homogeneous a(t) = 2 ⋅ t0.8 (center) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom).
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16 CORSET et al.

F I G U R E 7 Histogram for p̂ for different 𝜌w and 𝜌w = 0.1 (left) 𝜌w ≥ 0.5 (right) for different models homogeneous gamma process
a(t) = t (top), non-homogeneous a(t) = 2 ⋅ t0.8 (center) non-homogeneous a(t) = 2 ⋅ t1.2 (bottom).
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CORSET et al. 17

T A B L E 1 The mean square error associated to the estimation of 𝛼 considering different n, 𝜌w.

Convex Homogeneous Concave

n 50 100 500 50 100 500 50 100 500

𝝆w

0.1 0.19 0.07 0.01 0.49 0.20 0.02 0.5 0.32 0.04

0.5 0.31 0.12 0.01 0.23 0.10 0.01 0.017 0.12 0.31

T A B L E 2 The mean square error associated to the estimation of 𝛽 considering different n, 𝜌w.

Convex Homogeneous Concave

n 50 100 500 50 100 500 50 100 500

𝝆w

0.1 0.004 0.003 0.0004 0.16 0.05 0.008 0.018 0.009 0.001

0.5 0.005 0.002 0.0003 0.01 0.007 0.001 0.01 0.009 0.001

T A B L E 3 The mean square error associated to the estimation of b considering different n, 𝜌w.

Convex Homogeneous Concave

n 50 100 500 50 100 500 50 100 500

𝝆w

0.1 0.13 0.04 0.007 0.16 0.05 0.008 0.1 0.04 0.007

0.5 0.12 0.03 0.006 0.13 0.04 0.007 0.09 0.04 0.005

T A B L E 4 The mean square error associated to the estimation of 𝜌 considering different n, 𝜌w.

Convex Homogeneous Concave

n 50 100 500 50 100 500 50 100 500

𝝆w

0.1 0.002 0.001 0.0002 0.001 0.0002 0.00001 0.0007 0.0001 0

0.5 0.002 0.001 0.0002 0.001 0.0004 0.00002 0.003 0.0002 0

T A B L E 5 The mean square error associated to the estimation of 𝜌w considering different n, 𝜌w.

Convex Homogeneous Concave

n 50 100 500 50 100 500 50 100 500

𝝆w

0.1 7.01 1.46 0.02 21.7 24.6 19.2 16.08 16.21 16.36

0.5 0.06 0.04 0.003 0.02 0.003 0.0001 0.004 0.001 0.00001

p = 0.9. It can be easily noticed that for the convex non-homogeneous case, the corrective and PM actions are more
often and therefore more worse than old maintenance is applied. In the concave non-homogeneous case the CM scarcely
happen (no corrective action is occurred in the Figure 1 top right) and the number of preventive actions is less than the
convex non-homogeneous case. In the homogeneous case corrective actions occur but the number of preventive actions
are similar to the case of concave non-homogeneous case. Indeed, by varying the parameters and the observation horizon
(data size n) the behavior changes but the three cases differ in similar proportions.

In Figures 2–7, the histogram of the parameters estimate are depicted for n = 500 observations. The left columns
concern the estimations considering 𝜌w = 0.1 and the right columns concern the estimations considering 𝜌w ≥ 0.5. It can
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18 CORSET et al.

T A B L E 6 The mean square error associated to the estimation of p considering different n, 𝜌w, and p.

Convex Homogeneous Concave

n 50 100 500 50 100 500 50 100 500

(𝝆w,p)

(0.1, 0.5) 0.98 0.99 0.99 0.86 0.86 0.85 0.45 0.21 0.01

(0.1, 0.7) 0.18 0.18 0.18 0.15 0.15 0.15 0.01 0.06 0.0

(0.1, 0.9) 0.01 0.01 0.01 0.01 0.01 0.01 0.004 0.008 0.0005

(0.3, 0.9) 0.006 0.008 0.006 0.007 0.009 0.006 0.003 0.006 0.0005

(0.5, 0.9) 0.01 0.01 0.003 0.008 0.003 0.0007 0.007 0.002 0.0005

be noticed that for 𝜌w ≥ 0.5 all the estimates have a satisfying behavior. Even if the estimations are very sensitive to 𝜌w, for
n = 500, the gamma process parameters estimate seems to give reasonable results. However, the estimations of 𝜌, 𝜌w and
p are very poor when 𝜌w = 0.1 especially for the non-homogeneous-convex and homogeneous cases. A more extensive
analysis of the results is proposed in Tables 1–6 where the relative mean square error of the estimates is given for different
observation size n and different worse than old maintenance parameter.

In sum, the following analysis can be derived from numerical implementations:

• The estimation with n = 500 and 𝜌w > 0.1 is very efficient. In this case the data size is large and the effect of the worse
than old maintenance can be distinguished more precisely to estimate maintenance parameters, right hand side of
Tables 1–6.

• For gamma process parameters only the data size influences the estimation quality since the unknown parameters are
estimated with data before reaching the maintenance threshold, refer to Figures 2–4 and Tables 1–3.

• For all the parameters, the estimation behavior is satisfactory even if the MSE increases when n = 50, refer to Tables 1–5.
• For the non-homogeneous concave case, the estimation is overall more efficient than the other cases. Indeed, in this

case due to the slow degradation, the maintenance actions are less often and after exceeding the preventive threshold
it is much easier to distinguish the maintenance effect, refer to Figures 1, 7, 6 and Tables 4–6.

• The homogeneous and non-homogeneous convex cases are very sensitive to 𝜌w and p. With a very small 𝜌w the esti-
mation method cannot distinguish between the two maintenance actions and it considers nearly all the maintenance
actions as imperfect maintenance. Which leads to a very poor estimation of 𝜌w and considering p = 1, refer to Figures 7
and 6.

• The estimation of p depends on values of the couple (𝜌w, p) more than just 𝜌w or p.

5 CONCLUSION

In this article, the condition-based of a gradually deteriorating system is considered. The degradation is modeled by a
gamma process and the PM are considered as imperfect or worse than old. The CM is as good as new. After deriving
the long run average maintenance cost, the parameter estimation by maximum likelihood is considered. The deteriora-
tion maintenance parameters are estimated by an EM algorithm since the effect of the maintenance is unknown. The
estimation results show very good performances for a large observation horizon and non-negligible worse than better
maintenance. A sensitivity analysis to different parameters is carried out. The next step is to use the estimation results
through the cost calculation and measure the impact of the estimation errors on the decision making and losses. Other
optimization procedures can be used in the EM-algorithm and compared to the procedure under consideration.

This study opens avenue to new perspectives. First, prior information can be considered on maintenance parame-
ters since some prior knowledge on the maintenance team, quality and equipment can be available. In this framework,
Bayesian estimation can be carried out to estimate the maintenance parameters. In this context, dealing efficiently with
hyper-parameters will be a challenging study. Afterward, the impact of the estimation uncertainty on the optimal mainte-
nance average cost and parameters could be studied. This latter is essential for a risk-informed decision making. Another
possible extension will be to consider that only the deterioration level after inspection is available (saved as historical
data). In this case, a different strategy should be derived for parameter estimation.
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