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ABSTRACT: We study the ability of large-scale circulation models to reproduce extreme temperature events. To this end, we use a statistical clustering technique, Latent Dirichlet Allocation (LDA) to characterize sea-level pressure data over the north-Atlantic region. From the ERA5 reanalysis dataset, the method extracts a basis of interpretable objects at synoptic scale, that we call “motifs”. Pressure data can be projected onto this basis, yielding motif weights that contain local information about the large-scale atmospheric circulation. We first examine how the weights statistics can be used to characterize extreme events in reanalysis data. We then compare the weights obtained from reanalysis data with those obtained from runs from four CMIP6 models. This allows us to quantify errors on each localized circulation pattern and identify model-agnostic and model-specific errors. On average, large-scale circulation is well predicted by all models, but model errors are increased for extreme events such as heatwaves and cold spells. A significant source of error was found to be associated with Mediterranean motifs for all models in all cases. Each model run can be characterized by a dynamic error associated with the global circulation pattern and a thermodynamic error associated with the predicted temperature. In the general case, this two-dimensional characterization is sufficient to discriminate between models. This remains possible in the cold spell case despite higher internal model variability, while all models perform similarly on heatwaves. The detailed characterization provided by LDA analysis is therefore well suited for model preselection for the study of extreme events.
1. Introduction

Heatwaves and cold spells both cause significant public health and safety risks (Weilnhammer et al. (2021)), as well as infrastructure damage (Añel et al. (2017)). They are generally defined as temperature events significantly higher or below average over a period of at least several days. Studies have shown that both the number and the duration of heatwaves in the European region have increased by up to 15% since pre-industrial times (Frich et al. (2002), Alexander et al. (2006)). Examples of severe heatwaves include the European heatwave of 2003 (Fink et al. (2004)), or that of 2018 (McCarthy et al. (2019)). Both events have caused tens of thousands of deaths. While cold spell frequency and intensity have decreased since pre-industrial times (Seneviratne et al. (2021)), they still represent a hazard (López-Bueno et al. (2021)). For instance, we can cite the cold spell of 2017 over the Balkans (Anagnostopoulou et al. (2017)), which had consequent socio-economic impacts. In addition, when occurring during spring, cold spells can have a devastating impact on the development of plants and cause major losses of agricultural yields (Papagiannaki et al. (2014)). One such example is the cold spell of April 2021 described in Vautard et al. (2023b).

Heatwaves and cold spells produce anomalies reaching up to ± 15°C for several consecutive days. This implies that these events cannot be due to local thermodynamic drivers alone. They are explained in large part by changes in atmospheric circulation patterns (Rousi et al. (2022)), namely the ensemble of cyclones and anticyclones affecting a certain region at a given time. Cyclones and anticyclones advect warm or cold air from polar to tropical latitude and vice-versa through the mechanism of baroclinic instability (Wallace and Hobbs (2006)). With the temperature difference between pole and equator reaching up to 60 degrees, cyclones and anticyclones can advect warm and cold air and trigger heatwaves or cold spells. These cyclones and anticyclones evolve most of the time from west to east, because they are embedded in the jet stream. Sporadically, the jet stream creates large meanders that trap cyclones and anticyclones in the same position for several days (Krishnamurti (1961)). This phenomenon, called blocking, can cause persistence of warm or cold conditions in the same areas and trigger heatwave and cold spells (Faranda et al. (2016); Lupo (2021)). Conditions of atmospheric circulation patterns that can cause extreme temperature events are often referred to as their dynamic drivers (Chan et al. (2022)). Simulating the large excursions from the mean temperature responsible for hot and cold prolonged periods in Europe is crucial to understand, anticipate and mitigate the impacts of heatwaves and cold spells. Global
and regional climate models are extensively used for this purpose both in present, past and future climate conditions (Eyring et al. (2016)).

However, models still face severe limitations in performing this task. According to the Coupled Model Intercomparison Project (CMIP, Meehl et al. (2000)), the statistical properties of extreme events are reasonably well captured by the models, but challenges persist in reproducing their frequencies and intensities, as well as in capturing local specificities (Kharin et al. (2013), Li et al. (2021)). For example, Vautard et al. (2023a) show that models underestimate the trend of evolution of heatwaves, and Jeong et al. (2021) show that models still underestimate the frequency of cold spells. Models are still unable to accurately reproduce the behavior of the atmosphere and ocean. In particular, they tend to underestimate the warming induced by climate change (van Oldenborgh et al. (2009)), and still contain inaccuracies that affect local circulation patterns (Scaife et al. (2010)), including those linked with extreme heat (D’Andrea et al.), and extreme cold (Davini and D’Andrea (2020)). Despite these biases compared to reality, models have made significant progress over the years. There have been increases in grid resolution, reaching a resolution as high as 1 km in regional models (Lucas-Picher et al. (2021)). Tuning techniques have been developed to reduce biases, such as regarding arctic sea ice cover extent, or the amplitude of Atlantic Meridional Overturning Circulation (Mignot et al. (2021)). Such improvements of the models have resulted in an increased ability to represent observed circulation patterns (Rodrigues et al. (2018)). To assess the advances and the remaining challenges, it is necessary to develop evaluation methodologies that give a comprehensive and accurate measure of a model’s ability to capture extremes and their drivers.

Regarding dynamic drivers, it is difficult to study directly atmospheric patterns, owning to their high dimensionality. Several methods attempt to produce a reduced-order representation of the atmospheric circulation. One option is to categorize circulation fields into a set of weather regimes, large-scale quasi-stable states of atmospheric circulation (as first introduced in Rex (1950)). Regimes are effective to describe persistent weather patterns (such as in Vautard (1990)). This is useful to the study of extreme events, since some weather patterns, such as the above-mentioned blockings, can induce extreme events such as cold spells or heatwaves. However, by construction, weather regimes are not localized in space (Michelangeli et al. (1995)). They combine various atmospheric structures that are local, such as, for example, cyclones or anticyclones, into
large-scale atmospheric states. This loses the locality and the ability to differentiate between the components. They also typically exist at a time scale too large to define individual extreme events. Another technique is to use climate indices. Climate indices are one-dimensional variables that characterize the state of large-scale patterns, typically oscillations in oceanic circulation patterns that have a large influence over the global and regional climate (Stenseth et al. (2003)). They condense information into a parameter that can be directly studied, and its correlation with all kinds of observables and events measured (de Freitas and Grigorieva (2017)). This is especially useful to study oceanic oscillations, for example (Hanley et al. (2003)). However, since climate indices aggregate a lot of data in a single variable, relevant information about the underlying circulation can be missing.

In this study, we show that a technique introduced in Fery et al. (2022) can provide new insight on the atmospheric circulation of extreme weather events and give both local and global quantitative measures of the performance of climate models. The technique relies on a statistical learning tool known as Latent Dirichlet Allocation (LDA) (Blei et al. (2003)). Originally developed for text analysis, it has shown promise in capturing latent structures within complex datasets outside of natural language processing, such as in fluid mechanics (Frihat et al. (2021)), or environmental sciences (Valle et al. (2018)). In Fery et al. (2022), application of the LDA method to NCEP/NCAR sea-level pressure (SLP) maps led to the identification of latent variables, or “motifs”. Those motifs consist of synoptic objects, spatially localized pressure anomalies of the scale of 1000 km. Each map can be represented by a weighted combination of motifs. By monitoring the temporal evolution of the weights, they identified trends in impacts-defined extreme events.

In this paper, we show that LDA decomposition can be a useful tool to evaluate the performance of climate models, and in particular to quantify their ability to reproduce extreme temperature events. The paper is organized as follows. In section 2, we present the datasets to be analysed and our methods of analysis. In section 3, motifs extracted from the ERA5 SLP dataset are used to study the synoptic configuration of hot and cold temperature extremes occurring in France. A comparison between the reanalysis and climate models using this synoptic representation is reported in section 4. An evaluation of the climate models is carried out in section 5, based on the joint analysis of the synoptic representation error and the average temperature discrepancy. A conclusion is given in section 6.
2. Methods

a. Climate data

We choose the reanalysis dataset ERA5 (Hersbach et al. (2020)) as the ground truth to train LDA on and compare the models to. Our variable of study is the sea-level pressure (SLP), which contains the synoptic information relevant to a meteorological study, specifically the positions and extents of cyclones and anticyclones. An alternative for these properties would be 500 hPa geopotential height (z500). However, in ERA5 reanalysis data, z500 is computed from SLP rather than simulated directly. The data is converted into anomalies by removing the seasonal cycle, computed for each date as the average of all days corresponding to that date.

We chose to evaluate general circulation models, because they represent the physical detail of the atmospheric circulation. At time of writing, the CMIP6 project contains the state of the art in general circulation models. We select four CMIP6 models for which a high number of runs is available: IPSL-CM6A-LR (33 runs) (Boucher et al. (2020)), MIROC6 (50 runs) (Tatebe et al. (2019)), ACCESS-ESM1.5 (29 runs) (Ziehn et al. (2020)), and CanESM5 (25 runs) (Swart et al. (2019)).

b. Extreme event definition

Among extreme weather events, we study specifically cold spells and heatwaves. It is generally agreed upon that these terms refer to periods of temperatures significantly higher or below average for at least several days. However, any definition more precise is somewhat arbitrary, and there is no general consensus on a specific definition. A definition can be based on socio-economic impacts, on physical indicators, or the events can be automatically categorized through machine learning methods trained on data categorized by hand (such as in Liu et al. (2016)).

Since we are interested in evaluating model dynamics, while Fery et al. (2022) uses a definition based on impacts, we prefer to use a physics-based definition. In particular, we define a cold spell (resp. heatwave) as at least 3 consecutive days with average daily temperature below the 0.03 quantile (resp. beyond the 0.97 quantile) of average temperatures over the studied period, from 1950 to 2021. Extreme events are defined for specific regions by considering the average temperatures over that region. To illustrate the method, we will consider cold spells and heatwaves
occurring in France. The results for five other countries, Italy, Spain, Poland, Germany and the UK, are available in supplemental material.

c. Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is an unsupervised statistical learning method originally devised in the field of natural language processing (Blei et al. (2003)). Its purpose is to extract, from a corpus of written documents, a set of latent variables called “topics” that describe their content. Documents are treated under the “bag of words” hypothesis, which assumes that the ordering of words in documents is irrelevant. A document is defined only by its counts of words belonging to a given vocabulary.

The number of topics $K$ is a hyperparameter of the method, equivalent to a number of clusters. The topics are characterized by their distributions over the vocabulary. These are multinomial distributions parameterized by $\beta$, with components $\beta_k, k \in [1, K]$ each defining the distribution associated to the topic of index $k$.

LDA is a soft clustering technique: each of the $D$ documents in the corpus is associated with a distribution over the topics. This distribution, denoted $c$, is a multinomial distribution drawn from a Dirichlet distribution of parameter $\alpha$.

Given the parameters $\alpha$ and $\beta$, LDA assumes that each document $d$ of the corpus has been generated as follows:

- A total number of word positions $N$ in the document $d$ is drawn from a Poisson distribution.

- A topic composition $c(d)$ is drawn for the document $d$ (see Fig. 1) from a Dirichlet distribution of parameter $\alpha$.

- For each word position $n$ in the document:
  - a topic index $z_{d,n}$ is drawn from $c(d)$.
  - a word $w_{d,n}$ is drawn from the word-topic distribution $\beta_{z_{d,n}}$.

The generative process is summarized in Fig. 2.
The joint distribution of all observable and hidden variables, knowing the parameters \( \alpha \) and \( \beta \), is:

\[
p((w_{d,n})_{d \in [1,D], n \in [1,N]} | \alpha, \beta) = \prod_{d=1}^{D} \int_c p(c(d)|\alpha) \prod_{n=1}^{N} \sum_{z_{d,n}=1}^{K} p(z_{d,n}|c(d)) p(w_{d,n}|z_{d,n}, \beta) dc(d) \tag{1}
\]

with \( c(d) \) drawn from the Dirichlet distribution of parameter \( \alpha \):

\[
p(c(d)|\alpha) = \frac{1}{B(\alpha)} \prod_{k=1}^{K} c_k(d)^{\alpha_k-1}, \quad B(\alpha) = \frac{\prod_{k=1}^{K} \Gamma(\alpha_k)}{\Gamma(\sum_{k=1}^{K} \alpha_k)} \tag{2}
\]

\( z_{d,n} \) drawn from the multinomial distribution \( c(d) \):

\[
p(z_{d,n} = k|c(d)) = c_k(d) \tag{3}
\]

\( w_{d,n} \) drawn from the multinomial distribution \( \beta_{z} \):

\[
p(w_{d,n} = i|z_{d,n}, \beta) = \beta_{z_{d,n},i} \tag{4}
\]

Fig. 1. Example representation of the space of possible topic compositions, on which we define the Dirichlet probability distribution parameterized by \( \alpha \).
This method is applied to datasets of bidimensional climate variables maps where each spatial map is reinterpreted as a document. Grid points, or cells, are reinterpreted as the words, with the list of cells taking the role of the vocabulary. Field values at each cell are reinterpreted as word counts. In this case, the cell-topics distributions $\beta_k$ are defined over space and are called “motifs”. Since the climate variable values are interpreted by LDA as word counts, they have to be digitized and made non-negative. The real variable maps are therefore separated into two channels, one for positive and one for negative values. This is equivalent to doubling the grid size over which the maps are defined. The reader is referred for more details to Fery et al. (2022).

Analysis of a corpus of documents with LDA consists in examining the posterior distribution of the topics $\beta$, topic proportions $c$, and topic assignments $z$. These are determined via a variational Bayes approach aiming to maximize the evidence lower bound, which is related to the likelihood of the observed data. An additional assumption of this approach is that the $\beta_k$ are assumed to be drawn from a Dirichlet prior of parameter $\eta$. The Dirichlet parameters $\alpha$ and $\eta$ respectively ensure the sparsity of the document-topic and the topic-word distributions: there are generally few topics in each document, and each topic is characterized by high occurrences of a few vocabulary words.
This sparsity property makes LDA particularly suited to provide models and decompositions that can be interpreted easily. For more information, see Hoffman et al. (2010).

For a given set of $D$ maps, LDA returns motif distributions over grid cells $(\beta_k)_{k \in [1,K]}$, as well as the map compositions $(c_k(d))_{d \in [1,D], k \in [1,K]}$, where $c_k(d)$ denotes the weight of motif $k$ in map $d$, such that $\forall d \in [1,D]$, $\sum_{k=1}^{K} c_k(d) = 1$. The motif weights $c(d)$ are always positive, unlike other decompositions such as Principal Component Analysis. The set of distributions $(\beta_k)_{k \in [1,K]}$ can be considered as a basis of motifs. Any map $P$ defined on the grid (but not necessarily part of the original set) can be represented in this basis by its $K$-dimensional motif composition $c(P)$. Different sets of maps can thus be compared efficiently through examination of their motif compositions. In practice, numerical implementation of LDA is carried out with the python module Gensim (Řehůřek and Sojka (2010)).

d. Application of LDA

We apply LDA to ERA5 SLP data from the north-Atlantic region between 22.5° and 70° latitude and 80° and 50° longitude. Although higher resolutions are available, we used a spatial resolution of 1° as it was found to be sufficient to contain all relevant information about circulation patterns on the synoptic scale while maintaining manageable computation times. Our resolution is 48 points in latitude, 130 points in longitude, and we have two channels for positive and negative values. Therefore, the total number of values per map, noted $N$, is 12480. The temporal correlation time of synoptic circulation patterns is approximately 5 days. The full dataset (which will be referred to as general data) consists of daily averaged SLP anomaly fields from 1950 to 2021. The number of motifs was set to $K = 28$, as previous work (Fery et al. (2022)) showed, using a methodology from the field of dynamic systems (Faranda et al. (2017)), that this was the average local dimension of the SLP anomaly data.

These 28 motifs are shown in Fig. 3 and sorted by their average weights in decreasing order. To make discussion easier, names based on their signs and geographical locations were assigned to the motifs. Several motifs in the basis are approximate opposites of one another, such as Labrador high (1) and Labrador low (17), or Genoa low (25) and Mediterranean anticyclone (18). The resulting basis is similar to the one obtained in Fery et al. (2022), which was obtained for different reanalysis datasets at a lower resolution (NCEP/NCAR). Most of the motifs have recognizable equivalents.
Fig. 3. The basis of 28 motifs learned by LDA from ERA5 SLP anomaly fields. Each motif is defined as a probability distribution over space, with positive and negative channels. The names were given based on sign and geographical location.

from one basis to the other, although some geographical locations may occasionally differ by a few hundred kilometers. Motifs can be seen to be analogous to localized synoptic objects of a given sign, such as cyclones and anticyclones. Therefore, motif weights in a SLP anomaly map directly measure the contribution of the relevant synoptic objects.

LDA offers the possibility of reconstructing maps from a motif composition. The reconstruction of map $P$, noted $P^*$, is obtained based on equation (5).
\[ P^* = \|P\|_1 \sum_{k=1}^{K} c_k(P) \beta_k \]  

where:

- \( \beta_k \) is the spatial distribution associated with motif \( k \).
- \( c_k(P) \) is the weight of the \( k \)-th motif in the weight vector associated with the pressure map \( P \).
- \( \|P\|_1 = \sum_{i=1}^{N} |P_i| \) is the \( \ell_1 \) norm of map \( P \) over all \( N \) grid cells. This term is a renormalization factor, allowing for direct comparison with physical fields.

In this article, we reconstruct the average compositions of cold spells and heatwaves maps in a given model. In this case, \( c_k(P) \) is replaced with \( \langle\langle c_k(P)\rangle\rangle \), where \( \langle\langle . \rangle\rangle \) designates a conditional average over maps corresponding to the extreme event, and \( \|P\|_1 \) is replaced with \( \|\langle\langle P\rangle\rangle\|_1 \).

3. Synoptic configuration of extreme events

We first use the decomposition into synoptic objects given by LDA to identify the atmospheric circulation patterns associated with cold spells and heatwaves. The patterns associated with extreme temperatures events in one country are expected to differ from those that would cause such events in another. As mentioned above, we focus our study on extreme temperature events occurring in France. The average synoptic configuration of reanalysis fields corresponding to cold spells (resp. heatwaves) is represented and compared to the average configuration of all reanalysis data in Fig. 4. Uncertainties are estimated by a resampling method called bootstrapping: many alternative sets of cold spell (resp. heatwave) days are generated by randomly sampling with replacements from the original cold spell (resp. heat wave) data. The average motif weights in these datasets are computed, and the 0.05 and 0.95 quantiles weights for each motif are used as lower and upper errors. We found that statistical convergence was reached with 500 datasets, with quantiles chosen to have a 90% confidence interval.

The synoptic configuration of extreme events is different from the average configuration of the general data. Cold spell circulation is dominated by northern anticyclones such as Greenland high, Scandinavian anticyclone and UK high, with more than 6% weights each. Correspondingly, the
low pressure objects over those regions have less than half the weights they have in the general data. Genoa low is also a key motif in French cold spells, being the fourth most represented motif. Its opposite, the Mediterranean anticyclone, also has during cold spells half the weights it has in general. Heatwave circulation is dominated by a smaller set of high-weights motifs, mainly consisting of Scandinavian anticyclone, and central European high. The UK high is also more prevalent during heatwaves than in general. Both types of extremes are associated with an above-average weights of Scandinavian anticyclone and of UK high.

4. Evaluation of model representation

a. Robustness of the basis

We first establish that a unique basis can be used to compare models with reanalysis data. Fig. 5 shows the correlation matrix between the reanalysis data basis and that obtained from a run from a IPSL-CM6A-LR model, which are respectively associated with cell-motif distributions $\beta$ and $\beta'$. 

The correlation matrix is obtained as follows: All fields are set to the same 1° resolution by linear interpolation. For each matrix entry, the Pearson correlation coefficient $\rho_{kl}$ between between motif
Fig. 5. Spatial correlation between the motifs of the bases obtained by applying LDA on ERA5 (vertical) and on IPSL-CM6A-LR run 1 (horizontal). The order of the motifs has been adjusted to put the highest correlations on the diagonal.

$k$ of basis $\beta$ and motif $l$ of basis $\beta'$ is computed as shown in equation (6).

$$
\rho_{kl} = \frac{(\beta_k - \bar{\beta}_k)(\beta'_l - \bar{\beta}'_l)}{\sqrt{(\beta_k - \bar{\beta}_k)^2} \sqrt{(\beta'_l - \bar{\beta}'_l)^2}}
$$

(6)

where $\bar{\cdot}$ designates the spatial average.

Motifs were reordered in order to give the same rank in the bases to the motifs with the highest correlation. For the case considered, 22 out of 28 motifs have a clear equivalent in the other basis with correlation of at least 0.7 (other choices of models gave similar results). Based on these results, we consider that the motif basis learned from ERA5 is relevant to represent all model data.

**b. General data case**

We project each run of the four models onto the motif basis learned from ERA5, then average the resulting synoptic configuration of the fields over each run. We first consider all fields in the
datasets. For each run, the relative difference between the $K$ motif weights in the model and that in the reanalysis is computed following equation (7).

$$\forall k \in [1, K], E_k = \frac{\langle c_k(P^m,r) \rangle - \langle c_k(P) \rangle}{\langle c_k(P) \rangle}$$  \hspace{1cm} (7)$$

where $P$ corresponds to reanalysis maps, $P^m,r$ corresponds to maps from run $r$ of model $m$, and $\langle \cdot \rangle$ designates the average over all maps in the dataset (model run or reanalysis). For each model, the statistics of the error computed for each model run are shown in Figure 6, using box plots. The mean weight of the motifs in the reanalysis data is also indicated for comparison.

![Graph showing relative error on average motif weight between models and ERA5 reanalysis. The box edges correspond to 1st and 3rd quartiles. The black line is the median. The whiskers extend to the furthest datapoint, up to 1.5 times the difference between the 1st and 3rd quartiles. Datapoints beyond the whiskers are represented as colorless circles.](image)

Fig. 6. Top: Relative error on average motif weight between models and ERA5 reanalysis. The box edges correspond to 1st and 3rd quartiles. The black line is the median. The whiskers extend to the furthest datapoint, up to 1.5 times the difference between the 1st and 3rd quartiles. Datapoints beyond the whiskers are represented as colorless circles. Bottom: average motif weight in the synoptic configuration of ERA5 fields.

The median relative errors, materialized by the black lines within the boxes, are relatively small. In particular, the error is less than 15% for the eight most prevalent motifs in the reanalysis. Overall, models represent well the reanalysis synoptic configuration. Relative errors made by
IPSL-CM6A-LR, MIROC6 and ACCESS-ESM1.5, which have resolutions of respectively 38×53, 34×92, and 39×69 are all below 20%. We note that the largest error (25%) is observed for CanESM5, which has a resolution of 17×46. It is possible that these larger errors could be due to its coarser resolution. Moreover, the inner variability of the models (corresponding to the width of the boxes) is typically much smaller than the error (in 96 cases out of the 112 (87.5%), the model’s internal variability is lower than its bias). This shows that all runs make similar predictions and also indicates the presence of a bias inherent to each model.

In addition, the motifs associated with the largest relative errors tend to be the same from one model to another. A multimodel ensemble mean would therefore not eliminate these biases. The largest errors are made on motifs located on the Mediterranean region. The Cyprus low and Mediterranean anticyclone motifs are over-represented in all runs of all four models. Every model run also over-represents Genoa low and under-represents UK high and low. Finally, the Scandinavian anticyclone is the fourth most prevalent motif in the reanalysis, with an average weight of more than 4% yet all models but ACCESS-ESM1.5 systematically under-represent it. These similarities in the model errors suggest that the origin of the errors could be common to all models.

c. Model representation of cold spells

We study how models capture the circulation patterns of extreme events. For this part, we focus on cold spells occurring in France. The datasets are filtered following the definition proposed in section 2.

The fields corresponding to the real and the reconstructed averages are represented in Fig. 7. The real average is obtained by taking a conditional average over all daily fields associated with a cold spell. The reconstructed average is obtained from the average motif compositions of the daily fields included in the conditional average, using equation (5). To identify the most significant motifs associated with each model, the two most prevalent cyclonic and the two most prevalent anticyclonic motifs in each case are annotated on the figure.

The overall synoptic structure associated with French cold spells consists of an anticyclonic structure in the north and a cyclonic structure in the south, with a corridor between the two slanted northeast-southwest, passing through the middle of France. For all models, the real average
![Image of a chart showing the average motif composition of cold spells in France according to different models.](image)

**Fig. 7.** Top line: Reconstruction of the average motif composition of cold spells in France according to different models (columns). The two cyclones and the two anticyclones with highest average weights in each case are annotated. Bottom line: Average SLP field for cold spells in France according to different models (columns).

is generally similar to its reconstructed average, which shows that LDA captures the synoptic information contained in the real fields.

The model average fields are also in good agreement with those of ERA5. They have the same two most prevalent cyclones as ERA5, Cyprus low and Genoa low, and reproduce motif 8, UK high, as a dominant motif. However some discrepancies are present: all models underestimate the westward extent of the anticyclonic structure over the Atlantic. Only MIROC6 captures the fact that Greenland high (motif 3) is more prevalent than Scandinavian anticyclone (motif 4), though as seen in section 3, Greenland high and Scandinavian anticyclone are both relevant for French cold spells (near 8% weights). In addition, on CanESM5, Genoa low is too intense, and the cyclonic structure sees no extension to the west of the Mediterranean sea.

For a more detailed analysis, we show for each motif the relative errors in weights between the reanalyses and the models in the case of cold spells occurring in France, in Fig. 8. The biases are significantly higher for the cold extremes than for the general case. The variability among the runs of each models is also higher than for the general case. The five most prevalent reanalysis motifs during French cold spells are UK high, Greenland high, Scandinavian anticyclone, Genoa low, Central European high. Most of these motifs are correctly represented by the models. The significantly higher weights of UK high and Genoa low during cold spells are well captured by all models with an error within the internal variability of all four models. Central European high is also well represented by all models except by ACCESS-ESM1-5 which overestimates it by 25%. The weight of Scandinavian anticyclone high is well captured by IPSL-CM6A-LR and MIROC6,
Fig. 8. Top: Relative error on average motif weight between models and ERA5 reanalysis in the case of cold spells occurring in France. Bottom: average motif weight in the synoptic configuration of ERA5 fields, for cold spells and in the general case.

while it is overestimated by 25% by the two other models. All models make about 25% error on Greenland high. Higher errors are made on less relevant motifs where the reanalysis values are lower. The most over-represented motifs are Cyprus low and Mid-Atlantic high for all models except ACCESS-ESM1.5. We note that larger errors are generally observed for the lower resolution model CAN-ESM5.

d. Model representation of heatwaves

We now focus on heatwaves occurring in France. We represent the real and reconstructed average heatwave fields in Fig. 9, using the same methodology as in the previous section.

The SLP anomaly values are weaker than in the case of cold spells. This is because heatwaves are more varied in configuration, leading to average error values closer to zero. There are differences between the real and reconstructed fields. In ERA5 and all models, the anticyclonic structure over
Europe has a more crescent-like shape around the Atlantic cyclone, that changes into a arrow-like shape in the LDA reconstruction. Still, the overall structure consisting of anticyclones over northern and central Europe with a depression over the Atlantic is preserved by LDA reconstruction.

Models reproduce the overall structure of ERA5 circulation, with anticyclonic conditions on northern and central Europe and cyclones over the Atlantic. Models disagree, with ERA5 and each other, on the shape of those cyclones and the extent of the anticyclonic structure over northern Atlantic. The most prevalent anticyclones in the reanalysis are the Scandinavian anticyclone (motif 4) and the Central European high (motif 20). Only CanESM5 reproduces this property. For the other models, this leads to an anticyclonic structure that is weaker in the north for IPSL-CM6A-LR, in the south for MIROC6, and less intense overall for ACCESS-ESM1.5. The most prevalent cyclones are Siberian low (motif 12) and Mid-Atlantic low (motif 16). Only ACCESS-ESM1.5 reproduces this property.

For a more detailed analysis, we computed relative errors in motif weights between the reanalyses and the models for heatwaves occurring in France. They are shown in Fig. 10.

In the case of heatwaves too, model biases and internal variabilities are higher than in the general case. Which motifs are or are not relevant is generally well captured by the models. However, the most relevant motifs tend to be underpredicted by the models. All models except ACCESS-ESM1.5 under-represent by 20% on average the contribution of the most prevalent motif, which is the Scandinavian anticyclone. The second most prevalent motif, the central European high, is well represented by IPSL-CM6A-LR and CanESM5 but under-represented by about 20% by
MIROC6 and ACCESS-ESM1.5. UK high, the third most prevalent motif, is under-represented by 20% or more by almost all runs of all models. In general, motifs that have higher weights than in the general case tend to be under-represented (as for instance Quebec high and north Russian high), while motifs that have lower weights (UK low, Nova Scotia low, and Genoa low) are over-represented. This shows that models underestimate the changes in atmospheric circulation associated with heatwaves.

5. Global dynamic and thermodynamic error

a. General data case

LDA provides a decomposition of circulation patterns into motifs. Differences in motif weights provide a quantitative measure of model predictive ability in terms of dynamics. The dynamic error of run \( r \) of model \( m \), \( E_{P}^{m,r} \), is computed according to equation (8).
\[ E_{p}^{m,r} = \sum_{k=1}^{K} |\langle c_{k}(P^{m,r}) \rangle - \langle c_{k}(P) \rangle| \]  

(8)

The dynamic error can be used to evaluate models comparatively, and produce rankings. An important question is to determine whether evaluating models based on thermodynamic error, i.e. the temperature difference between models and reanalysis data, would yield similar results. For run \( r \) of model \( m \), the thermodynamic error is computed as shown in equation (9), with \( T \) denoting reanalysis temperature fields, and \( T^{m,r} \) those from run \( r \) of model \( m \).

\[ E_{T}^{m,r} = \langle T^{m,r} \rangle - \langle T \rangle \]  

(9)

Each model run is represented as a point in the error plane \((E_{p}^{m,r}, E_{T}^{m,r})\) shown in Fig. 11. In addition, we annotate for each run the index of the motif which contributes the most to the dynamic error. For each model, we show on the right of the figure the two motifs that appear most frequently as the largest contributor to the error of a run (the proportion of runs each motif corresponds to is indicated between parentheses) - except in the case of ACCESS-ESM1.5, where the largest contributor is always Cyprus low.

Although some overlap between the models would be observed if only one kind of error was considered, each model can be associated with a well-identified cluster in the 2-D error plane. MIROC6 is the model with the highest dynamic and thermodynamic error, but with the lowest thermodynamic variability. Unlike other models, it overpredicts the temperature. In contrast, the IPSL-CM6A-LR model has the highest thermodynamic variability for a relatively low error (similar to that of CanESM5), and it also corresponds to the lowest dynamic error. ACCESS-ESM1.5 has the lowest thermodynamic error for a relatively low dynamic error.

As mentioned earlier, each run is annotated with the index of the motif contributing the most to the dynamic error, which makes it possible to attribute the error to specific motifs and regions in space. Cyprus low (motif 10) is the least well represented motif for all or almost all runs of ACCESS-ESM1.5 and IPSL-CM6A-LR, as well as most runs of CanESM5. Another motif that is occasionally the least well represented in runs of CanESM5 and IPSL-CM6A-LR is Mediterranean anticyclone (motif 18), the opposite of Cyprus low. Both are eastern Mediterranean motifs.
We note that these motifs, which contribute the most to the error, are however not the most prevalent motifs. The associated relative error is therefore necessarily large. This confirms that the representation of the atmospheric circulation over the eastern Mediterranean region is a significant issue for all models, particularly for models IPSL-CM6A-LR, ACCESS-ESM1.5, and CanESM5. MIROC6 appears to differ from other models, as its error on the mean temperature is significantly higher, and its dynamic error is attributed to different motifs than other models, the Scandinavian low and Scandinavian anticyclone (motifs 2 and 4). This points to there being different sources of error between MIROC6 and the other models.

**b. Model representation of extreme events**

We now consider extreme temperature events and compute the dynamic and thermodynamic errors associated with heatwaves as well as cold spells. In that case, we eliminate the average bias, so as to only look at the component specific to extreme events. We therefore define the anomalous dynamic error $E_{p,ex}^{m,r}$ similarly for heatwaves and cold spells following equation (10).
\[ E_{P,ex}^{m,r} = \sum_{k=1}^{K} |\langle c_k(P^{m,r}) \rangle - \langle c_k(P) \rangle| - E_{P}^{m,r} \quad (10) \]

The anomalous thermodynamic error \( E_{T,ex}^{m,r} \) is defined for heatwaves and cold spells, for run \( r \) of model \( m \) following equation (11).

\[ E_{T,ex}^{m,r} = \langle \langle T^{m,r} \rangle \rangle - \langle \langle T \rangle \rangle - E_{T}^{m,r} \quad (11) \]

In subsequent figures, the dynamic and thermodynamic errors represented are only the anomalous errors defined above. The average errors studied in Fig. 11 are eliminated. However, we note that the general conclusions reported below did not change when these errors were taken into account.

Fig 12 shows model anomalous thermodynamic error against model anomalous dynamic error in the case of cold spells occurring in France.

Fig. 12. Run-average thermodynamic model error (average temperature difference with reanalysis) on cold spells in France, versus run-average dynamic model error (average motif weights difference with reanalysis) on same extremes. We eliminate the errors computed in the general case, so as to look only at errors specific to extreme events. The colored dots indicate the average of all runs of a model. Each number corresponds to the motif contributing the most to the error in a given run. The two most frequent such motifs for each model are displayed on the right.
Inner model variability is higher in the cold extreme case than in the full dataset case, both for
dynamic and thermodynamic error. There are three distinct clusters in error space, the differences
between them being bigger than internal model variabilities. The first cluster corresponds to model
CanESM5. It is the model with the highest dynamic error, and has a high thermodynamic error.
The second cluster corresponds to model ACCESS-ESM1.5. ACCESS-ESM1.5 has the highest
thermodynamic error, underpredicting the lowering of temperature due to cold spells by more than
1.5°C on average. Its dynamic error is comparable to that of MIROC6, and both are made in
majority on the same motif (Greenland high). The third cluster consists of two models, IPSL-
CM6A-LR and MIROC6. With the general bias removed, the temperature value from reanalysis
is within the internal variability of both these models. They are also associated with the lowest
dynamic error. This cluster appears to be closest to reanalysis. On average, IPSL-CM6A-LR has
a slightly lower dynamic error than MIROC6, but the difference is lower than internal variability.

Greenland high (motif 3) is the least well represented motif on more than 80% of MIROC6 and
ACCESS-ESM1.5 runs, as well as 45% of IPSL-CM6A-LR runs. However this does not signify
a major model error in the local atmospheric circulation, as the relative error is small, and the
significant contribution simply reflects the predominance of the motif in the composition of cold
spells. In contrast, for a majority of CanESM5 runs, as well as 24% of IPSL-CM6A-LR runs, the
largest contribution to the dynamic error is due to Cyprus low (motif 10). It is not a particularly
dominant motif, but one on which the model makes a significant relative error (75% on median,
see Fig. 8). Again this suggests a major flaw in the model representation of local circulation over
the Mediterranean.

In Fig. 13 we plot model anomalous thermodynamic error against model anomalous dynamic
error in the case of heatwaves occurring in France. The inner variability of the models for heatwaves
is similar to the cold spell case. However, both thermodynamic and dynamic biases associated
with the models are closer, so that in the 2-D error space, regions occupied by each model are
overlapping. All four models are associated with similar thermodynamic errors, between +1.0 and
+2.5°C - as these biases are all positive, they cannot be removed by use of a multimodel mean.

Still, some differences can be made between the models. CanESM5 has the lowest of both types
of error on average and IPSL-CM6A-LR the highest, but the differences are lower than model
Fig. 13. Run-average thermodynamic model error (average temperature difference with reanalysis) on heatwaves in France, versus run-average dynamic model error (average motif weights difference with reanalysis) on same extremes. We eliminate the errors computed in the general case, so as to look only at errors specific to extreme events. The colored dots indicate the run-average value. Each number corresponds to the motif contributing the most to the error in a given run. The two most frequent such motifs for each model are displayed on the right.

Internal variabilities. In addition, motifs that contribute the most to the error vary significantly more from run to run than for both general data and cold spells. In particular, no motif dominates the error in a majority of runs of any model, although some appear more often than others. Central European high (motif 20) appears most frequently as the most significant contributor to the error in runs of both MIROC6 and ACCESS-ESM1.5, while Scandinavian anticyclone (motif 4) makes the largest error contributions in multiple runs of IPSL-CM6A-LR, MIROC6 and CanESM5. However, we note that both Central European high and Scandinavian anticyclone are dominant motifs in heatwaves, so their presence does not reflect a significant relative motif error in the models. To sum up, all models appear to perform comparably for the representation of heat waves, and it seems difficult to identify specific error characteristics in the models.
6. Conclusion

In this paper, we use a statistical learning method called Latent Dirichlet Allocation (LDA) to study the circulation dynamics of ERA5 reanalysis data and CMIP6 general circulation models. Applied to sea-level pressure fields of the north-Atlantic region from ERA5 data, LDA yields a set of latent variables called “motifs” that are recognizable localized synoptic-scale meteorological objects, such as cyclones and anticyclones. By projecting daily sea-level pressure data onto this basis, we obtain the motif composition, which provides a sparse, low-dimensional representation of atmospheric circulation that can be physically interpreted as the associated synoptic configuration. We showed that synoptic configurations averaged over cold spells and heatwaves were both different from each other and from the average taken over the full data.

Using this reanalysis motif basis, we computed the synoptic configuration of runs from 4 different CMIP6 models. Evaluation of the models was based on comparing the statistics of model synoptic configurations with that of reanalysis ones. Differences between models and reanalysis could then be directly attributed to changes in the average weights of individual motifs. This local characterization of the circulation could help discriminate between model predictions, and also help identify the origin of model limitations. Generally speaking, a good agreement was found for general data, while discrepancies were larger for extreme events. In all cases, the largest source of model error was due to the circulation over the eastern Mediterranean region. Moreover, all models tended to underestimate the changes in atmospheric circulation associated with heat waves.

A global dynamic error, based on synoptic configuration differences with reanalysis, was compared with a thermodynamic error, based on the differences in average temperature. These two indicators were found to be sufficient to help discriminate between models when considering general data. Discriminating between models was still possible in the cold spell case, while models performed comparably on heatwaves. This method could therefore be used to determine whether specific models are best suited to the study of a given type of event. Characterization of the error is also relevant to knowing how to aggregate model data, and identifying the biases that can be eliminated this way.
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