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# LOCAL ZETA FUNCTIONS FOR A CLASS OF P-ADIC SYMMETRIC SPACES (II) 

PASCALE HARINCK AND HUBERT RUBENTHALER

## Part II: <br> Explicit functional equation for zeta functions attached to the minimal spherical principal series.


#### Abstract

In this paper we study the zeta functions associated to the minimal spherical principal series of representations for a class of reductive p-adic symmetric spaces, which are realized as open orbits of some prehomogeneous spaces. These symmetric spaces have been studied in the paper arXiv: 2003.05764. We prove that the zeta functions satisfy a functional equation which is given explicitly (see Theorem 4.3.9 and Theorem 4.4.5). Moreover, for a subclass of these spaces, we define $L$-functions and $\varepsilon$-factors associated to the representations.


AMS classification: 22E50, 11S40, 43A85, 22E35.
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## InTRODUCTION

In this second part we define and study the local zeta functions associated to spherical representations for the class of symmetric spaces introduced in the first part (see [8]).
Let us first describe, formally, the general setting where this paper takes place. Let $G$ be a connected reductive algebraic group over a p-adic local field $F$ of characteristic zero. Suppose we are given an irreducible regular prehomogeneous vector space $(G, V)$ defined over $F$ (see [15] for example) and denote by $\Delta_{0}$ the fundamental relative invariant. Then the dual representation $\left(G, V^{*}\right)$ is still a prehomogeneous vector space of the same type. We denote by $\Delta_{0}^{*}$ its fundamental relative invariant. Suppose, for sake of simplicity, only in this introduction, that $(G, V)$ has only one open orbit $\Omega$. Let $H$ be the isotropy subgroup of an element $I \in \Omega$. Moreover, suppose that $G / H \simeq \Omega$ is a symmetric space corresponding to an involution $\sigma$ of $G$.
Then the dual space $\left(G, V^{*}\right)$ has the same property. More precisely the open orbit $\Omega^{*} \subset V^{*}$ contains the element $I^{*}=\frac{d \Delta_{0}}{\Delta_{0}}(I)$ (see [15]) and the isotropy subgroup of $I^{*}$ is still $H$.
Consider now a minimal $\sigma$-split parabolic subgroup $P$ of $G$ (this means that $P$ and $\sigma(P)$ are opposite and that $P$ is minimal for this property). Again for sake of simplicity, we suppose that $P$ also has a unique open orbit in $V$. It is well known (see [1]) that if $\chi$ is a character of $L$ which is trivial on $L \cap H$, the induced representation $\pi_{\chi}=\operatorname{Ind}_{P}^{G}(\chi)$ is generically $H$-distinguished (or $H$-spherical). This means that for "almost all" characters $\chi$ the dual space $I_{\chi}^{*}$ of the space $I_{\chi}$ of $\pi_{\chi}$ contains a nonzero $H$-invariant vector $\xi$. Therefore if $w \in I_{\chi}$ the coefficient $\left\langle\pi_{\chi}^{*}(g) \xi, w\right\rangle$ is right $H$-invariant and hence can be considered as a function on $\Omega$ (or $\Omega^{*}$ ). The minimal spherical series for $G / H$ is the set of the representations $\pi_{\chi}$.
Let $\mathcal{S}(V)$ (respectively $\mathcal{S}\left(V^{*}\right)$ ) be the spaces of locally constant functions with compact support on $V$ (respectively $V^{*}$ ). Let also $d^{*} X$ (resp. $d^{*} Y$ ) be the $G$-invariant measure on $V$ (resp. $V^{*}$ ). For $\Phi \in \mathcal{S}(V)$ and $\Psi \in \mathcal{S}\left(V^{*}\right)$, and $s \in \mathbb{C}$, let us define (formally!) the following local zeta functions:

$$
\begin{aligned}
Z(\Phi, s, \xi, w) & =\int_{\Omega} \Phi(X)\left|\Delta_{0}(X)\right|^{s}\left\langle\pi_{\chi}^{*}(X) \xi, w\right\rangle d^{*} X \\
Z^{*}(\Psi, s, \xi, w) & =\int_{\Omega^{*}} \Psi(Y)\left|\Delta_{0}^{*}(Y)\right|^{s}\left\langle\pi_{\chi}^{*}(Y) \xi, w\right\rangle d^{*} Y
\end{aligned}
$$

It is expected that these zeta functions can be correctly defined (via absolute convergence and meromorphic continuation) and that they should verify a functional of the type:

$$
Z^{*}(\mathcal{F}(\Phi), m-s, \xi, w)=\gamma(s, \chi) Z(\Phi, s, \xi, w)
$$

where $\mathcal{F}: \mathcal{S}(V) \longrightarrow \mathcal{S}\left(V^{*}\right)$ is the Fourier transform, $m$ is a suitable "shift", and $\gamma(s, \chi)$ a meromorphic function.
The aim of this paper is to perform this program, including an explicit form of $\gamma(s, \chi)$ in terms of local Tate factors and Weil constants related to the Fourier transform of some quadratic characters. This is done even in the case where $G$ has several open orbits, each of it being a symmetric space, for a class of $p$-adic prehomogeneous vector spaces (which is essentially the class described in the first part ([8])). See Theorem 4.3.9 and 4.4.5 below.

Our results contain, as a particular case, the case of $G L_{n}(F) \times G L_{n}(F)$ acting on the space $M_{n}(F)$ of $n$ by $n$ matrices, which gives rise to the Godement-Jacquet zeta function for the principal minimal series for $G L_{n}(F)$.
Moreover, in the case where $G$ and $P$ have a unique open orbit in $V^{+}$, the space of $H$-invariant linear form on $I_{\chi}$ is 1-dimensional. In that case we define and prove the existence of $L$-functions which describe the poles of the zeta functions $Z(\Phi, s, \xi, w)$ and $Z^{*}(\Psi, s, \xi, w)$ for all $\Phi \in \mathcal{S}\left(V^{+}\right)$, $\Psi \in \mathcal{S}\left(V^{-}\right)$and $w \in I_{\chi}$. We define also the corresponding $\varepsilon$-factors. This generalizes the results of Godement-Jacquet for the principal minimal series for $G L_{n}(F)$. See Proposition 4.5.3 and Theorem 4.5.5 below.

Let us now describe briefly the content of the paper.

- In section 1 we re-define briefly the class of commutative prehomogeneous vector spaces we are interested in. These spaces are associated to 3-gradings of a reductive Lie algebra $\tilde{\mathfrak{g}}$ of the form

$$
\tilde{\mathfrak{g}}=V^{-} \oplus \mathfrak{g} \oplus V^{+}
$$

which satisfy some regularity and irreducibility conditions. The facts about this objects which are needed in the sequel are recalled from [8]. For technical reasons we also introduce a subgroup $\tilde{P}$ of the $\sigma$-split parabolic $P$ which will play an important role. The representations $\left(P, V^{ \pm}\right)$and $\left(\tilde{P}, V^{ \pm}\right)$ are prehomogeneous and the open orbits are described.

- Section 2 is devoted to fix some imported tools. First of all we define the Fourier transform $\mathcal{F}$ : $\mathcal{S}\left(V^{+}\right) \longrightarrow \mathcal{S}\left(V^{-}\right)$and prove that there exists a unique pair of measures on $V^{+} \times V^{-}$which are dual for $\mathcal{F}$ and verify some additional compatibility condition. We also define and study the so-called mean functions (see definition 2.3.4) which correspond, roughly speaking, to integration on an $\mathcal{N}$ orbit where $\mathcal{N}$ is the nilradical of a $\sigma$-split parabolic, non necessarily minimal. We also normalize the measures on various subspaces of $\mathfrak{g}$. These normalizations are necessary to compute precisely the factors in the final functional equations. In this section these normalizations are also needed to compute precisely the Weil constants corresponding to some quadratic forms occurring in the classification of the orbits (see Proposition 2.5.5).
- As said before the representations $\left(\tilde{P}, V^{ \pm}\right)$are prehomogeneous and regular. But there are several fundamental relative invariants named $\Delta_{0}, \Delta_{1}, \ldots, \Delta_{k}$. In this situation one can classically define zeta functions associated to this prehomogeneous space. Roughly speaking they are of the form $\mathcal{K}(f, s)=\int_{V^{+}} f(X)|\Delta(X)|^{s} d X$ where $f \in \mathcal{S}\left(V^{+}\right), s=\left(s_{0}, \ldots, s_{k}\right) \in \mathbb{C}^{k+1}$ and where $|\Delta(X)|^{s}=$ $\left|\Delta_{0}(X)\right|^{s_{0}} \ldots\left|\Delta_{k}(X)\right|^{s_{k}}$. See Definition 3.2.2. In such a situation it is known from the work of F . Sato ([15]) that there exists a functional equation if the prehomogeneous spaces satisfies a certain condition ( $A 2^{\prime}$ ). In section 3 we prove that the spaces $\left(\tilde{P}, V^{ \pm}\right)$satisfy this condition (Theorem 3.1.3) and compute explicitly the constants in the functional equation (Theorem 3.3.3).
- Section 4 contains the main results. The symmetric spaces $G / H_{i}(\mathrm{i}=1, \ldots, \mathrm{p})$ we consider are the open $G$-orbits in $V^{+}$. Let $\sigma_{i}$ be the corresponding involution of $G$. The key point here is the fact that the parabolic subgroup $P$ defined previously is minimal $\sigma_{i}$-split for all $\sigma_{i}$. Therefore these symmetric spaces have the same minimal spherical series.
The zeta functions associated to such representations are defined in 4.3.1 as integrals depending on several complex parameters $\mu_{j}$ and $z$. We prove that they are rational functions in the variables
$q^{ \pm \mu_{j}}, q^{ \pm z}$ ( $q$ is the residual characteristic), that they satisfy a functional equation which is explicitly computed (see Theorem 4.3.9). The main ingredient of the proofs is the work of P. Blanc and P. Delorme ([1]) and the close relation, via the Poisson kernel, between these zeta functions associated to representations and the zeta functions of the prehomogeneous space $\left(P, V^{+}\right)$studied in section 3. We also give a second version of the main Theorem, which modulo the introduction of a operator valued "gamma" factor, has a very simple form (see Theorem 4.4.5). Finally, in the case where $G$ and $P$ have a unique open orbit si $V^{+}$, we define and prove the existence of $L$-functions $\varepsilon$-factors associated to these representations (Proposition 4.5.3 and Theorem 4.5.5).

Acknowledgments. We would like to express our sincere thanks to Giuseppe Ancona, Jan Denef, Guy Rousseau, Marcus Slupinski who helped us, through discussions or mails, to improve greatly this paper.

## 1. A CLASS OF COMMUTATIVE PREHOMOGENEOUS VECTOR SPACES

### 1.1. Notations and preliminaries.

Let $F$ be a p-adic field of characteristic 0 , i.e. a finite extension of $\mathbb{Q}_{p}$. Moreover we will always suppose that the residue class field $\mathbf{k}$ has characteristic $\neq 2$ (non dyadic case) and we let $q$ denote the cardinal of $\mathbf{k}$.
Let $\mathscr{O}_{F}$ be the ring of integers of $F$ and denote by $\mathscr{O}_{F}^{*}$ the subgroup of units of $F^{*}$.
We fix a set of representatives $\{1, \varepsilon, \pi, \varepsilon \pi\}$ of $\mathscr{C}=F^{*} / F^{* 2}$, where $\varepsilon$ is a unit which is not a square in $F^{*}$ and $\pi$ is a uniformizer of $F$.

We will denote by $\bar{F}$ an algebraic closure of $F$. In the sequel, if $U$ is a $F$-vector space, we will set

$$
\bar{U}=U \otimes_{F} \bar{F}
$$

Definition 1.1.1. Throughout this paper, a reductive Lie algebra $\widetilde{\mathfrak{g}}$ over $F$ satisfying the following three hypothesis will be called a regular graded Lie algebra:
$\left(\mathbf{H}_{1}\right)$ There exists an element $H_{0} \in \widetilde{\mathfrak{g}}$ such that $\operatorname{ad} H_{0}$ defines a $\mathbb{Z}$-grading of the form

$$
\widetilde{\mathfrak{g}}=V^{-} \oplus \mathfrak{g} \oplus V^{+} \quad\left(V^{+} \neq\{0\}\right),
$$

where $\left[H_{0}, X\right]= \begin{cases}0 & \text { for } X \in \mathfrak{g} ; \\ 2 X & \text { for } X \in V^{+} ; \\ -2 X & \text { for } X \in V^{-} .\end{cases}$
(Therefore, in fact, $H_{0} \in \mathfrak{g}$ )
$\left(\mathbf{H}_{\mathbf{2}}\right)$ The (bracket) representation of $\mathfrak{g}$ on $\overline{V^{+}}$is irreducible. (In other words, the representation $\left(\mathfrak{g}, V^{+}\right)$is absolutely irreducible)
$\left(\mathbf{H}_{\mathbf{3}}\right)$ There exist $I^{+} \in V^{+}$and $I^{-} \in V^{-}$such that $\left\{I^{-}, H_{0}, I^{+}\right\}$is an $\mathfrak{s l}_{2}$-triple.

Let us first recall the structure results of such algebras which were obtained in [8] and used in the rest of the paper.

We fix a maximal split abelian Lie subalgebra $\mathfrak{a}$ of $\mathfrak{g}$ containing $H_{0}$. Then $\mathfrak{a}$ is also maximal split abelian in $\widetilde{\mathfrak{g}}$. We denote by $\widetilde{\Sigma}$ and $\Sigma$ the roots system of $(\widetilde{\mathfrak{g}}, \mathfrak{a})$ and $(\mathfrak{g}, \mathfrak{a})$ respectively.

Let $H_{\lambda}$ be the coroot of $\lambda \in \widetilde{\Sigma}$. For $\mu \in \mathfrak{a}^{*}$, we denote by $\widetilde{\mathfrak{g}}^{\mu}$ the subspace of weight $\mu$ of $\widetilde{\mathfrak{g}}$.
From Theorem 1.6.1, Proposition 1.7.7 and Theorem 1.8.1 in [8], we know that there exists a unique $k \in \mathbb{N}$ and a family of 2 by 2 strongly orthogonal roots $\lambda_{0}, \ldots, \lambda_{k}$ in $\widetilde{\Sigma}^{+} \backslash \Sigma$, unique modulo the action of the Weyl group of $\Sigma$, such that:
(S1) $H_{0}=H_{\lambda_{0}}+H_{\lambda_{1}}+\cdots+H_{\lambda_{k}}$,
(S2) If we set $\mathfrak{a}^{0}=\oplus_{j=0}^{k} F H_{\lambda_{j}}$ and if for $p, q \in \mathbb{Z}$, we define $E_{i, j}(p, q)$ to be the space of $X \in \widetilde{\mathfrak{g}}$ such that $\left[H_{\lambda_{s}}, X\right]=\left\{\begin{array}{ll}p X & \text { if } s=i ; \\ q X & \text { if } s=j ; \\ 0 & \text { if } s \notin\{i, j\} .\end{array}\right.$.
Then we have the following decompositions

$$
\text { (a) } \mathfrak{g}=\mathcal{Z}_{\mathfrak{g}}\left(\mathfrak{a}^{0}\right) \oplus\left(\oplus_{i \neq j} E_{i, j}(1,-1)\right) ;
$$

(b) $V^{+}=\left(\oplus_{j=0}^{k} \widetilde{\mathfrak{g}}^{\lambda_{j}}\right) \oplus\left(\oplus_{i<j} E_{i, j}(1,1)\right)$;
(c) $\quad V^{-}=\left(\oplus_{j=0}^{k} \tilde{\mathfrak{g}}^{-\lambda_{j}}\right) \oplus\left(\oplus_{i<j} E_{i, j}(-1,-1)\right)$.

In the rest of the paper, we fix such a family $\left(\lambda_{0}, \ldots, \lambda_{k}\right)$ of roots. The integer $k+1$ is called the rank of the graded Lie algebra $\tilde{\mathfrak{g}}$. From Proposition 1.9.3 in [8], we know that for $j=0, \ldots, k$, the spaces $\widetilde{\mathfrak{g}}^{\lambda_{j}}$ have the same dimension and also that for $i \neq j$, the spaces $E_{i, j}( \pm 1, \pm 1)$ have the same dimension.

Notation 1.1.2. In the rest of the paper we will use the following notations:

$$
\begin{aligned}
& \ell=\operatorname{dim} \widetilde{\mathfrak{g}}^{\lambda_{j}} \text { for } j=0, \ldots, k \\
& d=\operatorname{dim} E_{i, j}( \pm 1, \pm 1) \text { for } i \neq j \in\{0, \ldots, k\} \\
& e=\operatorname{dim} \tilde{\mathfrak{g}}^{\left(\lambda_{i}+\lambda_{j}\right) / 2} \text { for } i \neq j \in\{0, \ldots, k\}(e \text { may be equal to } 0) .
\end{aligned}
$$

From the classification of the simple graded Lie algebras ([8] §2.2), the integer $\ell$ is either the square of an integer, or equal to 3 and $e \in\{0,1,2,3,4\}$. Moreover $d-e$ is even.

Let $\mathfrak{k}$ be a reductive Lie algebra. Denote by $\operatorname{Aut}(\mathfrak{k})$ the group of automorphisms of $\mathfrak{k}$ and by $\operatorname{Aut}_{e}(\mathfrak{k})$ the subgroup of elementary automorphisms, that is the automorphisms which are finite products of $e^{\operatorname{ad} x}$, where $\operatorname{ad}(x)$ is nilpotent on $\mathfrak{k}$. Define

$$
\operatorname{Aut}_{0}(\mathfrak{k})=\operatorname{Aut}(\mathfrak{k}) \cap \operatorname{Aut}_{e}(\widetilde{\mathfrak{k}} \otimes \bar{F}) .
$$

Let $G=\mathcal{Z}_{\text {Aut }_{0}(\tilde{\mathfrak{g}})}\left(H_{0}\right)=\left\{g \in \operatorname{Aut}_{0}(\widetilde{\mathfrak{g}}), g \cdot H_{0}=H_{0}\right\}$ be the centralizer of $H_{0}$ in $\operatorname{Aut}_{0}(\widetilde{\mathfrak{g}})$.
From loc.cit., the group $G$ is the group of $F$-point of an algebraic group defined over $F$. Moreover, the Lie algebra of the group $G$ is $\mathfrak{g} \cap[\widetilde{\mathfrak{g}}, \tilde{\mathfrak{g}}]=[\mathfrak{g}, \mathfrak{g}]+\left[V^{-}, V^{+}\right]$.

We recall also that $\left(G, V^{+}\right)$is an absolutely irreducible prehomogeneous vector space, of commutative type, and regular. By ([8] Theorem 1.11.4), there exists on $V^{+}$a unique (up to scalar multiplication) relative invariant polynomial $\Delta_{0}$ which is absolutely irreducible (i.e. irreducible as a polynomial on $\overline{V^{+}}$. We denote by $\chi_{0}$ the character of $G$ associated to $\Delta_{0}$.

Similarly, $\left(G, V^{-}\right)$is a prehomogeneous vector space of the same type, whose absolutely irreducible polynomial relative invariant is denoted by $\nabla_{0}$. Its associated character is denoted by $\chi_{0}^{-}$.

We set

$$
\begin{equation*}
m=\frac{\operatorname{dim} V^{+}}{\operatorname{deg}\left(\Delta_{0}\right)} \tag{1.1}
\end{equation*}
$$

Let $d X$ (resp. $d Y$ ) be arbitrary Haar measures on $V^{+}$(resp. $V^{-}$). As we know from ([8], proof of Lemma 4.5.4) that $\operatorname{det} g_{V_{V^{+}}}=\chi_{0}(g)^{m}$ and $\operatorname{det} g_{V_{V^{-}}}=\chi_{0}(g)^{-m}$, it is worth noticing that

$$
\begin{equation*}
d^{*} X=\frac{d X}{\left|\Delta_{0}(X)\right|^{m}} \text { and } d^{*} Y=\frac{d Y}{\left|\nabla_{0}(Y)\right|^{m}} \tag{1.2}
\end{equation*}
$$

are $G$-invariant measures on $V^{+}$and $V^{-}$respectively.
In this article, we will always suppose that $\ell=1$, except in section 2 in which the results of §2.1, §2.2, §2.3 and §2.4 are valid without any condition on $\ell$. For $\ell=1$, we have $m=1+\frac{k d}{2}$.
According to ([8] §1.10), we fix a non degenerate extension $\widetilde{B}$ of the Killing form of $\{\widetilde{\mathfrak{g}}, \tilde{\mathfrak{g}}]$ to $\widetilde{\mathfrak{g}}$. We define the normalized Killing form by setting:

$$
\begin{equation*}
b(X, Y)=-\frac{k+1}{4 \operatorname{dim} V^{+}} \widetilde{B}(X, Y) \quad X \in, Y \in \tilde{\mathfrak{g}} . \tag{1.3}
\end{equation*}
$$

Let $X_{s} \in \tilde{\mathfrak{g}}^{\lambda_{s}}$ for $s=0, \ldots k$. For $i \neq j$ let us consider the quadratic form $q_{X_{i}, X_{j}}$ on $E_{i, j}(-1,-1)$ defined by

$$
\begin{equation*}
q_{X_{i}, X_{j}}(Y)=-\frac{1}{2} b\left(\left[X_{i}, Y\right],\left[X_{j}, Y\right]\right) . \tag{1.4}
\end{equation*}
$$

Definition 1.1.3. We fix $\mathfrak{s l}_{2}$-triples $\left\{Y_{s}, H_{\lambda_{s}}, X_{s}\right\}, s \in\{0, \ldots, k\}$, with $Y_{s} \in \tilde{\mathfrak{g}}^{-\lambda_{s}}$ and $X_{s} \in \tilde{\mathfrak{g}}^{\lambda_{s}}$ such that, for $i \neq j$, the quadratic forms $q_{X_{i}, X_{j}}$ are all $G$-equivalent (this means that there exists $g \in G$ such that $q_{X_{0}, X_{1}}=q_{X_{i}, X_{j}} \circ g$ ), and such that each of the forms $q_{X_{i}, X_{j}}$ represents 1 (i.e. there exists $u \in E_{i, j}(-1,-1)$ such that $q_{X_{i}, X_{j}}(u)=1$ ). The existence of such triples is given in ([8] Proposition 3.5.2). We set

$$
q_{e}:=q_{X_{0}, X_{1}}, \quad I^{+}=X_{0}+\ldots+X_{k}, \quad \text { et } \quad I^{-}=Y_{0}+\ldots Y_{k} .
$$

We normalize the polynomials $\Delta_{0}$ and $\nabla_{0}$ by setting $\Delta_{0}\left(I^{+}\right)=\nabla_{0}\left(I^{-}\right)=1$.
From Proposition 3.5.2 of [8] (and its proof) we know the following facts concerning $q_{e}$ :

- The quadratic form $q_{0}$ is hyperbolic of $\operatorname{rank} d=\operatorname{dim} E_{0,1}(-1,-1)$ (sum of $d / 2$ hyperbolic planes).
- If $e \neq 0$, the quadratic form $q_{e}$ is the sum of an anisotropic form $q_{a n, e}$ of rank $e$, which represents 1 , and of an hyperbolic form $q_{h y p, d-e}$ of rank $d-e$.
Setting $q_{a n, 0}=0$, we can write $q_{e}=q_{a n, e}+q_{h y p, d-e}$.
From Lemma 3.8.6 of [8], the form $q_{a n, 2}$ represents exactly two classes of squares. As 1 is represented, there exists another class of squares, say $-\alpha .\left(F^{*}\right)^{2}$ which is represented (here $-\alpha \notin\left(F^{*}\right)^{2}$ of course). - Suppose first that $\alpha \notin\left(F^{*}\right)^{2}$. Then the quadratic extension $E=F[\sqrt{\alpha}]$ of $F$ is such that $N_{E / F}\left(E^{*}\right)=\operatorname{Im}\left(q_{a n, 2}\right)^{*}$, where $N_{E / F}$ is the norm associated to $E$.
- If $\alpha \in\left(F^{*}\right)^{2}$. Then we are in the case where $-1 \notin\left(F^{*}\right)^{2}$ and $q_{a n, 2}$ represents the two classes 1 and -1 . In that case $q_{a n, 2} \simeq x^{2}+y^{2}$ because two anisotropic forms of rank 2 are equivalent if and only if they represent the same two classes of squares ([8] Lemma 3.8.6) and because -1 is the sum
of two squares ([11] Chapter VI, Corollary 2.6. p.154). In that case if we set $E=F[\sqrt{-1}]$, we have $N_{E / F}\left(E^{*}\right)=\operatorname{Im}\left(q_{a n, 2}\right)^{*}$.
Hence we have shown that there exists a quadratic extension $E=F[\xi]$ of $F$ (unique up to isomorphism) such that $N_{E / F}\left(E^{*}\right)=\operatorname{Im}\left(q_{a n, 2}\right)^{*}$.


## Definition 1.1.4.

Define $S_{e}=\left\{a \in F^{*}, a q_{e} \simeq q_{e}\right\}$. Then

$$
S_{e}=\left\{\begin{array}{cc}
F^{*} & \text { for } e=0 \text { or } 4 \\
F^{* 2} & \text { for } e=1 \text { or } 3 \\
N_{E / F}\left(E^{*}\right)=\operatorname{Im}\left(q_{\text {an, } e}\right)^{*} & \text { for } \quad e=2 .
\end{array}\right.
$$

We denote by $\mathscr{S}_{e}$ a set of representatives of $F^{*} / S_{e}$ in $F^{*} / F^{* 2}$.
As two hyperbolic forms of the same rank are always equivalent, we also have $S_{e}=\left\{a \in F^{*}, a q_{a n, e} \simeq\right.$ $\left.q_{a n, e}\right\}$.
The precise description of the $G$-orbits in $V^{+}$has been given in ([8] §3). The number of orbits depends on $e$ and, in some cases, on $k$ (cf. [8] Theorem 3.6.3). This is summarized as follows:
(1) If $e=0$ or 4 , the group $G$ has a unique open orbit in $V^{+}$,
(2) if $e \in\{1,2,3\}$, the number of open $G$-orbits in $V^{+}$depends on $e$ and on the parity of $k$ :
(a) if $e=2$ then $G$ has a unique open orbit in $V^{+}$if $k$ is even and 2 open orbits if $k$ is odd,
(b) if $e=1$ then $G$ has a unique open orbit in $V^{+}$if $k=0$, it has 4 open orbits if $k=1$, it has 2 open orbits if $k \geq 2$ is even, and 5 open orbits if $k \geq 2$ is odd .
(c) if $e=3$, then $G$ has 4 open orbits.

Let us denote by $\Omega^{ \pm}$the union of the open $G$-orbits $V^{ \pm}$. Then one has:

$$
\Omega^{+}=\left\{X \in V^{+} ; \Delta_{0}(X) \neq 0\right\} \quad \text { and } \quad \Omega^{-}=\left\{Y \in V^{-} ; \nabla_{0}(Y) \neq 0\right\} .
$$

If $X \in \Omega^{+}$, there exists a unique element $\iota(X) \in \Omega^{-}$such that $\left\{\iota(X), H_{0}, X\right\}$ is an $\mathfrak{s l} l_{2}$-triple.
From ([8] Remark after Definition 4.5.5), we know that the mapping $\iota: \Omega^{+} \rightarrow \Omega^{-}$is a $G$-equivariant isomorphism from $\Omega^{+}$on $\Omega^{-}$.

Definition 1.1.5. Let $\{y, h, x\}$ be a $\mathfrak{s l} l_{2}$-triple with $y \in V^{-}, h \in \mathfrak{a}$ and $x \in V^{+}$. For $t \in F^{*}$, we define the following elements of $G$ :

$$
\theta_{x}(t)=e^{t \mathrm{ad}_{\tilde{\mathfrak{g}}} x} e^{t^{-1} \operatorname{ad}_{\tilde{\mathfrak{g}}} y} e^{t \operatorname{ad}_{\tilde{\mathfrak{q}}} x} \quad \text { and } \quad h_{x}(t)=\theta_{x}(t) \theta_{x}(-1) .
$$

By ([4] Chap. VIII, §1, Proposition 6), $h_{x}(t)$ acts by $t^{n}$ on the weight space of weight $n$ under the action of $h$.
By ([8] Lemma 1.11.3), the element $h_{I^{+}}(\sqrt{t})$ belongs to $G$ (and even to the Levi subgroup $L$ defined below). It stabilizes $\mathfrak{g}$ and acts by $t . I d_{V^{+}}$on $V^{+}$. We set

$$
m_{t}=h_{I^{+}}(\sqrt{t}) .
$$

### 1.2. The subgroups $P$ and $\tilde{P}$ and their open orbits in $V^{+}$.

Set $\mathfrak{a}^{0}=\oplus_{j=0}^{k} F H_{\lambda_{j}}$. Consider the parabolic subgroup $P$ of $G$ defined as follows (see [8] §4.2):

$$
P=L N, \text { where } L=Z_{G}\left(\mathfrak{a}^{0}\right) \text { and } N=\exp \text { ad } \mathfrak{n}, \mathfrak{n}=\oplus_{0 \leq i<j \leq k} E_{i, j}(1,-1)
$$

The representations $\left(P, V^{+}\right)$and ( $P, V^{-}$) are prehomogeneous (see [8] Proposition 4.3.1). The corresponding sets of fundamental relative invariants are respectively denoted by $\Delta_{0}, \ldots, \Delta_{k}$ and $\nabla_{0}, \ldots, \nabla_{k}$. These polynomials are normalized by the conditions $\Delta_{j}\left(I^{+}\right)=\nabla_{j}\left(I^{-}\right)=1$ for $j=0, \ldots, k$. Let $\chi_{j}$ and $\chi_{j}^{-}$be the characters of $P$ associated respectively to $\Delta_{j}$ and $\nabla_{j}$ pour $j=0, \ldots, k$.

From ([8] Theorem 4.3.6 and Theorem 4.5.3), we know that the union $\mathcal{O}^{ \pm}$of the open $P$-orbits in $V^{ \pm}$ is given by

$$
\mathcal{O}^{+}=\left\{X \in V^{+} ; \Delta_{j}(X) \neq 0, j=0, \ldots, k\right\} \quad \text { and } \quad \mathcal{O}^{-}=\left\{Y \in V^{+} ; \nabla_{j}(Y) \neq 0, j=0, \ldots, k\right\}
$$

## Definition 1.2.1.

(1) As $\ell=1$ and as $L$ centralizes $\mathfrak{a}^{0}=\oplus_{j=0}^{k} F H_{\lambda_{j}}$, each element $l \in L$ acts by scalar multiplication on $X_{j}$ for $j=0, \ldots, k$. Define the character $x_{j}$ of $L$ by

$$
l . X_{j}=x_{j}(l) X_{j}, \quad l \in L
$$

(2) The subgroups $\tilde{L}$ and $\tilde{P}$ are defined by

$$
\tilde{L}=\left\{l \in L ; x_{j}(l) \in S_{e}, j=0, \ldots, k\right\}, \quad \tilde{P}=\tilde{L} N .
$$

## Remark 1.2.2.

Define the map $\mathcal{T}$ by

$$
\begin{aligned}
\mathcal{T}: L & \longrightarrow\left(F^{*}\right)^{k+1} \\
l & \longmapsto\left(x_{0}(l), \ldots, x_{k}(l)\right)
\end{aligned}
$$

From Theorem 3.8.8, Theorem 3.8.9 (1) and (2)(d), and Theorem 3.8.10 (1) and (2)(d) in [8] we can see that

$$
\operatorname{Im} \mathcal{T}=\cup_{x \in \mathscr{S}_{e}} x S_{e}^{k+1}
$$

In particular we have $\mathcal{T}(\tilde{L})=S_{e}^{k+1}$.
Definition 1.2.3. For $a=\left(a_{0}, \ldots, a_{k}\right) \in \mathscr{S}_{e}^{k+1}$, define the sets

$$
\mathcal{O}^{+}(a)=\left\{X \in V^{+} ; \Delta_{j}(X) a_{j} \ldots a_{k} \in S_{e}, \text { for } j=0, \ldots, k\right\},
$$

and

$$
\mathcal{O}^{-}(a)=\left\{Y \in V^{-} ; \nabla_{j}(Y) a_{0} \ldots a_{k-j} \in S_{e}, \text { for } j=0, \ldots, k\right\} .
$$

## Lemma 1.2.4.

Remember that $m_{x} \in L, x \in F^{*}$ is the element of $L$ whose action on $V^{+}$is the multiplication by $x$ (cf. Definition 1.1.5).

1) One has

$$
L=\cup_{x \in \mathscr{P}_{e}} m_{x} \tilde{L}
$$

2) The representations $\left(\tilde{P}, V^{ \pm}\right)$are prehomogeneous vector spaces which have the same sets of fundamental relative invariants as $\left(P, V^{ \pm}\right)$,
3) The open orbits of $\tilde{P}$ in $V^{+}$(resp. $V^{-}$) are the sets

$$
\mathcal{O}^{+}(a)=\tilde{P} \cdot I^{+}(a), \text { where } I^{+}(a)=a_{0} X_{0}+\ldots+a_{k} X_{k},
$$

(respectively $\mathcal{O}^{-}(a)=\tilde{P} . I^{-}(a)$, where $\left.I^{-}(a)=a_{0}^{-1} Y_{0}+\ldots+a_{k}^{-1} Y_{k}\right)$,
for $a=\left(a_{0}, \ldots, a_{k}\right) \in \mathscr{S}_{e}^{k+1}$.
Moreover, any open $P$-orbit in $V^{ \pm}$is given by $\cup_{x \in \mathscr{S}}^{e} m_{x} \mathcal{O}^{ \pm}(a)$ for $a=\left(a_{0}, \ldots, a_{k-1}, 1\right) \in \mathscr{S}_{e}^{k+1}$.

## Proof.

If $e=0$ or 4, we have $S_{e}=F^{*}$ and hence $\mathscr{S}_{e}=\{1\}$ and $P=\tilde{P}$. Then Theorem 4.3.6 and Theorem 4.5.3 in [8] imply the result.

Suppose now that $e \in\{1,2,3\}$. This implies $k \geq 1$.
Using Theorem 3.8.8, Theorem 3.8.9 (1) et (2)(d), and Theorem 3.8.10 (1) et (2)(d) in [8] , we know that two diagonal elements $a_{0} X_{0}+\ldots+a_{k} X_{k}$ and $b_{0} X_{0}+\ldots+b_{k} X_{k}$ are $L$-conjugated if and only if there exists $x \in \mathscr{S}_{e}$ such that $x a_{j} b_{j} \in S_{e}$ for all $j=0, \ldots, k$.
If $l \in L$, then $l . I^{+}=x_{0}(l) X_{0}+\ldots+x_{k}(l) X_{k}$. Hence there exists $x \in \mathscr{S}_{e}$ such that $x x_{j}(l) \in S_{e}$ for all $j=0, \ldots, k$. Therefore $m_{x} l \in \tilde{L}$, this proves assertion 1).

As $P / \tilde{P}$ is a finite group, assertion 2 ) is true.
Let us now show assertion 3). Let $a=\left(a_{0}, \ldots, a_{k}\right) \in \mathscr{S}_{e}^{k+1}$. From Theorem 4.3.2 in [8], we have for $l \in \tilde{L}$ and $n \in N$ :

$$
\Delta_{j}\left(l n .\left(a_{0} X_{0}+\ldots+a_{k} X_{k}\right)\right)=\prod_{s=j}^{k} x_{s}(l) a_{s} .
$$

As $x_{s}(l) \in S_{e}$ for $s=0, \ldots, k$, we obtain from the definition of $\mathcal{O}^{+}\left(a_{0}, \ldots, a_{k}\right)$ that $\tilde{P} .\left(a_{0} X_{0}+\ldots+\right.$ $\left.a_{k} X_{k}\right) \subset \mathcal{O}^{+}\left(a_{0}, \ldots, a_{k}\right)$.

Conversely, let $Z \in \mathcal{O}^{+}\left(a_{0}, \ldots, a_{k}\right)$. From Lemma 4.3.3 in [8], there exists $n \in N$ et $z_{0}, \ldots z_{k}$ in $F^{*}$ such that $n . Z=z_{0} X_{0}+\cdots+z_{k} X_{k}$. From the definition of $\mathcal{O}^{+}\left(a_{0}, \ldots, a_{k}\right)$ (and as $\left.F^{* 2} \subset S_{e}\right)$, there exist $\mu_{j} \in S_{e}$ such that $z_{j}=a_{j} \mu_{j}$ for $j=0, \ldots, k$.
From Remark 1.2.2 there exists $l \in \tilde{L}$ such that $x_{j}(l)=\mu_{j}^{-1}$ for $j=0, \ldots, k$. Then we have $\ln . Z=a_{0} X_{0}+\ldots+a_{k} X_{k}$ and hence

$$
\mathcal{O}^{+}\left(a_{0}, \ldots, a_{k}\right)=\tilde{P} . I^{+}(a) .
$$

The proof concerning the open $\tilde{P}$-orbits in $V^{-}$is similar. And the last assertion is a consequence of the description of the $P$-orbits in $V^{ \pm}$given in ([8] Theorem 4.3.6 and Theorem 4.5.3).

## 2. Mean functions and Weil formula

Except for the last section $\S 2.5$ which is only valid for $\ell=1$, the results of this paragraph are valid for any regular graded algebra (see Definition 1.1.1). Hence $\ell$ is either the square of an integer, or $\ell=3$ (Notation 1.1.2).

### 2.1. A class of parabolic subgroups.

Let us fix $p \in\{0, \ldots, k-1\}$ and define the following elements:

$$
I_{p, 1}^{+}=\sum_{i=0}^{p} X_{i}, \quad H_{0}^{p, 1}=\sum_{i=0}^{p} H_{\lambda_{i}}, \quad \text { and } \quad I_{p, 1}^{-}=\sum_{i=0}^{p} Y_{i},
$$

and

$$
I_{p, 2}^{+}=\sum_{i=p+1}^{k} X_{i}, \quad H_{0}^{p, 2}=\sum_{i=p+1}^{k} H_{\lambda_{i}}, \quad \text { and } \quad I_{p, 2}^{-}=\sum_{i=p+1}^{k} Y_{i} .
$$

Hence we have

$$
I^{+}=I_{p, 1}^{+}+I_{p, 2}^{+}, \quad H_{0}=H_{0}^{p, 1}+H_{0}^{p, 2}, \quad \text { and } \quad I^{-}=I_{p, 1}^{-}+I_{p, 2}^{-},
$$

and $\left\{I_{p, j}^{-}, H_{0}^{p, j}, I_{p, j}^{+}\right\}$is an $\mathfrak{s l}_{2}$-triple, for $j=1,2$.
For a fixed $p \in\{0,1, \ldots, k\}$ and $i, j \in \mathbb{Z}$ we define the following spaces:

$$
K_{p}(i, j)=\left\{X \in \mathfrak{g},\left[H_{0, p}^{1}, X\right]=i X,\left[H_{0, p}^{2}, X\right]=j X\right\} .
$$

The same way as in ([8] Theorem 1.8.1) one shows that $K_{p}(i, j) \neq\{0\} \Longrightarrow|i|+|j| \leq 2$. More precisely one obtains the following decompositions:

$$
\begin{aligned}
V^{-} & =K_{p}(-2,0) \oplus K_{p}(-1,-1) \oplus K_{p}(0,-2) \\
\mathfrak{g} & =K_{p}(1,-1) \oplus K_{p}(0,0) \oplus K_{p}(-1,1), \\
V^{+} & =K_{p}(2,0) \oplus K_{p}(1,1) \oplus K_{p}(0,2)
\end{aligned}
$$

Hence there are four new regular prehomogeneous vector spaces (corresponding to graded algebras) at hand. Namely $\left(K_{p}(0,0), K_{p}(2,0)\right),\left(K_{p}(0,0), K_{p}(0,2)\right),\left(K_{p}(0,0), K_{p}(-2,0)\right),\left(K_{p}(0,0), K_{p}(0,-2)\right)$. For further use we need to make explicit the fundamental relative invariants corresponding to these spaces.
The graded Lie algebra $\tilde{\mathfrak{l}}_{j}=\tilde{\mathfrak{g}}^{-\lambda_{j}} \oplus\left[\tilde{\mathfrak{g}}^{-\lambda_{j}}, \tilde{\mathfrak{g}}^{\lambda_{j}}\right] \oplus \tilde{\mathfrak{g}}^{\lambda_{j}}$ satisfies also the conditions of Definition 1.1.1. We denote by $\kappa$ the common degree of the corresponding relative invariants (see [8], section 1.13). More precisely $\kappa=\delta$ if $\ell=\delta^{2}$ and $\kappa=2$ if $\ell=3$.

## Definition 2.1.1.

Let $p=0, \ldots, k-1$. From the definition in ([8] §1.14 and §4.5) the fundamental relative invariant of $\left(K_{p}(0,0), K_{p}(0,2)\right)$ is $\Delta_{p+1}$ whose degree is $\kappa(k+1-(p+1))=\kappa(k-p)$. Similarly the fundamental relative invariant of $\left(K_{p}(0,0), K_{p}(-2,0)\right.$ is $\nabla_{k-p}$ whose degree is $\kappa(k+1-(k-p))=\kappa(p+1)$. We denote by $\widetilde{\Delta}_{k-p}$ the fundamental relative invariant of $\left(K_{p}(0,0), K_{p}(2,0)\right)$ whose degree is $\kappa(k+$ $1-(k-p))=\kappa(p+1)$.
We denote by $\widetilde{\nabla}_{p+1}$ the fundamental relative invariant of $\left(K_{p}(0,0), K_{p}(0,-2)\right)$ whose degree is $\kappa(k+$ $1-(p+1))=\kappa(k-p)$.
It is easy to see from the definitions that the polynomials $\widetilde{\Delta}_{p}(p=0, \ldots, k-1)$ are the fundamental relative invariants of the prehomogeneous vector space $\left(P^{-}, V^{+}\right)$where $P^{-}$is the parabolic subgroup opposite to $P$. Also the polynomials $\widetilde{\nabla}_{p}(p=0, \ldots, k-1)$ are the fundamental relative invariants of the prehomogeneous vector space $\left(P, V^{-}\right)$.

Lemma 2.1.2. The representations $\left(K_{p}(0,0), K_{p}(2,0)\right)$ and $\left(K_{p}(0,0), K_{p}(0,2)\right)$ are absolutely irreducible.

Proof. Recall that we denote by $\bar{F}$ the algebraic closure of $F$ and for any $F$-vector space $U$, we define

$$
\bar{U}=U \otimes_{F} \bar{F}
$$

The space $\overline{K_{p}(0,2)}$ contains the highest weight vector of $\overline{V^{+}}$(for the action of $\overline{\mathfrak{g}}$ ). Let $v_{1}$ be such a non zero vector. Of course $v_{1}$ is also a highest weight vector for the action of $\overline{K_{p}(0,0)}$. Suppose that $\overline{K_{p}(0,2)}$ is reducible under the action of $\overline{K_{p}(0,0)}$. Then it would exist a second highest weight vector $v_{2}$ for this action. Let us examine how these vectors move under the action of $\bar{n}^{-}$( $=$the sum of the negative root spaces in $\overline{\mathfrak{g}}$ ). One has

$$
\bar{n}^{-}=\overline{K_{p}(1,-1)} \oplus{\overline{K_{p}(0,0)}}^{-} .
$$

The action of $\overline{K_{p}(1,-1)}$ on $\overline{K_{p}(0,2)}$ is as follows:

$$
v_{1}, v_{2} \in \overline{K_{p}(0,2)} \xrightarrow{\text { ad } \overline{K_{p}(1,-1)}} \overline{K_{p}(1,1)} \xrightarrow[\longrightarrow]{\operatorname{ad} \overline{K_{p}(1,-1)}} \overline{K_{p}(2,0)} \xrightarrow{\text { ad } \overline{K_{p}(1,-1)}}\{0\} .
$$

On the other hand the action of ${\overline{K_{p}(0,0)}}^{-}$stabilizes $\overline{K_{p}(0,2)}$

$$
v_{1}, v_{2} \in \overline{K_{p}(0,2)} \stackrel{a d \overline{K_{p}(0,0)}}{ }{ }^{-} \overline{K_{p}(0,2)} .
$$

Let $\mathcal{U}\left(\overline{K_{p}(0,0)}\right)$ be the enveloping algebra of $\overline{K_{p}(0,0)}$. As $\overline{K_{p}(0,2)}$ is supposed to be reducible under $\overline{K_{p}(0,0)}$ we obtain

$$
\overline{V_{1}}=\mathcal{U}\left(\overline{K_{p}(0,0)}\right) v_{1} \subsetneq \overline{K_{p}(0,2)} .
$$

As $\overline{V^{+}}$is irreducible under $\overline{\mathfrak{g}}$ we should have:

$$
\begin{aligned}
\overline{V^{+}} & =\mathcal{U}\left(\overline{K_{p}(1,-1)}\right) \mathcal{U}\left(\overline{K_{p}(0,0)}\right) v_{1} \\
& =\mathcal{U}\left(\overline{K_{p}(1,-1)}\right) \overline{V_{1}} \subset \overline{V_{1}} \oplus \overline{K_{p}(1,1)} \oplus \overline{K_{p}(2,0)} \subset \overline{K_{p}(0,2)} \oplus \overline{K_{p}(1,1)} \oplus \overline{K_{p}(2,0)}=\overline{V^{+}} .
\end{aligned}
$$

But this is not possible as $\overline{V_{1}} \subsetneq \overline{K_{p}(0,2)}$.
As $\overline{K_{p}(2,0)}$ contains a lowest weight vector of the representation $\left(\overline{\mathfrak{g}}, \overline{V^{+}}\right)$, the proof for $\overline{K_{p}(2,0)}$ is analogue.

It is worth noticing that from the preceding Lemma 2.1.2 and from Proposition 1.5.2 in [8] the Lie algebras $K_{p}(-2,0) \oplus\left[K_{p}(2,0), K_{p}(-2,0)\right] \oplus K_{p}(2,0)$ and $K_{p}(0,-2) \oplus\left[K_{p}(0,2), K_{p}(0,-2)\right] \oplus$ $K_{p}(0,2)$ are absolutely simple.

Let us fix $p \in\{0,1, \ldots, k\}$. Consider now the maximal parabolic subalgebra of $\mathfrak{g}$ given by

$$
\begin{aligned}
\mathfrak{p}_{p} & =\mathcal{Z}_{\mathfrak{g}}\left(H_{0, p}^{1}\right) \oplus K_{p}(1,-1)=\mathcal{Z}_{\mathfrak{g}}\left(H_{0, p}^{2}\right) \oplus K_{p}(1,-1)=\mathcal{Z}_{\mathfrak{g}}\left(F . H_{0, p}^{1} \oplus F . H_{0, p}^{2}\right) \oplus K_{p}(1,-1) \\
& =K_{p}(0,0) \oplus K_{p}(1,-1)
\end{aligned}
$$

(As $H_{0}=H_{0, p}^{1}+H_{0, p}^{2}$ and as $\mathfrak{g}=\mathcal{Z}_{\mathfrak{\mathfrak { g }}}\left(H_{0}\right)$, we get $\mathcal{Z}_{\mathfrak{g}}\left(H_{0, p}^{1}\right)=\mathcal{Z}_{\mathfrak{g}}\left(H_{0, p}^{2}\right)=\mathcal{Z}_{\mathfrak{g}}\left(F . H_{0, p}^{1} \oplus F . H_{0, p}^{2}\right)$.)
The maximal parabolic subgroup $P_{p}$ corresponding to $\mathfrak{p}_{p}$ is now defined as follows. Define first:

$$
\begin{gathered}
N_{p}=\exp \operatorname{ad} K_{p}(1,-1) \\
L_{p}=\mathcal{Z}_{G}\left(F \cdot H_{0, p}^{1} \oplus F \cdot H_{0, p}^{2}\right)=\mathcal{Z}_{\text {Auto }(\mathfrak{g})}\left(F \cdot H_{0, p}^{1} \oplus F \cdot H_{0, p}^{2}\right)=\mathcal{Z}_{G}\left(F \cdot H_{0, p}^{1}\right)=\mathcal{Z}_{G}\left(F \cdot H_{0, p}^{2}\right) .
\end{gathered}
$$

Then

$$
P_{p}=L_{p} N_{p}
$$

The Lie algebra of $L_{p}$ is $K_{p}(0,0)$, the Lie algebra of $N_{p}$ is $K_{p}(1,-1)$ and hence the Lie algebra of $P_{p}$ is $K_{p}(0,0) \oplus K_{p}(1,-1)$.

### 2.2. Fourier transform and normalization of measures.

We will, in the sequel of this paragraph, normalize the Haar measures such that there is no constant appearing in some integral formulas occurring later, in particular in Theorem 2.3.3 and Theorem 2.4.2. We use here the same method as in ([2] chap. 4) and in ([12] §3.2). For the convenience of the reader we give some details.
Remember that we use the normalized Fourier Killing form $b(\cdot, \cdot)$ defined by

$$
b(X, Y)=-\frac{k+1}{4 \operatorname{dim} V^{+}} \widetilde{B}(X, Y) \quad X \in, Y \in \tilde{\mathfrak{g}} .
$$

Using $b$ the space $V^{-}$is identified with the dual space $V^{+^{*}}$, and the natural action of $g \in G$ on $V^{-}$ corresponds to the dual action of $g$ on $V^{+*}$.
We fix once and for all a non trivial additive character $\psi$ of $F$. Consider Haar measures $d X$ and $d Y$ on $V^{+}$and $V^{-}$respectively.

Definition 2.2.1. The Fourier transform $f \in \mathcal{S}\left(V^{+}\right)$is the function $\mathcal{F}(f) \in \mathcal{S}\left(V^{-}\right)$defined by

$$
\mathcal{F}(f)(Y)=\int_{V^{+}} f(X) \psi(b(X, Y)) d X, \quad Y \in V^{-}
$$

and the inverse Fourier transform of $g \in \mathcal{S}\left(V^{-}\right)$is the function $\overline{\mathcal{F}}(g) \in \mathcal{S}\left(V^{+}\right)$defined by

$$
\overline{\mathcal{F}}(g)(X)=\int_{V^{-}} g(Y) \overline{\psi(b(X, Y))} d Y, \quad X \in V^{+} .
$$

Using the same character $\psi$ and the same form $b$, we define similarly:

- Fourier transforms $\mathcal{F}_{2,0}$ anf $\overline{\mathcal{F}}_{2,0}$ between $\mathcal{S}\left(K_{p}(2,0)\right)$ and $\mathcal{S}\left(K_{p}(-2,0)\right)$,
- Fourier transforms $\mathcal{F}_{0,2}$ anf $\overline{\mathcal{F}}_{0,2}$ between $\mathcal{S}\left(K_{p}(0,2)\right)$ and $\mathcal{S}\left(K_{p}(0,-2)\right)$,
- Fourier transforms $\mathcal{F}_{1,1}$ anf $\overline{\mathcal{F}}_{1,1}$ between $\mathcal{S}\left(K_{p}(1,1)\right)$ and $\mathcal{S}\left(K_{p}(-1,-1)\right)$,
- Fourier transforms $\mathcal{F}_{-1,1}$ anf $\overline{\mathcal{F}}_{-1,1}$ between $\mathcal{S}\left(K_{p}(-1,1)\right)$ and $\mathcal{S}\left(K_{p}(1,-1)\right)$.

It is well known that there exists a pair of Haar measures $(d X, d Y)$ on $V^{+}$and $V^{-}$respectively wich are so-called dual for $\mathcal{F}$. This means that $\overline{\mathcal{F}} \circ \mathcal{F}=I d_{\mathcal{S}\left(V^{+}\right)}$. Moreover if such a pair $(d X, d Y)$ of dual measures is given, any other pair of dual measures is of the form $\left(\alpha d X, \frac{1}{\alpha} d Y\right)$, with $\alpha \in \mathbb{R}^{+*}$. Let us indicate one way to construct such dual measures. Define the Fourier transform on $F$ by

$$
\mathcal{F}_{1} h(y)=\int_{F} h(x) \psi(x y) d x, \quad h \in \mathcal{S}(F), \mathcal{F}_{1} h \in \mathcal{S}(F)
$$

and fix once and for all a self-dual measure (for $\mathcal{F}_{1}$ ) $d x$ on $F$.
Let us choose a basis $\left(e_{1}, \ldots, e_{n}\right)$ of $V^{+}$which contains a base of each root space contained in $V^{+}$. Consider the dual base $\left(e_{1}^{*}, \ldots, e_{n}^{*}\right)$ of $V^{-}$(i.e $b\left(e_{i}, e_{j}^{*}\right)=\delta_{i j}$. Denote by $X=\sum_{i=1}^{n} x_{i} e_{i}$ (resp. $\left.Y=\sum_{j=1}^{n} y_{j} e_{j}^{*}\right)$ a general element in $V^{+}$(resp. in $V^{-}$) and define the measures

$$
d_{1} X=d x_{1} \ldots d x_{n} \quad d_{1} Y=d y_{1} \ldots d y_{n},
$$

where $d x_{i}, d y_{j}$ are copies of $d x$.
Then the measures $d_{1} X, d_{1} Y$ are dual for $\mathcal{F}$. Let us denote by $\iota$ the bijective map from $\Omega^{+}$to $\Omega^{-}$, defined for $X \in \Omega^{+}$by the fact that $\left(\iota(X), H_{0}, X\right)$ is an $\mathfrak{s l}_{2}$-triple. This map is clearly $G$-equivariant:
$\iota(g . X)=g . \iota(X)$ for $X \in \Omega^{+}$and $g \in G$. Moreover this map can also be defined as a map from $\overline{\Omega^{+}}$ onto $\overline{\Omega^{-}}$, which is $\bar{G}$-equivariant, where $\bar{G}$ is the group which is defined the same way as $G$, but for the extended grading of $\overline{\mathfrak{g}}$.
It is worth noticing that similarly one can consider maps still denoted by $\iota$ from $K_{p}(2,0)^{\prime}$ onto $K_{p}(-2,0)^{\prime}$ and from $K_{p}(0,2)^{\prime}$ onto $K_{p}(0,-2)^{\prime}$ defined by the conditions that $\left(\iota(u), H_{0}^{p, 1}, u\right)$ and $\left(\iota(v), H_{0}^{p, 2}, v\right)$ are $\mathfrak{s l}_{2}$-triples $\left(u \in K_{p}(2,0)^{\prime}, v \in K_{p}(0,2)^{\prime}\right)$.
We then normalize the various relative invariants by the conditions:

$$
\begin{gathered}
\nabla_{0}(\iota(X))=\frac{1}{\Delta_{0}(X)} \text { for all } X \in \Omega^{+}, \\
\nabla_{k-p}(\iota(u))=\frac{1}{\widetilde{\Delta}_{k-p}(u)} \text { for all } u \in K_{p}(2,0)^{\prime}, \\
\widetilde{\nabla}_{p+1}(\iota(v))=\frac{1}{\Delta_{p+1}(v)} \text { for all } v \in K_{p}(0,2)^{\prime} .
\end{gathered}
$$

It is easy to see, due to the $\bar{G}$-equivariance and the $\mathcal{Z}_{G}\left(F H_{0}^{p, 1}+F H_{0}^{p, 2}\right)$-equivariance, that these conditions are equivalent to the same equalities holding only for fixed elements $X, u, v$. We will also impose the conditions:

$$
\begin{gathered}
\Delta_{0}(u+v)=\widetilde{\Delta}_{k-p}(u) \Delta_{p+1}(v) \text { for all } u \in K_{p}(2,0), v \in K_{P}(0,2), \\
\nabla_{0}\left(u^{\prime}+v^{\prime}\right)=\nabla_{k-p}\left(u^{\prime}\right) \widetilde{\nabla}_{p+1}\left(v^{\prime}\right) \text { for all } u^{\prime} \in K_{p}(-2,0), v^{\prime} \in K_{P}(0,-2) .
\end{gathered}
$$

Let $\left(Y, H_{0}, X\right)$ be an $\mathfrak{s l}_{2}$-triple with $X \in V^{+}, Y \in V^{-}$. Recall from Definition 1.1.5 that we have set for $t \in F^{*}$

$$
\theta_{X}(t)=\exp (\operatorname{tad} X) \exp \left(\frac{1}{t} \operatorname{ad} Y\right) \exp (\operatorname{tad} X)=\exp \left(\frac{1}{t} \operatorname{ad} Y\right) \exp (\operatorname{tad} X) \exp \left(\frac{1}{t} \operatorname{ad} Y\right)
$$

and $\theta_{X}=\theta_{X}(-1)$. Then

$$
\theta_{X}(X)=(-1)^{2} Y=Y, \theta_{X}(Y)=(-1)^{2} X, \theta_{X}\left(H_{0}\right)=-H_{0}
$$

Moreover $\theta_{X}^{2}$ acts by $(-1)^{r}$ on the weight $r$ space for any finite dimensional module. Hence $\theta_{X}$ is an involution of $\overline{\mathfrak{g}}$. Is is also easy to see that for $g \in G$ and $X \in \Omega^{+}$we have $\theta_{g X}=g \theta_{X} g^{-1}$. The restriction $\theta_{\left.X\right|_{V^{+}}}$is a linear map from $V^{+}$to $V^{-}$. From the preceding identity one obtains

$$
\operatorname{det}\left(\theta_{\left.g X\right|_{V^{+}}}\right)=\left(\operatorname{det} g_{\left.\right|_{V^{-}}}\right) \operatorname{det}\left(\theta_{\left.X\right|_{V^{+}}}\right)\left(\left.\operatorname{det}^{-1}\right|_{V^{+}}\right)=\left(\operatorname{det} g_{V^{-}}\right)^{2} \operatorname{det}\left(\theta_{\left.X\right|_{V^{+}}}\right)
$$

Hence $\operatorname{det}\left(\theta_{X_{\left.\right|^{+}}}\right)$is a relative invariant whose character is $\left(\operatorname{det} g_{\left.\right|_{V^{-}}}\right)^{2}$. As we know ([2], p.95) that $\operatorname{det} g_{V^{-}}=\chi_{0}(g)^{-m}$, where $m=\frac{\operatorname{dim} V^{+}}{\operatorname{deg}\left(\Delta_{0}\right)}=\frac{\operatorname{dim} V^{+}}{\kappa(k+1)}$, we get that there exists $c \in F^{*}$ such that

$$
\begin{equation*}
\operatorname{det}\left(\theta_{\left.X\right|_{V^{+}}}\right)=c \Delta_{0}(X)^{-2 m} . \tag{2.1}
\end{equation*}
$$

Fix $X_{0} \in \Omega^{+}$, and remark that $\theta_{X_{0}} g \theta_{X_{0}}^{-1} \in G$. Then

$$
\nabla_{0}\left(\theta_{X_{0}}(g X)\right)=\nabla_{0}\left(\theta_{X_{0}} g \theta_{X_{0}}^{-1} \theta_{X_{0}}(X)\right)=\chi_{0}^{-1}\left(\theta_{X_{0}} g \theta_{X_{0}}^{-1}\right) \nabla_{0}\left(\theta_{X_{0}}(X)\right)
$$

Therefore the map $X \longmapsto \nabla_{0}\left(\theta_{X_{0}}(X)\right)$ is a polynomial relative invariant with the same degree as $\nabla_{0}$ (hence the same degree as $\Delta_{0}$ ). Thus $\nabla_{0}\left(\theta_{X_{0}}(X)\right)=\alpha \Delta_{0}(X)$ with $\alpha \in F^{*}$. Replacing $X$ by $X_{0}$, and using the normalization above we obtain

$$
\alpha \Delta_{0}\left(X_{0}\right)=\nabla_{0}\left(\theta_{X_{0}}\left(X_{0}\right)\right)=\nabla_{0}\left(\iota\left(X_{0}\right)\right)=\frac{1}{\Delta_{0}\left(X_{0}\right)}
$$

Hence $\alpha=\frac{1}{\Delta_{0}\left(X_{0}\right)^{2}}$ and

$$
\begin{equation*}
\nabla_{0}\left(\theta_{X_{0}}(X)\right)=\frac{\Delta_{0}(X)}{\Delta_{0}\left(X_{0}\right)^{2}}\left(X \in \Omega^{+}\right) \tag{2.2}
\end{equation*}
$$

## Proposition 2.2.2.

There exists a unique pair of Haar measures $(d X, d Y)$ on $V^{+} \times V^{-}$such that

1) $\overline{\mathcal{F}} \circ \mathcal{F}=I d_{\mathcal{S}\left(V^{+}\right)}$(in other words the measures are dual for $\mathcal{F}$ )
2) $\forall f \in L^{1}\left(V^{-}\right)$and $\forall X_{0} \in \Omega^{+}$

$$
\begin{equation*}
\int_{V^{+}} f\left(\theta_{X_{0}}(X)\right) d X=\left|\Delta_{0}\left(X_{0}\right)\right|^{2 m} \int_{V^{-}} f(Y) d Y \tag{2.3}
\end{equation*}
$$

In fact if the identity (2.3) is true for one fixed $X_{0}$, then it holds for all.
Moreover if $d^{*} X=\frac{d X}{\left|\Delta_{0}(X)\right|^{m}}$ and $d^{*} Y=\frac{d Y}{\left|\nabla_{0}(Y)\right|^{m}}$ denote the corresponding $G$-invariant measures on $V^{+}$and $V^{-}$respectively, we have for $\Psi \in L^{1}\left(\Omega^{-}, d^{*} Y\right)$ and $\Phi \in L^{1}\left(\Omega^{+}, d^{*} X\right)$ :

$$
\int_{\Omega^{+}} \Psi\left(\theta_{X_{0}}(X)\right) d^{*} X=\int_{\Omega^{-}} \Psi(Y) d^{*} Y \text { and } \int_{\Omega^{-}} \Phi\left(\theta_{X_{0}}(Y)\right) d^{*} Y=\int_{\Omega^{+}} \Phi(X) d^{*} X
$$

Proof.
Let us start with the pair of dual Haar measures $\left(d_{1} X, d_{1} Y\right)$ described before. Suppose that $(d X, d Y)$ is a couple of Haar measures satisfying the condition 1). Then there exists $\lambda \in \mathbb{R}^{*+}$ such that $d X=\lambda d_{1} X$ and $d Y=\frac{1}{\lambda} d_{1} Y$. We make the change of variable $Y=\theta_{X_{0}}(X)$ in the left hand side of 2). From the definition of $d_{1} X$ and $d_{1} Y$ we get $d_{1} Y=\left|\operatorname{det}\left(\theta_{\left.X_{0}\right|_{V+}}\right)\right| d_{1} X$. Hence

$$
\begin{aligned}
\int_{V^{+}} f\left(\theta_{X_{0}}(X)\right) d X & =\int_{V^{+}} f\left(\theta_{X_{0}}(X)\right) \lambda d_{1} X=\int_{V^{-}} f(Y) \frac{1}{\left|\operatorname{det}\left(\theta_{\left.X_{0}\right|_{V^{+}}}\right)\right|} \lambda d_{1} Y \\
& \left.=\int_{V^{-}} f(Y) \frac{1}{\left|\operatorname{det}\left(\theta_{\left.X_{0}\right|_{V^{+}}}\right)\right|} \lambda^{2} d Y=\frac{\lambda^{2}}{|c|} \right\rvert\, \Delta_{0}\left(\left.X_{0}\right|^{2 m} \int_{V^{-}} f(Y) d Y\right)
\end{aligned}
$$

where the last equality comes from (2.1).
Therefore if we take $\lambda=\sqrt{|c|}=\left|\operatorname{det}\left(\theta_{\left.X_{0}\right|_{V^{+}}}\right)\right|^{\frac{1}{2}}\left|\Delta_{0}\left(X_{0}\right)\right|^{2 m}$ we have proved the first part of the statement. And the fact that $c$ does not depend on $X_{0}$ implies that if (2.3) holds for one $X_{0}$ then it holds for all.
Using (2.2) and 2) we obtain:

$$
\begin{aligned}
\int_{\Omega^{+}} \Psi\left(\theta_{X_{0}}(X)\right) d^{*} X & =\int_{\Omega^{+}} \Psi\left(\theta_{X_{0}}(X)\right) \frac{d X}{\left|\Delta_{0}(X)\right|^{m}} \\
& =\left|\Delta_{0}\left(X_{0}\right)\right|^{-2 m} \int_{V^{+}} \Psi\left(\theta_{X_{0}}(X)\right) \frac{d X}{\left|\nabla_{0}\left(\theta_{X_{0}}(X)\right)\right|^{m}} \\
& =\int_{V^{-}} \Psi(Y) d^{*} Y .
\end{aligned}
$$

Setting $\Phi=\Psi \circ \theta_{X_{0}}$ in this identity, we obtain the last assertion.

## Proposition 2.2.3.

Fix $X_{0} \in \Omega^{+}$and let $Y_{0}=\iota\left(X_{0}\right)$. Define $H=\mathcal{Z}_{G}\left(X_{0}\right)=\mathcal{Z}_{G}\left(Y_{0}\right)$. One defines two $G$-invariant measures $d_{1} \dot{g}$ and $d_{2} \dot{g}$ on $G / H$ by setting for $\Phi \in \mathcal{S}\left(G . X_{0}\right)$ and $\Psi \in \mathcal{S}\left(G . Y_{0}\right)$

$$
\int_{G . X_{0}} \Phi(X) d^{*} X=\int_{G / H} \Phi\left(g . X_{0}\right) d_{1} \dot{g} \text { and } \int_{G . Y_{0}} \Psi(Y) d^{*} Y=\int_{G / H} \Psi\left(g . Y_{0}\right) d_{2} \dot{g} .
$$

Then $d_{1} \dot{g}=d_{2} \dot{g}$.

## Proof.

From the last assertion of Proposition 2.2 .2 we obtain
$\int_{G / H} \Phi\left(g \cdot X_{0}\right) d_{1} \dot{g}=\int_{\Omega^{+}} \Phi(X) d^{*} X=\int_{\Omega^{-}} \Phi\left(\theta_{X_{0}}(Y)\right) d^{*} Y=\int_{G / H} \Phi\left(\theta_{X_{0}}\left(g . Y_{0}\right)\right) d_{2} \dot{g}$
$=\int_{G / H} \Phi\left(\theta_{X_{0}} g \theta_{X_{0}} \theta_{X_{0}}\left(Y_{0}\right)\right) d_{2} \dot{g}=\int_{G / H} \Phi\left(g . X_{0}\right) d_{2} \dot{g}$
(The last equality is obtained by taking into account that the conjugation $g \longmapsto \theta_{X_{0}} g \theta_{X_{0}}$ is an involution of $G$ which stabilizes $H$, so we make the change of variable $g=\theta_{X_{0}} g \theta_{X_{0}}$ ).

Definition 2.2.4. We will denote by dg the $G$-invariant measure appearing in Proposition 2.2.3.

## Proposition 2.2.5.

Let $\sigma$ be an involution of $\tilde{\mathfrak{g}}$ such that $\sigma\left(H_{0}\right)=-H_{0}$. We also suppose that there exists $X_{0} \in V^{+}$such that $\left(\sigma\left(X_{0}\right), H_{0}, X_{0}\right)$ is an $\mathfrak{s l}_{2}$-triple. Then for $\Psi \in L^{1}\left(\Omega^{-}, d^{*} Y\right)$ we have

$$
\int_{\Omega^{+}} \Psi(\sigma(X)) d^{*} X=\int_{\Omega^{-}} \Psi(Y) d^{*} Y
$$

Proof.
One should note that if $\sigma$ is such an involution, then $\sigma(\mathfrak{g})=\mathfrak{g}$ and $\sigma\left(V^{+}\right)=V^{-}$. From Proposition 2.2.2 we obtain

$$
\int_{\Omega^{+}} \Psi(\sigma(X)) d^{*} X=\int_{\Omega^{+}} \Psi \circ \sigma \theta_{X_{0}}\left(\theta_{X_{0}}(X)\right) d^{*} X=\int_{\Omega^{-}} \Psi\left(\sigma \theta_{X_{0}}(Y)\right) d^{*} Y .
$$

It is easy to see that if we set $Y_{0}=\sigma\left(X_{0}\right)$ we have

$$
\theta_{X_{0}} \circ \sigma=\sigma \circ \exp \left(-\operatorname{ad}\left(Y_{0}\right)\right) \exp \left(-\operatorname{ad}\left(X_{0}\right)\right) \exp \left(-\operatorname{ad}\left(Y_{0}\right)\right)=\sigma \circ \theta_{X_{0}} .
$$

Therefore $\sigma \circ \theta_{X_{0}}$ is an involution preserving $V^{-}$. Hence if we make the change of variable $Y=$ $\sigma \theta_{X_{0}}(Y)$ we obtain the assertion.

## Proposition 2.2.6.

Remember that for $X \in \Omega^{+}$, the element $\iota(X) \in \Omega^{-}$is defined by the fact that $\left(\iota(X), H_{0}, X\right)$ is an $\mathfrak{s l}_{2}$-triple. For $\Psi \in L^{1}\left(\Omega^{-}, d^{*} Y\right)$ we have

$$
\int_{\Omega^{+}} \Psi(\iota(X)) d^{*} X=\int_{V^{-}} \Psi(Y) d^{*} Y
$$

Proof.
Let $\Omega^{+}=\cup_{i=1}^{r_{0}} \Omega_{i}^{+}$be the decomposition of $\Omega^{+}$into open $G$-orbits. Let $\Omega_{i}^{-}=\iota\left(\Omega_{i}^{+}\right)$. Take $X_{i} \in \Omega_{i}^{+}$ and define $Y_{i}=\iota\left(X_{i}\right) \in \Omega_{i}^{-}$. Define also $\mathcal{H}_{i}=\mathcal{Z}_{G}\left(X_{i}\right)=\mathcal{Z}_{G}\left(Y_{i}\right)$. It is enough to prove the assertion for $\Psi \in \mathcal{S}\left(\Omega_{i}^{-}\right)$. Using Proposition 2.2.3 we obtain:
$\int_{\Omega_{i}^{+}} \Psi(\iota(X)) d^{*} X=\int_{G / \mathcal{H}_{i}} \Psi\left(\iota\left(g X_{i}\right)\right) d \dot{g}=\int_{G / \mathcal{H}_{i}} \Psi\left(g \iota\left(X_{i}\right)\right) d \dot{g}=\int_{G / \mathcal{H}_{i}} \Psi\left(g Y_{i}\right) d \dot{g}=\int_{\Omega_{i}^{-}} \Psi(Y) d^{*} Y$.

We now consider the subset $\left(e_{i_{1}}, \ldots, e_{i_{r}}\right)$ of $\left(e_{1}, \ldots, e_{n}\right)$ which is a basis of $K_{p}(1,1)$ (see the discussion after definition 2.2.1). Then $\left(e_{i_{1}}^{*}, \ldots, e_{i_{r}}^{*}\right)$ is the dual basis of $K_{p}(-1,-1)$ with respect to the form $b$. If $d_{1} w$ and $d_{1} w^{\prime}$ are the Haar measures on $K_{p}(1,1)$ and $K_{p}(-1,-1)$ respectively, defined
through the preceding basis and the choice of a self dual measure on $F$, then these measures are dual for $\mathcal{F}_{1,1}$.

## Proposition 2.2.7.

There exists a unique pair of Haar measures $\left(d w, d w^{\prime}\right)$ on $K_{p}(1,1) \times K_{p}(-1,-1)$ such that

1) $\overline{\mathcal{F}}_{1,1} \circ \mathcal{F}_{1,1}=I d_{\mathcal{S}\left(K_{p}(1,1)\right.}$ (in other words the measures are dual for $\mathcal{F}_{1,1}$ )
2) $\forall g \in L^{1}\left(K_{p}(1,1)\right)$ and $\forall u \in K_{p}(2,0)^{\prime}$ and $\forall v \in K_{p}(0,2)^{\prime}$

$$
\int_{K_{p}(1,1)} g\left(\theta_{u+v}(w)\right) d w=\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim}\left(K_{p}(1,1)\right)}{\operatorname{deg}\left(\Delta_{p+1}\right)}}\left|\widetilde{\Delta}_{k-p}(u)\right|^{\frac{\operatorname{dim}\left(K_{p}(1,1)\right)}{\operatorname{deg}\left(\bar{\Delta}_{k-p}\right)}} \int_{K_{p}(-1,-1)} g\left(w^{\prime}\right) d w^{\prime}
$$

As $\left.\theta_{u+v}\right|_{K_{p}(1,1)} ^{2}=I d_{K_{p}(-1,-1)}$ it is easy to see that condition 2) is equivalent to the following condition $\left.2^{\prime}\right)$.
2') $\forall f \in L^{1}\left(K_{p}(-1,-1)\right)$ and $\forall u \in K_{p}(2,0)^{\prime}$ and $\forall v \in K_{p}(0,2)^{\prime}$

$$
\int_{K_{p}(1,1)} f(w) d w=\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim}\left(K_{p}(1,1)\right)}{\operatorname{deg}\left(\Delta_{p+1}\right)}}\left|\widetilde{\Delta}_{k-p}(u)\right|^{\frac{\operatorname{dim}\left(K_{p}(1,1)\right)}{\operatorname{deg}\left(\Delta_{k-p}\right)}} \int_{K_{p}(-1,-1)} f\left(\theta_{u+v}\left(w^{\prime}\right)\right) d w^{\prime}
$$

## Proof.

For $u, v$ as in 2), the map $\theta_{u+v}$ is a linear isomorphism from $K_{p}(1,1)$ onto $K_{p}(-1,-1)$ and for $g \in \mathcal{Z}_{G}\left(F H_{0}^{p, 1}+F H_{0}^{p, 2}\right)$ we have:

$$
\operatorname{det}\left(\theta_{g(u+v)}^{\left.\right|_{K_{p}(1,1)}}\right)=\operatorname{det}\left(g_{\left.\right|_{K_{p}(-1,-1)}}\right)^{2} \operatorname{det}\left(\theta_{u+\left.v\right|_{K_{p}(1,1)}}\right) .
$$

Therefore $\operatorname{det}\left(\theta_{\left.u+\left.v\right|_{K_{p}(1,1)}\right)}\right)$ is a relative invariant of the prehomogeneous vector space $\left(K_{p}(0,0), K_{p}(2,0) \oplus\right.$ $K_{p}(0,2)$. Hence there exist $c \in F^{*}$ and $\alpha, \beta \in \mathbb{Z}$ such that

$$
\begin{equation*}
\operatorname{det}\left(\theta_{u+\left.v\right|_{K_{p}(1,1)}}\right)=c \widetilde{\Delta}_{k-p}(u)^{\alpha} \Delta_{p+1}(v)^{\beta} \tag{2.4}
\end{equation*}
$$

For $t_{1}, t_{2} \in F$, let us consider the element $g_{0}=h_{u}\left(t_{1}\right) h_{v}\left(t_{2}\right) \in \mathcal{Z}_{G}\left(F H_{0}^{p, 1}+F H_{0}^{p, 2}\right)$ (see Definition 1.1.5). This element acts by $t_{2}^{-1} t_{1}^{-1}$ on $K_{p}(-1,-1)$, by $t_{1}^{2}$ on $K_{p}(2,0)$ and by $t_{2}^{2}$ on $K_{p}(0,2)$ Hence

$$
\operatorname{det}\left(g_{\left.0\right|_{K_{p}(-1,-1)}}\right)^{2}=t_{2}^{-2 \operatorname{dim} K_{p}(-1,-1)} t_{1}^{-2 \operatorname{dim} K_{p}(-1,-1)}
$$

But from (2.4) above we also have:

$$
\operatorname{det}\left(\theta_{\left.g_{0}(u+v)\right|_{K_{p}(1,1)}}\right)=c t_{1}^{2 \alpha \operatorname{deg} \widetilde{\Delta}_{k-p} t_{2}^{2 \beta \operatorname{deg} \Delta_{p+1}} \operatorname{det}\left(\theta_{\left.(u+v)\right|_{K_{p}(1,1)}}\right) . . . . ~}
$$

Therefore $\alpha=-\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \widehat{\Delta}_{k-p}}$ and $\beta=-\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{p+1}}$. Hence

$$
\begin{equation*}
\operatorname{det}\left(\theta_{u+\left.v\right|_{K_{p}(1,1)}}\right)=c \widetilde{\Delta}_{k-p}(u)^{-\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{k-p}}} \Delta_{p+1}(v)^{-\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{p+1}}} \tag{2.5}
\end{equation*}
$$

Let us start with the pair of dual Haar measures $\left(d_{1} w, d_{1} w^{\prime}\right)$ described before. Suppose that ( $d w, d w^{\prime}$ ) is a couple of Haar measures satisfying the condition 1). Then there exists $\lambda \in \mathbb{R}^{*+}$ such that $d w=\lambda d_{1} w$ and $d w^{\prime}=\frac{1}{\lambda} d_{1} w^{\prime}$. We make the change of variable $w^{\prime}=\theta_{u+v}(w)$ in the left hand side of 2). From the definition of $d_{1} w$ and $d_{1} w^{\prime}$ we get $d_{1} w^{\prime}=\left|\operatorname{det}\left(\theta_{u+v_{K_{p}(1,1)}}\right)\right| d_{1} w$. Hence

$$
\begin{aligned}
\int_{K_{p}(1,1)} g\left(\theta_{u+v}(w)\right) d w & =\int_{K_{p}(1,1)} g\left(\theta_{u+v}(w)\right) \lambda d_{1} w=\int_{K_{p}(-1,-1)} g\left(w^{\prime}\right) \frac{1}{\mid \operatorname{det}\left(\theta_{u+\left.v\right|_{K_{p}(1,1)}} \mid\right.} \lambda d_{1} w^{\prime} \\
& =\int_{K_{p}(-1,-1)} g\left(w^{\prime}\right) \frac{1}{\mid \operatorname{det}\left(\theta_{\left.u+\left.v\right|_{K_{p}(1,1)}\right)}\right) \lambda^{2} d w^{\prime}} \\
& =\frac{\lambda^{2}}{|c|}\left|\widetilde{\Delta}_{k-p}(u)\right|^{\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(-1,-1)} g\left(w^{\prime}\right) d w^{\prime},
\end{aligned}
$$

where the last equality comes from (2.5). Therefore if we take $\lambda=\sqrt{|c|}$ the result is proved.

As above we consider Haar measures $d_{1} A$ and $d_{1} A^{\prime}$ on $K_{p}(-1,1)$ and $K_{p}(1,-1)$ respectively, which are dual for $\mathcal{F}_{-1,1}$ (see Definition 2.2.1).These measures are defined through the choice of a basis of $K_{p}(-1,1) \subset V^{+}$, the dual basis of $K_{p}(1,-1) \subset V^{-}$(via the form $b$ ) and the choice of a self dual measure on $F$.

## Proposition 2.2.8.

There exists a unique pair of Haar measures $\left(d A, d A^{\prime}\right)$ on $K_{p}(-1,1) \times K_{p}(1,-1)$ such that

1) $\overline{\mathcal{F}}_{-1,1} \circ \mathcal{F}_{-1,1}=I d_{\mathcal{S}\left(K_{p}(-1,1)\right.}$ (in other words the measures are dual for $\mathcal{F}_{-1,1}$ )
2) $\forall g \in L^{1}\left(K_{p}(1,-1)\right)$ and $\forall u \in K_{p}(2,0)^{\prime}$ and $\forall v \in K_{p}(0,2)^{\prime}$

$$
\int_{K_{p}(-1,1)} g\left(\theta_{u+v}(A)\right) d A=\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim}\left(K_{p}(1,-1)\right)}{\operatorname{deg}\left(\Delta_{p+1}\right)}}\left|\widetilde{\Delta}_{k-p}(u)\right|^{-\frac{\operatorname{dim}\left(K_{p}(1,-1)\right)}{\operatorname{deg}\left(\Delta_{k-p}\right)}} \int_{K_{p}(1,-1)} g\left(A^{\prime}\right) d A^{\prime} .
$$

As $\theta_{u+\left.v\right|_{K_{p}(-1,1)}}^{2}=I d_{K_{p}(-1,1)}$ it is easy to see that condition is equivalent to the following condition $\left.2^{\prime}\right)$.
2') $\forall f \in L^{1}\left(K_{p}(-1,1)\right)$ and $\forall u \in K_{p}(2,0)^{\prime}$ and $\forall v \in K_{p}(0,2)^{\prime}$

$$
\int_{K_{p}(-1,1)} f(A) d A=\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim}\left(K_{p}(1,-1)\right)}{\operatorname{deg}\left(\Delta_{p+1}\right)}}\left|\widetilde{\Delta}_{k-p}(u)\right|^{-\frac{\operatorname{dim}\left(K_{p}(1,-1)\right)}{\operatorname{deg}\left(\Delta_{k-p}\right)}} \int_{K_{p}(1,-1)} f\left(\theta_{u+v}\left(A^{\prime}\right)\right) d A^{\prime} .
$$

## Proof.

The proof is almost the same as for the preceding Proposition. The only change comes from the fact that the element $g_{0}=h_{u}\left(t_{1}\right) h_{v}\left(t_{2}\right)$ acts by $t_{1} t_{2}^{-1}$ on $K_{p}(1,-1)$.

Remark 2.2.9. It is clear that Proposition 2.2.2 applies to the graded algebras $K_{p}(-2,0) \oplus K_{p}(0,0) \oplus$ $K_{p}(2,0)$ and $K_{p}(0,-2) \oplus K_{p}(0,0) \oplus K_{p}(0,2)$.
Therefore there exists a unique pair of measures $\left(d u, d u^{\prime}\right)$ on $K_{p}(2,0) \times K_{p}(-2,0)$ such that

1) These measures are dual for the Fourier transform $\mathcal{F}_{2,0}$ between $\mathcal{S}\left(K_{p}(2,0)\right)$ and $\mathcal{S}\left(K_{p}(-2,0)\right)$,
2) $\forall f \in L^{1}\left(K_{p}(-2,0)\right.$ and $\forall u_{0} \in K_{p}(2,0)^{\prime}$

$$
\int_{K_{p}(2,0)} f\left(\theta_{u_{0}}(u)\right) d u=\left|\widetilde{\Delta}_{k-p}\left(u_{0}\right)\right|^{\frac{2 \operatorname{dim} K_{p}(2,0)}{\operatorname{deg} \Delta_{k-p}}} \int_{K_{p}(-2,0)} f\left(u^{\prime}\right) d u^{\prime} .
$$

Similarly there exists a unique pair of measures $\left(d v, d v^{\prime}\right)$ on $K_{p}(0,2) \times K_{p}(0,-2)$ such that

1) These measures are dual for the Fourier transform $\mathcal{F}_{0,2}$ between $\mathcal{S}\left(K_{p}(0,2)\right)$ and $\mathcal{S}\left(K_{p}(0,-2)\right)$
2) $\forall f \in L^{1}\left(K_{p}(0,-2)\right.$ and $\forall v_{0} \in K_{p}(0,2)^{\prime}$

$$
\int_{K_{p}(0,2)} f\left(\theta_{v_{0}}(v)\right) d v=\left|\Delta_{p+1}\left(v_{0}\right)\right|^{\frac{2 \operatorname{dim} K_{p}(0,2)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(0,-2)} f\left(v^{\prime}\right) d v^{\prime} .
$$

## Definition 2.2.10. Normalization of the measures

From now on we will always make the following choice of measures:
a) On $V^{+} \times V^{-}$we take the measures $(d X, d Y)$ which were defined in Proposition 2.2.2.
b) On $K_{p}(2,0) \times K_{p}(-2,0)$ and on $K_{p}(0,2) \times K_{p}(0,-2)$ respectively, we take the pairs measures ( $\left.d u, d u^{\prime}\right)$ and $\left(d v, d v^{\prime}\right)$ which were defined in Remark 2.2.9.
c) On $K_{p}(1,1) \times K_{p}(-1,-1)$ we take the pair of measures $\left(d w, d w^{\prime}\right)$ which were defined in Proposition 2.2.7.
d) On $K_{p}(-1,1) \times K_{p}(1,-1)$ we take the pair of measures $\left(d A, d A^{\prime}\right)$ which were defined in Proposition 2.2.8.

## Proposition 2.2.11.

a) $d X=d u d v d w$
b) $d Y=d u^{\prime} d v^{\prime} d w^{\prime}$

## Proof.

Define $d X:=d u d v d w$ and $d Y:=d u^{\prime} d v^{\prime} d w^{\prime}$. It is now enough to prove that the pair $(d X, d Y)$ satisfies the two conditions of Proposition 2.2.2.

1) It is clear from the definitions that the measures $d X, d Y$ are dual for $\mathcal{F}$.
2) Let $f \in \mathcal{S}\left(V^{+}\right), u_{0} \in K_{p}(2,0)^{\prime}, v_{0} \in K_{p}(0,2)^{\prime}$. Then we have, using Remark 2.2.9 and Proposition 2.2.7:

$$
\begin{aligned}
& \int_{V^{+}} f\left(\theta_{u_{0}+v_{0}}(u+v+w)\right) d u d v d w=\int_{V^{+}} f\left(\theta_{u_{0}}(u)+\theta_{v_{0}}(v)+\theta_{u_{0}+v_{0}}(w)\right) d u d v d w \\
& =\left|\widetilde{\Delta}_{k-p}\left(u_{0}\right)\right|^{\frac{2 \operatorname{dim} K_{p}(2,0)+\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \bar{\Delta}_{k-p}}}\left|\Delta_{p+1}\left(v_{0}\right)\right|^{\frac{2 \operatorname{dim} K_{p}(0,2)+\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{p+1}}} \int_{V^{-}} f\left(u^{\prime}+v^{\prime}+w^{\prime}\right) d u^{\prime} d v^{\prime} d w^{\prime} .
\end{aligned}
$$

From Proposition 1.9 .5 p. 26 in [8] we know that $\operatorname{dim} V^{+}=(k+1)\left(\ell+\frac{k d}{2}\right), \operatorname{dim} K_{p}(2,0)=(p+$ 1) $\left(\ell+\frac{p d}{2}\right), \operatorname{dim} K_{p}(0,2)=(k-p)\left(\ell+\frac{(k-p-1) d}{2}\right)$. Moreover as $K_{p}(1,1)=\oplus_{0 \leq i \leq p ; p+1 \leq j \leq k} E_{i, j}(1,1)$, we obtain that $\operatorname{dim} K_{p}(1,1)=(p+1)(k-p) d$. We also have $\operatorname{deg} \widetilde{\Delta}_{k-p}=\kappa(p+1)$ and $\operatorname{deg} \Delta_{p+1}=$ $\kappa(k-p)$. A simple calculation shows then that

$$
\frac{2 \operatorname{dim} K_{p}(2,0)+\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \widetilde{\Delta}_{k-p}}=\frac{2 \operatorname{dim} K_{p}(0,2)+\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{p+1}}=\frac{2}{\kappa}\left(\ell+\frac{k d}{2}\right)=2 m .
$$

Finally we get

$$
\int_{V^{+}} f\left(\theta_{u_{0}+v_{0}}(u+v+w)\right) d u d v d w=\left|\Delta_{0}\left(u_{0}+v_{0}\right)\right|^{2 m} \int_{V^{-}} f\left(u^{\prime}+v^{\prime}+w^{\prime}\right) d u^{\prime} d v^{\prime} d w^{\prime}
$$

### 2.3. Mean functions.

We will first define the mean functions $T_{f}^{+}(u, v)\left(u \in K_{p}(2,0), v \in K_{p}(0,2)\right)$ and $T_{f}^{-}\left(u^{\prime}, v^{\prime}\right)\left(u^{\prime} \in\right.$ $K_{p}(-2,0), v \in K_{p}(0,-2)$ ) which were introduced by I. Muller ([12] Definition 4.3 .1 p. 83) and used in the real case by N. Bopp and H. Rubenthaler ([2] p.104).

Let us denote $K_{p}( \pm 2,0)^{\prime}$ and $K_{p}(0, \pm 2)^{\prime}$ the sets of generic elements in $K_{p}( \pm 2,0)$ and $K_{p}(0, \pm 2)$, respectively (as $\left(L_{p}, K_{p}( \pm 2,0)\right)$ and $\left(L_{p}, K_{p}(0, \pm 2)\right)$ are prehomogeneous, the notion of generic element is clear).
In the rest of the section we adopt the following convention concerning the variables:
$u \in K_{p}(2,0), v \in K_{p}(0,2), u^{\prime} \in K_{p}(-2,0), v^{\prime} \in K_{p}(0,-2), A \in K_{p}(-1,1), A^{\prime} \in K_{p}(1,-1)$, $w \in K_{p}(1,1), w^{\prime} \in K_{p}(-1,-1), X \in V^{+}, Y \in V^{-}$.

## Lemma 2.3.1.

There exist positive constants $\alpha, \beta, \gamma$ and $\delta$ which depend on the choice of Lebesgue measures on the different spaces such that the following assertions hold.

1) If $v \in K_{p}(0,2)^{\prime}$, then for all $f \in L^{1}\left(K_{p}(1,1)\right)$ one has:

$$
\int_{K_{p}(1,1)} f(w) d w=\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, v\right]\right) d A^{\prime} .
$$

2) If $v \in K_{p}(0,2)^{\prime}$, then for all $g \in L^{1}\left(K_{p}(-1,1)\right)$ one has :

$$
\int_{K_{p}(-1,1)} g(A) d A=\beta\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(-1,-1)} g\left(\left[w^{\prime}, v\right]\right) d w^{\prime} .
$$

3) If $u^{\prime} \in K_{p}(-2,0)^{\prime}$, then for all $f \in L^{1}\left(K_{p}(-1,-1)\right)$ one has :

$$
\int_{K_{p}(-1,-1)} f\left(w^{\prime}\right) d w^{\prime}=\gamma\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}} \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, u^{\prime}\right]\right) d A^{\prime} .
$$

4) If $u^{\prime} \in K_{p}(-2,0)^{\prime}$, then for all $g \in L^{1}\left(K_{p}(-1,1)\right)$ one has :

$$
\int_{K_{p}(-1,1)} g(A) d A=\delta\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}} \int_{K_{p}(1,1)} g\left(\left[w, u^{\prime}\right]\right) d w .
$$

(Remember that $\operatorname{dim} K_{p}(1,-1)=\operatorname{dim} K_{p}(-1,1)=\operatorname{dim} K_{p}(1,1)=\operatorname{dim} K_{p}(-1,-1)$ ).

## Proof. :

We only prove assertion 1). The proofs of 2 ), 3) and 4) are similar.
If $v \in K_{p}(0,2)^{\prime}$ the map :

$$
\operatorname{ad}(v): K_{p}(1,-1) \longrightarrow K_{p}(1,1)
$$

is an isomorphism (classical result for $\mathfrak{s l}_{2}$-modules). Therefore there exists a non zero positive constant $\alpha(v)$ such that

$$
\int_{K_{p}(1,1)} f(w) d w=\alpha(v) \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, v\right]\right) d A^{\prime}
$$

On the other hand the subspace $K_{p}(1,-1)$ is stable under $L_{p}$. This implies that there exists a character $\chi_{1}$ of $L_{p}$ such that for $F \in L^{1}\left(K_{p}(1,-1)\right)$ and $g \in L_{p}$ one has:

$$
\int_{K_{p}(1,-1)} F\left(g A^{\prime}\right) d A^{\prime}=\chi_{1}(g) \int_{K_{p}(1,-1)} F\left(A^{\prime}\right) d A^{\prime}
$$

Moreover, the set $K_{p}(0,2)^{\prime}$ is also $L_{p}$-invariant. Hence:

$$
\begin{aligned}
\int_{K_{p}(1,1)} f(w) d w & =\alpha(g v) \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, g v\right]\right) d A^{\prime} \\
& =\alpha(g v) \int_{K_{p}(1,-1)} f\left(g\left[g^{-1} A^{\prime}, v\right]\right) d A^{\prime} \\
& =\alpha(g v) \chi_{1}^{-1}(g) \int_{K_{p}(1,-1)} f\left(g\left[A^{\prime}, v\right]\right) d A^{\prime} \\
& =\alpha(g v) \chi_{1}^{-1}(g) \frac{1}{\alpha(v)} \int_{K_{p}(1,1)} f(g \cdot w) d w .
\end{aligned}
$$

But there is also a character $\chi_{2}$ of $L_{p}$ such that

$$
\int_{K_{p}(1,1)} f(g \cdot w) d w=\chi_{2}(g) \int_{K_{p}(1,1)} f(w) d w
$$

Hence

$$
\alpha(g v)=\chi_{1}(g) \chi_{2}(g)^{-1} \alpha(v) .
$$

This means that $\alpha(v)$ is a positive relative invariant on $K_{p}(0,2)$ under the action of $L_{p}$, hence there exist $n \in \mathbb{Z}$ and $\alpha \in \mathbb{R}^{*+}$ such that

$$
\alpha(v)=\alpha\left|\Delta_{p+1}(v)\right|^{n}
$$

To compute $n$, let us take $g=h_{I_{p, 2}^{+}}(t)$ as defined in Definition 1.1.5. Then $g v=t^{2} v$.
Thus, we have

$$
\begin{aligned}
\int_{K_{p}(1,1)} f(w) d w & =\alpha(v) \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, v\right]\right) d A^{\prime} \\
& =\alpha\left(t^{2} v\right) \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, t^{2} v\right]\right) d A^{\prime} \\
& =\alpha\left(t^{2} v\right) \int_{K_{p}(1,-1)} f\left(\left[t^{2} A^{\prime}, v\right]\right) d A^{\prime} \\
& =\alpha\left(t^{2} v\right) t^{-2 \operatorname{dim}\left(K_{p}(1,-1)\right)} \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, v\right]\right) d A^{\prime}
\end{aligned}
$$

Hence $\alpha\left(t^{2} v\right)=t^{2 \operatorname{dim}\left(K_{p}(1,-1)\right)} \alpha(v)$. We obtain then:

$$
\alpha\left|\Delta_{p+1}\left(t^{2} v\right)\right|^{n}=\alpha t^{2 n \operatorname{deg} \Delta_{p+1}}\left|\Delta_{p+1}(v)\right|^{n}=\alpha t^{2 \operatorname{dim} K_{p}(1,-1)}\left|\Delta_{p+1}(v)\right|^{n} .
$$

Therefore $n=\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}$ and $\alpha(v)=\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} g_{p+1}}}$
This ends the proof of assertion 1).

## Proposition 2.3.2.

If the measures are normalized as in Definition 2.2.10, then the four constants $\alpha, \beta, \delta, \gamma$ occuring in Lemma 2.3.1 are equal to 1.

## Proof.

Let $u \in K_{P}(2,0)^{\prime}, v \in K_{p}(0,2)^{\prime}$, and define $u^{\prime}=\iota(u), v^{\prime}=\iota(v)$. If $A \in K_{p}(1,-1)$, then $\operatorname{ad} u A=\operatorname{ad} v^{\prime} A=0$ and hence $\operatorname{ad} v \operatorname{ad} u^{\prime} A=\operatorname{ad} u^{\prime} \operatorname{ad} v A=\operatorname{ad} u^{\prime} \operatorname{ad}(u+v) A=\operatorname{ad}\left[u^{\prime}, u+v\right] A+$
$\operatorname{ad}(u+v) \operatorname{ad} u^{\prime} A=A+\operatorname{ad}(u+v) \operatorname{ad} u^{\prime} A=A+\operatorname{ad}(u+v) \operatorname{ad}\left(u^{\prime}+v^{\prime}\right) A=\theta_{u+v}(A)$ (for the last equality see Theorem 4.1.1 in [8]). Hence we have

$$
\begin{equation*}
\forall A \in K_{P}(1,-1), \operatorname{ad} v \operatorname{ad} u^{\prime} A=\operatorname{ad} u^{\prime} \operatorname{ad} v A=\theta_{u+v}(A) \tag{2.6}
\end{equation*}
$$

It is equivalent to say that the following diagram is commutative:


Take now $w^{\prime} \in K_{p}(-1,-1)$. Then (recall that $\theta_{u+v}(v)=v^{\prime}$ )
$\operatorname{ad} \theta_{u+v}(v) \operatorname{ad} v w^{\prime}=\operatorname{ad}\left[\theta_{u+v}(v), v\right] w^{\prime}+\operatorname{ad} v \operatorname{ad} \theta_{u+v}(v) w^{\prime}=-w^{\prime}+\operatorname{ad} v \operatorname{ad} \theta_{u+v}(v) w^{\prime}=-w^{\prime}$.
Hence
$\operatorname{ad} v \circ \theta_{u+v} \circ \operatorname{ad} v w^{\prime}=\theta_{u+v} \circ \theta_{u+v} \circ \operatorname{ad} v \circ \theta_{u+v} \circ \operatorname{ad} v w^{\prime}=\theta_{u+v} \circ \operatorname{ad} \theta_{u+v}(v) \circ \operatorname{ad} v w^{\prime}=-\theta_{u+v}\left(w^{\prime}\right)$.
Similarly one can also prove that for all $w \in K_{p}(1,1)$ :

$$
\begin{equation*}
\operatorname{ad} u^{\prime} \circ \theta_{u+v} \circ \operatorname{ad} u^{\prime} w=-\theta_{u+v}(w) \tag{2.8}
\end{equation*}
$$

- Step 1. We will first prove that $\alpha \delta=\alpha \beta=\beta \gamma=\gamma \delta=1$.

Let $u \in K_{p}(2,0)^{\prime}$ and $v \in K_{p}(0,2)^{\prime}$.
Using successively relation 4) and 1) in Lemma 2.3.1, the relation $\nabla_{k-p}\left(u^{\prime}\right)=\widetilde{\Delta}_{k-p}(u)^{-1}$ and equation (2.6) we obtain:

$$
\begin{aligned}
\int_{K_{p}(-1,1)} g(A) d A & =\delta\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}} \int_{K_{p}(1,1)} g\left(-\operatorname{ad} u^{\prime} w\right) d w \\
& =\alpha \delta\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(1,-1)} g\left(\operatorname{ad} u^{\prime} \operatorname{ad} v A^{\prime}\right) d A^{\prime} \\
& =\alpha \delta\left|\widetilde{\Delta}_{k-p}(u)\right|^{-\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(1,-1)} g\left(\operatorname{ad} u^{\prime} \operatorname{ad} v A^{\prime}\right) d A^{\prime} \\
& =\alpha \delta\left|\widetilde{\Delta}_{k-p}(u)\right|^{-\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(1,-1)} g\left(\theta_{u+v}\left(A^{\prime}\right)\right) d A^{\prime}
\end{aligned}
$$

Then Proposition 2.2.8 implies that $\alpha \delta=1$.
Using successively relation 1) in Lemma 2.3.1, Proposition 2.2.8, equation 2) in Lemma 2.3.1, and finally equation (2.7) above we obtain:

$$
\begin{aligned}
\int_{K_{p}(1,1)} f(w) d w & =\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\Delta_{p+1}}} \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, v\right]\right) d A^{\prime} \\
& =\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,1)}{\Delta_{p+1}}}\left|\Delta_{p+1}(v)\right|^{-\frac{\operatorname{dim} K_{p}(1,1)}{\Delta_{p+1}}}\left|\widetilde{\Delta}_{k-p}(u)\right|^{\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{k-p}}} \int_{K_{p}(-1,1)} f\left(\left[\theta_{u+v}(A), v\right]\right) d A \\
& =\alpha \beta\left|\widetilde{\Delta}_{k-p}(u)\right|^{\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p(1,-1)}}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(-1,-1)} f\left(\left[\theta_{u+v}\left(\left[w^{\prime}, v\right]\right), v\right]\right) d w^{\prime} \\
& =\alpha \beta\left|\widetilde{\Delta}_{k-p}(u)\right|^{\frac{\operatorname{dim} K_{p}(1,1)}{\operatorname{deg} \Delta_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(-1,-1)} f\left(-\theta_{u+v}\left(w^{\prime}\right)\right) d w^{\prime}
\end{aligned}
$$

Then Proposition 2.2.7 implies that $\alpha \beta=1$.
The proofs that $\beta \gamma=1$ and $\gamma \delta=1$ are similar.

- Step 2 We will now prove that $\alpha \gamma=1$. From Step 1, this will imply that $\alpha=\beta=\gamma=\delta=1$.

Let $f \in \mathcal{S}\left(K_{p}(1,1)\right.$. Then by Lemma 2.3.1, 3), for $w \in K_{p}(1,1)$

$$
\begin{align*}
f(w) & =\left(\overline{\mathcal{F}}_{1,1} \circ \mathcal{F}_{1,1} f\right)(w)=\int_{K_{p}(-1,-1)} \mathcal{F}_{1,1} f\left(w^{\prime}\right) \overline{\psi\left(b\left(w^{\prime}, w\right)\right)} d w^{\prime} \\
& =\gamma\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{\operatorname{dim} K_{p(1,-1)}}{\operatorname{deg} \nabla_{k-p}}} \int_{K_{p}(1,-1)} \mathcal{F}_{1,1} f\left(\left[A^{\prime}, u^{\prime}\right]\right) \overline{\psi\left(b\left(\left[A^{\prime}, u^{\prime}\right], w\right)\right)} d A^{\prime} . \tag{2.9}
\end{align*}
$$

On the other hand, using Lemma 2.3.1,1) we have

$$
\begin{aligned}
\mathcal{F}_{1,1}\left(w^{\prime}\right) & =\int_{K_{p}(1,1)} f(w) \psi\left(b\left(w, w^{\prime}\right)\right) d w \\
& =\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(1,-1)} f\left(\left[A^{\prime}, v\right]\right) \psi\left(b\left(A^{\prime},\left[v, w^{\prime}\right]\right)\right) d A^{\prime} .
\end{aligned}
$$

If we define $\varphi\left(A^{\prime}\right)=f\left(\left[A^{\prime}, v\right]\right)$ the preceding equation becomes:

$$
\mathcal{F}_{1,1}\left(w^{\prime}\right)=\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \overline{\mathcal{F}}_{1,-1} \varphi\left(-\left[v, w^{\prime}\right]\right) \quad \text { (see Definition 2.2.1). }
$$

Then, from equation (2.6) we get
$\mathcal{F}_{1,1}\left(\left[A^{\prime}, u^{\prime}\right]\right)=\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \overline{\mathcal{F}}_{1,-1} \varphi\left(\operatorname{advad} u^{\prime} A^{\prime}\right)=\alpha\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \overline{\mathcal{F}}_{1,-1} \varphi\left(\theta_{u+v}\left(A^{\prime}\right)\right)$.
Therefore equation (2.9) above can be written as
$f(w)=\gamma \alpha\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \nabla_{k-p}}}\left|\Delta_{p+1}(v)\right|^{\frac{\operatorname{dim} K_{p}(1,-1)}{\operatorname{deg} \Delta_{p+1}}} \int_{K_{p}(1,-1)} \overline{\mathcal{F}}_{1,-1} \varphi\left(\theta_{u+v}\left(A^{\prime}\right)\right) \overline{\psi\left(b\left(A^{\prime}, \operatorname{ad} u^{\prime} w\right)\right)} d A^{\prime}$.
Using Proposion 2.2.8, 2') (and the relation $\nabla_{k-p}\left(u^{\prime}\right)=\widetilde{\Delta}_{k-p}(u)^{-1}$ ) we obtain:

$$
\begin{aligned}
f(w) & =\gamma \alpha \int_{K_{p}(-1,1)} \overline{\mathcal{F}}_{1,-1} \varphi(A) \overline{\psi\left(b\left(\theta_{u+v} A, \operatorname{ad} u^{\prime} w\right)\right)} d A \\
& =\gamma \alpha \int_{K_{p}(-1,1)} \overline{\mathcal{F}}_{1,-1} \varphi(A) \overline{\psi\left(b\left(A, \theta_{u+v} \circ \mathrm{ad} u^{\prime} w\right)\right)} d A \\
& =\gamma \alpha \int_{K_{p}(-1,1)} \overline{\mathcal{F}}_{1,-1} \varphi(A) \psi\left(b\left(A,-\theta_{u+v} \circ \operatorname{ad} u^{\prime} w\right)\right) d A \\
& =\gamma \alpha \varphi\left(-\theta_{u+v} \circ \mathrm{ad} u^{\prime} w\right)=\gamma \alpha f\left(\left[-\theta_{u+v} \circ \operatorname{ad} u^{\prime} w, v\right]\right) \\
& =\gamma \alpha f\left(\operatorname{adv} \circ \theta_{u+v} \circ \operatorname{ad} u^{\prime} w\right) .
\end{aligned}
$$

Define $A^{\prime} \in K_{p}(1,-1)$ such that $w=\operatorname{ad} v A^{\prime}$ (always possible). Then (using (2.6))

$$
f(w)=\gamma \alpha f\left(\operatorname{ad} v \circ \theta_{u+v} \circ \operatorname{ad} u^{\prime} \circ \operatorname{ad} v A^{\prime}\right)=\gamma \alpha f\left(\operatorname{ad} v \circ \theta_{u+v}^{2} A^{\prime}\right)=\gamma \alpha f\left(\operatorname{ad} v A^{\prime}\right)=\gamma \alpha f(w) .
$$

Hence $\gamma \alpha=1$.

## Theorem 2.3.3.

1) For $f \in L^{1}\left(V^{+}\right)$we have

$$
\int_{V^{+}} f(X) d X=\int_{u \in K_{p}(2,0)} \int_{A \in K_{p}(1,-1)} \int_{v \in K_{p}(0,2)} f\left(e^{\mathrm{ad} A}(u+v)\right)\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{\kappa}} d u d A d v,
$$

2) For $g \in L^{1}\left(V^{-}\right)$we have

$$
\int_{V^{-}} g(Y) d Y=\int_{u^{\prime} \in K_{p}(-2,0)} \int_{A \in K_{p}(1,-1)} \int_{v^{\prime} \in K_{p}(0,-2)} g\left(e^{\operatorname{ad} A}\left(u^{\prime}+v^{\prime}\right)\right)\left|\nabla_{p+1}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{\kappa}} d u^{\prime} d A d v^{\prime}
$$

Proof. We only prove the first formula. The proof of the second is similar. The right hand side is equal to

$$
\int_{u \in K_{p}(2,0)} \int_{A \in K_{p}(1,-1)} \int_{v \in K_{p}(0,2)} f\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v+(\operatorname{ad} A) v+v\right)\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{\kappa}} d u d A d v .
$$

We make first the change of variable $u \longrightarrow\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right)$ (which is possible as $\frac{1}{2}(\operatorname{ad} A)^{2} v \in$ $K_{p}(2,0)$ ) and we get

$$
\int_{u \in K_{p}(2,0)} \int_{A \in K_{p}(1,-1)} \int_{v \in K_{p}(0,2)} f(u+[A, v]+v)\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{\kappa}} d u d A d v
$$

and then, using Lemma 2.3.1, Proposition 2.3.2 and Proposition 2.2.11, we obtain

$$
\int_{K_{p}(2,0)} \int_{K_{p}(1,1)} \int_{K_{p}(0,2)} f(u+w+v) d u d w d v=\int_{V^{+}} f(X) d X .
$$

Definition 2.3.4. (Introduced in ([12] Definition 4.3.1) for a special kind of maximal parabolic, see also ([2] Definition 4.20).)
Let $p \in\{0, \ldots, k\}$ 1) For $f \in L^{1}\left(V^{+}\right)$and $(u, v) \in K_{p}(2,0) \times K_{p}(0,2)$, we define

$$
T_{f}^{p,+}(u, v)=\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 \kappa}} \int_{K_{p}(1,-1)} f\left(e^{\operatorname{ad} A}(u+v)\right) d A .
$$

2) For $g \in L^{1}\left(V^{-}\right)$and $\left(u^{\prime}, v^{\prime}\right) \in K_{p}(-2,0) \times K_{p}(0,-2)$, we define

$$
T_{g}^{p,-}\left(u^{\prime}, v^{\prime}\right)=\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 \kappa}} \int_{K_{p}(1,-1)} f\left(e^{\mathrm{ad} A}\left(u^{\prime}+v^{\prime}\right)\right) d A
$$

Then Theorem 2.3.3 can be re-formulated in the following manner:

## Theorem 2.3.5.

1) Let $f \in L^{1}\left(V^{+}\right)$, then the function $(u, v) \longmapsto T_{f}^{p,+}(u, v)\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 k}}$ belongs to $L^{1}\left(K_{p}(2,0) \times\right.$ $\left.K_{p}(0,2)\right)$ and

$$
\int_{V^{+}} f(X) d X=\int_{u \in K_{p}(2,0)} \int_{v \in K_{p}(0,2)} T_{f}^{p,+}(u, v)\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 k}} d u d v
$$

2) Let $g \in L^{1}\left(V^{-}\right)$, then then the function $\left(u^{\prime}, v^{\prime}\right) \longmapsto T_{g}^{p,-}\left(u^{\prime}, v^{\prime}\right)\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 k}}$ belongs to $L^{1}\left(K_{p}(-2,0) \times K_{p}(0,-2)\right)$ and

$$
\int_{V^{-}} g(Y) d Y=\int_{u^{\prime} \in K_{p}(-2,0)} \int_{v^{\prime} \in K_{p}(0,-2)} T_{g}^{p,-}\left(u^{\prime}, v^{\prime}\right)\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 k}} d u^{\prime} d v^{\prime}
$$

We investigate now the smoothness of $T_{f}^{p,+}$ and $T_{g}^{p,-}$.
Theorem 2.3.6.
(1) (a) For $f \in \mathcal{S}\left(V^{+}\right), u \in K_{p}(2,0)$, $v \in K_{p}(0,2)^{\prime}, A \in K_{p}(1,-1)$, the function

$$
A \longmapsto f\left(e^{\mathrm{ad} A}(u+v)\right)
$$

belongs to $\mathcal{S}\left(K_{p}(1,-1)\right)$ and $T_{f}^{p,+}(u, v)$ is everywhere defined on $K_{p}(2,0) \times K_{p}(0,2)^{\prime}$. Moreover $T_{f}^{p,+}(u, v)$ is locally constant on $K_{p}(2,0) \times K_{p}(0,2)^{\prime}$.
(b) If $f \in \mathcal{S}\left(V^{+}\right)$with compact support in $\mathcal{O}_{p+1}^{+}=\left\{X \in V^{+}, \Delta_{p+1}(X) \neq 0\right\}$, then $T_{f}^{p,+}$ is everywhere defined on $K_{p}(2,0) \times K_{p}(0,2)$ and is locally constant with compact support in $K_{p}(2,0) \times K_{p}(0,2)^{\prime}$.
(2) (a) For $g \in \mathcal{S}\left(V^{-}\right), u^{\prime} \in K_{p}(-2,0)^{\prime}, v^{\prime} \in K_{p}(0,-2), A \in K_{p}(1,-1)$, the function

$$
A \longmapsto g\left(e^{\operatorname{ad} A}\left(u^{\prime}+v^{\prime}\right)\right)
$$

belongs to $\mathcal{S}\left(K_{p}(1,-1)\right)$ and $T_{g}^{p,-}\left(u^{\prime}, v^{\prime}\right)$ is everywhere defined on $K_{p}(-2,0)^{\prime} \times K_{p}(0,-2)$. Moreover $T_{g}^{p,-}\left(u^{\prime}, v^{\prime}\right)$ is locally constant on $K_{p}(-2,0)^{\prime} \times K_{p}(0,-2)$.
(b) If $g \in \mathcal{S}\left(V^{-}\right)$with compact support in $\mathcal{O}_{k-p}^{-}=\left\{Y \in V^{-}, \nabla_{k-p} \neq 0\right\}(Y)$, then $T_{g}^{p,-}$ is everywhere defined on $K_{p}(-2,0) \times K_{p}(0,-2)$ and is locally constant with compact support in $K_{p}(-2,0)^{\prime} \times K_{p}(0,-2)$.

## Proof.

We only prove the first assertion. The proof of the second one will be similar.
We fix $f \in \mathcal{S}\left(V^{+}\right)$. By ( [14], II.1.3), we can suppose that there exist $f_{1} \in \mathcal{S}\left(K_{p}(2,0)\right), f_{2} \in$ $\mathcal{S}\left(K_{p}(1,1)\right)$ and $f_{3} \in \mathcal{S}\left(K_{p}(0,2)\right)$ such that

$$
f(u+x+v)=f_{1}(u) f_{2}(x) f_{3}(v), \quad u \in K_{p}(2,0), x \in K_{p}(1,1) \text { and } v \in K_{p}(0,2) .
$$

Let $u \in K_{p}(2,0)$ and $v \in K_{p}(0,2)^{\prime}$. We consider the map

$$
\alpha:\left\{\begin{aligned}
K_{p}(1,-1) & \longrightarrow \mathbb{C} \\
A & \longmapsto f\left(e^{\operatorname{ad} A}(u+v)\right)=f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right) f_{2}([A, v]) f_{3}(v) .
\end{aligned}\right.
$$

Denote by $K_{2}$ the (compact) support of $f_{2}$. As the map $A \longmapsto[A, v]=\alpha_{v}(A)$ is a linear isomorphism from $K_{p}(1,-1)$ onto $K_{p}(1,1)$ we see that there exists a compact subset $K_{2}^{\prime} \subset K_{p}(1,-1)$ such that $f_{2}([A, v])=0$ if $A \notin K_{2}^{\prime}$.
This shows that $\alpha$ has compact support.
In the rest of the proof we will denote by $\|\|$ a fixed norm on the various involved vector spaces.
We will now show that $\alpha$ is locally constant. This means that for $A_{0} \in K_{p}(1,-1)$, there exists $\varepsilon>0$ such that

$$
h \in K_{P}(1,-1),\|h\|<\varepsilon \Longrightarrow \alpha\left(A_{0}+h\right)=\alpha\left(A_{0}\right)
$$

We consider first the function $A \longmapsto f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right)$. As the map $A \mapsto(\operatorname{ad} A)^{2} v$ is continuous, for any $\varepsilon>0$ there exists $\eta>0$ such that

$$
\|h\| \leq \eta \Rightarrow\left\|\operatorname{ad}\left(A_{0}+h\right)^{2} v-\operatorname{ad}\left(A_{0}\right)^{2} v\right\|<\epsilon .
$$

As $f_{1}$ is locally constant, this implies that the function $A \longmapsto f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right)$ is locally constant. A similar argument shows that the function $A \longmapsto f_{2}([A, v])$ is locally constant. Hence we have proved that $\alpha \in \mathcal{S}\left(K_{p}(1,-1)\right)$.

But now, the fact that $T_{f}^{p,+}(u, v)$ is everywhere defined on $K_{p}(2,0) \times K_{p}(0,2)^{\prime}$ is clear as the integral which defines $T_{f}^{p,+}(u, v)$ is the integral of $\alpha$ over a compact set.
The fact that $T_{f}^{p,+}$ is locally constant on $K_{p}(2,0) \times K_{p}(0,2)^{\prime}$ will be a consequence on the proof of 1)b). See below.

Let us now prove 1) b). Here we suppose that $f \in \mathcal{S}\left(\mathcal{O}_{p+1}\right)$. Denote by $K_{i}$ the support of $f_{i}$ ( $i=1,2,3$ ).
If $\Delta_{p+1}(u+v)=\Delta_{p+1}(v)=0$ (in other words $\left.v \notin K_{p}(0,2)^{\prime}\right)$, then $f\left(e^{\operatorname{adA} A}(u+v)\right)=f(u+$ $\left.\frac{1}{2}(\operatorname{ad} A)^{2} v+(\operatorname{ad} A) v+v\right)=0$ because $\operatorname{Supp}(f) \subset \mathcal{O}_{p+1}$. Then $K_{3} \subset K_{p}(0,2)^{\prime}$ and $T_{f}^{p,+}$ is now defined everywhere with support in $K_{p}(2,0) \times K_{p}(0,2)^{\prime}$.
Let us now prove that $T_{f}^{p,+}$ has compact support.
Remember from above that the map $\alpha_{v}$ defined by $\alpha_{v}(A)=[A, v]$ is an isomorphism form $K_{p}(1,-1)$ onto $K_{p}(1,1)$. Consider now the map

$$
\begin{aligned}
K_{3} \times K_{2} & \xrightarrow{\varphi} K_{p}(1,-1) \\
(v, x) & \longmapsto \varphi(v, x)=\alpha_{v}^{-1}(x) .
\end{aligned}
$$

As it is continuous, its image $K=\varphi\left(K_{3} \times K_{2}\right)$ is compact. Moreover the support of the map

$$
A \longmapsto f_{2}([A, v])
$$

is contained in $\alpha_{v}^{-1}\left(K_{2}\right)$, so that the support of all the maps $A \longmapsto f_{2}([A, v])$ when $v \in K_{3}$ is contained in $K=\varphi\left(K_{3} \times K_{2}\right) \subset K_{p}(1,-1)$. In other words, the support of all the maps

$$
A \longmapsto f\left(e^{\operatorname{ad} A}(u+v)\right)
$$

when $v \in K_{3}$, is contained in $K$.
Since the map $\phi:(A, v) \mapsto \frac{1}{2}(\operatorname{ad} A)^{2} v$ is continuous from $K_{p}(1,-1) \times K_{p}(0,2)$ to $K_{p}(2,0)$, the set $K_{0}=\phi\left(K \times K_{3}\right)$ is a compact subset of $K_{p}(2,0)$. Thus there exists $C \in \mathbb{R}^{*+}$ such that for $v \in K_{3}$ and $A \in K$, we have

$$
\left\|\frac{1}{2}(\operatorname{ad} A)^{2} v\right\| \leq C
$$

Then $\left\|u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right\| \geq\| \| u\|-\| \frac{1}{2}(\operatorname{ad} A)^{2} v\| \| \geq\|u\|-\left\|\frac{1}{2}(\operatorname{ad} A)^{2} v\right\| \geq\|u\|-C$. As $f_{1}$ has compact support, there exists $C^{\prime}>0$ such that for $v \in K_{3}$ and $A \in K$,

$$
\|u\|>C^{\prime} \Longrightarrow f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right)=0
$$

Hence

$$
T_{f}^{p,+}(u, v)=\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 \kappa}} \int_{K_{p}(1,-1)} f\left(e^{\mathrm{ad} A}(u+v)\right) d A
$$

has compact support for $f \in \mathcal{S}\left(\mathcal{O}_{p+1}\right)$.
It remains to prove that $T_{f}^{p,+}$ is locally constant.
As the integral in the definition of $T_{f}^{p,+}$ is equal to zero for $v \notin K_{3}$ and as $\left|\Delta_{p+1}(v)\right|$ is locally constant on $K_{p}(0,2)^{\prime}$, it is enough to prouve that

$$
\Psi(u, v)=\int_{K_{p}(1,-1)} f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right) f_{2}([A, v]) f_{3}(v) d A
$$

is locally constant.

This means that, for $u \in K_{p}(2,0)$ and $v \in K_{p}(0,2)$, there exists $\epsilon>0$ such that

$$
(h, k) \in K_{p}(2,0) \times K_{p}(0,2),\|h\| \leq \epsilon,\|k\| \leq \epsilon \Longrightarrow \Psi(u+h, v+k)=\Psi(u, v) .
$$

As $f_{i}$ is locally constant with compact support, there exists $\epsilon_{i}>0$ such that $f_{i}$ is constant on each ball of radius $\epsilon_{i}(i=1,2)$. Also there exists $\delta_{2}>0$, such that for $\|k\| \leq \delta_{2}$, and $A \in K$, we have $\|[A, k]\| \leq c\|A\|\|k\| \leq \epsilon_{2}\left(\right.$ for a $\left.c \in \mathbb{R}^{*}\right)$, and hence

$$
\begin{equation*}
f_{2}([A, v+k])=f_{2}([A, v]+[A, k])=f_{2}([A, v]) \tag{2.10}
\end{equation*}
$$

Similarly, there exists $\delta_{1}>0$ and $c>0$ such that

$$
\left\|h+\frac{1}{2}(\operatorname{ad} A)^{2} k\right\| \leq\|h\|+c\|A\|^{2}\|k\| \leq \epsilon_{1} \text { if }\|h\| \leq \delta_{1},\|k\| \leq \delta_{1} \text { and } A \in K .
$$

Hence

$$
\begin{equation*}
f_{1}\left(u+h+\frac{1}{2}(\operatorname{ad} A)^{2}(v+k)\right)=f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2}(v)+h+\frac{1}{2}(\operatorname{ad} A)^{2}(k)\right)=f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2}(v)\right) . \tag{2.11}
\end{equation*}
$$

Finally (2.10) and (2.11) imply that $\Psi(u+h, v+k)=\Psi(u, v)$ if $\|h\|,\|k\| \leq \operatorname{Min}\left(\delta_{1}, \delta_{2}, \epsilon_{3}\right)$. This ends the proof of 1$) b$ ).
Lets us return to the end of the proof of 1)a). Taking now $K_{3}$ to be an open compact subset of $K_{p}(0,2)^{\prime}$ which contains a fixed element $v$ (instead of the support of $f_{3}$ ), and taking into account that $\left|\Delta_{p+1}(.)\right|^{\frac{(p+1) d}{2 \kappa}}$ is locally constant on $K_{3}$, the same proof as before shows that $T_{f}^{p,+}$ is locally constant on $K_{p}(0,2) \times K_{p}(0,2)^{\prime}$.

## In the rest of the paper all the involved measures are normalized as in Definition 2.2.10.

### 2.4. Weil formula and the computation of $T_{\mathcal{F} f}^{p,-}$.

Notation 2.4.1. From now on, for sake of simplicity, and as the context will be clear, we will always denote by the same letter $\mathcal{F}$, the Fourier transforms between various subspaces of $V^{+}, V^{-}$and $\mathfrak{g}$.

In this section we will make a connection, roughly speaking, between $T_{\mathcal{F} f}^{p,-}$ and $\mathcal{F} T_{f}^{p,+}$ (for the precise statement see Theorem 2.4.4 below).
Define $E=K_{p}(1,-1)$. Then $E^{*}$ is identified to $K_{p}(-1,1)$ through the normalized Killing form $b$ (see (1.3)). More precisely an element $B \in K_{p}(-1,1)$ is identified with the form $y^{*} \in E^{*}$ defined by

$$
\left\langle y^{*}, A\right\rangle=b(B, A) \text { for } A \in K_{p}(1,-1)
$$

As usual the Fourier transform of a function $f \in \mathcal{S}\left(K_{p}(1,-1)\right)$ by

$$
\mathcal{F} f(B)=\hat{f}\left(y^{*}\right)=\int_{K_{p}(1,-1)} f(A) \psi\left(\left\langle y^{*}, A\right\rangle\right) d A=\int_{K_{p}(1,-1)} f(A) \psi(b(B, A)) d A
$$

(Remember that we have chosen, once and for all, a non trivial unitary additive character $\psi$ of $F$ ). Suppose now that a non degenerate quadratic form $Q$ is given on $E$. Denote by

$$
\beta\left(A, A^{\prime}\right)=Q\left(A+A^{\prime}\right)-Q(A)-Q\left(A^{\prime}\right) \quad \text { for } A, A^{\prime} \in E
$$

the corresponding bilinear form. This bilinear form induces a linear isomorphism $\alpha_{\beta}$ between $E$ and $E^{*}$ given by

$$
b\left(\alpha_{\beta}(A), A^{\prime}\right)=\beta\left(A, A^{\prime}\right) \quad \text { for } A, A^{\prime} \in E
$$

Then there exists a constant $C>0$ such that for any $f^{*} \in \mathcal{S}\left(E^{*}\right)$

$$
\begin{equation*}
\int_{E^{*}} f^{*}(B) d B=C \int_{E} f^{*}\left(\alpha_{\beta}(A)\right) d A \tag{2.12}
\end{equation*}
$$

Theorem 2.4.2. (A. Weil)
There exists a constant $\gamma_{\psi}(Q)$ of module 1 such that for $f \in \mathcal{S}(E)$

$$
\int_{E} \mathcal{F} f\left(\alpha_{\beta}(A)\right) \psi(Q(A)) d A=\frac{1}{\sqrt{C}} \gamma_{\psi}(Q) \int_{E} f(A) \psi(-Q(A)) d A .
$$

## Proof.

For another Haar measure $d \mu(A)$ on $E$, we consider for $f \in \mathcal{S}(E)$, a "new" Fourier transform by

$$
\mathcal{F}^{\prime} f\left(A^{\prime}\right)=\int_{E} f(A) \psi\left(b\left(\alpha_{\beta}\left(A^{\prime}\right), A\right) d \mu(A) \quad\left(A, A^{\prime} \in E\right)\right.
$$

First of all we determine $\lambda>0$ such the measure $d \mu(A)=\lambda d A$ is self dual for the Fourier transform $\mathcal{F}^{\prime}$. From the definitions we see that $\mathcal{F}^{\prime} f\left(A^{\prime}\right)=\lambda \mathcal{F} f\left(\alpha_{\beta}\left(A^{\prime}\right)\right)$.
Then, using (2.12) above, the measure $\lambda d A$ is self dual for $\mathcal{F}^{\prime}$ if and only if

$$
\int_{E} \mathcal{F}^{\prime} f\left(A^{\prime}\right) \lambda d A^{\prime}=\lambda^{2} \int_{E} \mathcal{F} f\left(\alpha_{\beta}\left(A^{\prime}\right)\right) d A^{\prime}=\frac{\lambda^{2}}{C} \int_{E^{*}} \mathcal{F} f(B) d B=\frac{\lambda^{2}}{C} f(0)=f(0) .
$$

Hence the self dual measure for $\mathcal{F}^{\prime}$ is $\sqrt{C} d A$. Once this self dual measure is known, the formula in the Theorem is juste a rewriting of formula (1-4) p. 500 in [13] (where self-dual measures are needed). And this is a particular case of a more general result of A. Weil concerning the Fourier transform of quadratic characters of abelian groups ([17]).

We will now make a particular choice of $Q$. Consider two generic elements $u^{\prime} \in K_{p}(-2,0)^{\prime}$ and $v \in K_{p}(0,2)^{\prime}$. We define the quadratic form $Q_{u^{\prime}, v}$ on $K_{p}(1,-1)$ as in ([8], §3.5) by

$$
Q_{u^{\prime}, v}(A)=\frac{1}{2} b\left((\operatorname{ad} A)^{2} u^{\prime}, v\right) .
$$

We compute now the bilinear form $\beta_{u^{\prime}, v}$ corresponding to this form (the computation is the same as in [2], p.106, we give it here for the convenience of the reader):

$$
\begin{aligned}
\beta_{u^{\prime}, v}\left(A, A^{\prime}\right) & =Q_{u^{\prime}, v}\left(A+A^{\prime}\right)-Q_{u^{\prime}, v}(A)-Q_{u^{\prime}, v}\left(A^{\prime}\right) \\
& =\frac{1}{2} b\left(\left(\operatorname{ad} A+\operatorname{ad} A^{\prime}\right)^{2} u^{\prime}, v\right)-\frac{1}{2} b\left((\operatorname{ad} A)^{2} u^{\prime}, v\right)-\frac{1}{2} b\left(\left(\operatorname{ad} A^{\prime}\right)^{2} u^{\prime}, v\right) \\
& =\frac{1}{2} b\left(\left[A,\left[A^{\prime}, u^{\prime}\right]\right], v\right)+\frac{1}{2} b\left(\left[A^{\prime},\left[A, u^{\prime}\right]\right], v\right) \\
& =-\frac{1}{2} b\left(\left[A^{\prime}, u^{\prime}\right],[A, v]\right)+\frac{1}{2} b\left(A^{\prime},\left[\left[A, u^{\prime}\right], v\right]\right) \\
& =\frac{1}{2} b\left(A^{\prime},\left[[A, v], u^{\prime}\right]\right)+\frac{1}{2} b\left(A^{\prime},\left[\left[A, u^{\prime}\right], v\right]\right) \\
& =b\left(A^{\prime},\left[[A, v], u^{\prime}\right]\right)\left(\text { since } \operatorname{ad} u^{\prime} \operatorname{ad} v=\operatorname{ad} v \operatorname{ad} u^{\prime}\right) \\
& =b\left(A^{\prime},\left[\left[A, u^{\prime}\right], v\right]\right)
\end{aligned}
$$

Hence if the map $\alpha_{\beta_{u^{\prime}, v}}: E \longrightarrow E^{*}$ is defined by

$$
\left\langle\alpha_{\beta_{u^{\prime}, v}}(A), A^{\prime}\right\rangle=\beta_{u^{\prime}, v}\left(A, A^{\prime}\right)
$$

we obtain (modulo the identification $E *=K_{p}(-1,1)$ ):

$$
\alpha_{\beta_{u^{\prime}, v}}(A)=\operatorname{ad} v \operatorname{ad} u^{\prime}(A)=\operatorname{ad} u^{\prime} \operatorname{ad} v(A) .
$$

We have seen previously that there exists a constant $c_{\alpha_{\beta_{u^{\prime}, v}}}>0$ such that for all $f^{*} \in \mathcal{S}\left(E^{*}\right)$

$$
\int_{E^{*}} f^{*}(B) d B=c_{\alpha_{\beta_{u^{\prime}}, v}} \int_{E} f^{*}\left(\alpha_{\beta_{u^{\prime}, v}}(x)\right) d x .
$$

Using Lemma 2.3.1 we have:

$$
\begin{aligned}
\int_{K_{p}(1,-1)} f^{*}\left(\alpha_{\beta_{u^{\prime}, v}}(A)\right) d A & =\int_{K_{p}(1,-1)} f^{*}\left(\operatorname{ad} u^{\prime} \operatorname{ad} v(A)\right) d A \\
& =\left|\Delta_{p+1}(v)\right|^{-\frac{(p+1) d}{\kappa}} \int_{K_{p}(1,1)} f^{*}\left(\operatorname{ad} u^{\prime}(w)\right) d w \\
& =\left|\Delta_{p+1}(v)\right|^{-\frac{(p+1) d}{\kappa}}\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{-\frac{(k-p) d}{\kappa}} \int_{K_{p}(-1,1)} f^{*}(B) d B
\end{aligned}
$$

Hence

$$
c_{\alpha_{\beta_{u^{\prime}, v}}}=\left|\Delta_{p+1}(v)\right|^{-\frac{(p+1) d}{\kappa}}\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{-\frac{(k-p) d}{\kappa}}
$$

Then if we set $\gamma\left(u^{\prime}, v\right)=\gamma_{\psi}\left(Q_{u^{\prime}, v}\right)$, Theorem 2.4.2, can be specialized to:
Theorem 2.4.3. (See Corollary 4.27 p. 107 of [2], for the case $p=0$ and $F=\mathbb{R}$ )
Let $u^{\prime} \in K_{p}(-2,0)^{\prime}$ and $v \in K_{p}(0,2)^{\prime}$. Then for $f \in \mathcal{S}\left(K_{p}(1,-1)\right)$ we have:

$$
\begin{aligned}
& \int_{K_{p}(1,-1)} \mathcal{F} f\left(\operatorname{ad} u^{\prime} \operatorname{ad} v(A)\right) \psi\left(Q_{u^{\prime}, v}(A)\right) d A \\
& =\gamma\left(u^{\prime}, v\right)\left|\Delta_{p+1}(v)\right|^{-\frac{(p+1) d}{2 k}}\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{-\frac{(k-p) d}{2 k}} \int_{K_{p}(1,-1)} f(A) \psi\left(-Q_{u^{\prime}, v}(A)\right) d A
\end{aligned}
$$

Theorem 2.4.4. (I. Muller ([12]), for the case $\ell=1$, and $p=k-1$, see also Theorem 4.28 p. 107 of [2] for the case $p=0$ and $F=\mathbb{R}$ ).
If $f \in \mathcal{S}\left(V^{+}\right)$and if $\left(u^{\prime}, v\right) \in K_{p}(-2,0)^{\prime} \times K_{p}(0,-2)$ then

$$
T_{\mathcal{F} f}^{p,-}\left(u^{\prime}, v^{\prime}\right)=\mathcal{F}_{v}\left(\gamma\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{p,+}\right)\left(u^{\prime}, v\right)\right)\left(v^{\prime}\right)
$$

## Proof.

We know from Theorem 2.3.6, 1)a) and 1)b) that $T_{f}^{p,+}(u, v)$ is everywhere defined for $u \in K_{p}(2,0)$ and $v \in K_{p}(0,2)^{\prime}$ and that $T_{\mathcal{F} f}^{p,-}\left(u^{\prime}, v^{\prime}\right)$ is everywhere defined for $u^{\prime} \in K_{p}(-2,0)^{\prime}$ and $v^{\prime} \in K_{p}(0,-2)$. The same Theorem tells us also that $T_{f}^{p,+}(u, v)$ is almost everywhere defined on $K_{p}(2,0) \times K_{p}(0,2)$ and that the function $u \longmapsto T_{f}^{p,+}(u, v)$ is integrable over $K_{p}(2,0)$ for almost all $v \in K_{p}(0,2)$.
We note also that here, although the base field $F$ is $p$-adic and that we work with a general maximal parabolic $P_{p}$, the main steps of the proof are the same as in ([2] Theorem 4.28, p.107) where $F=\mathbb{R}$ and where $p=0$.
In the rest of the proof we will omit the spaces where the integrations are performed, and we make the following convention: the integration in the variables $A, A^{\prime}$ will be on $K_{p}(1,-1)$, in $u$ on $K_{p}(2,0)$, in $v$ on $K_{p}(0,2)$.
Let $f \in \mathcal{S}\left(V^{+}\right)$. As we have already seen we can suppose that

$$
f(u+w+v)=f_{1}(u) f_{2}(w) f_{3}(v) \quad \text { where } \quad f_{1} \in \mathcal{S}\left(K_{p}(2,0)\right), f_{2} \in \mathcal{S}\left(K_{p}(1,1)\right), f_{3} \in \mathcal{S}\left(K_{p}(0,2)\right) .
$$

We suppose now that $v$ is fixed in $K_{p}(0,2)^{\prime}$. We have then

$$
\begin{aligned}
\int_{u}\left|T_{f}^{p,+}(u, v)\right| d u & \leq\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 \kappa}} \int_{u} \int_{A}\left|f\left(e^{\operatorname{ad} A}(u+v)\right)\right| d A d u \\
& =\left|\Delta_{p+1}(v)\right|^{\left(\frac{p+1) d}{2 \kappa}\right.}\left|f_{3}(v)\right| \int_{u} \int_{A}\left|f_{1}\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v\right)\right|\left|f_{2}([A, v])\right| d u d A .
\end{aligned}
$$

We make the change of variable $u+\frac{1}{2}(\operatorname{ad} A)^{2} v \rightarrow u$ in the $u$-integral and we note that the $A$-integral is over a compact set (due to the fact that $A \longmapsto[A, v]$ is an isomorphism from $K_{p}(1,-1)$ onto $K_{p}(1,1)$ ). Hence, for any $v \in K_{p}(0,2)^{\prime}$

$$
\begin{equation*}
\int_{u}\left|T_{f}^{p,+}(u, v)\right| d u \leq \int_{u} T_{|f|}^{p,+}(u, v) d u<+\infty \tag{2.13}
\end{equation*}
$$

Therefore

$$
u \longmapsto T_{f}^{p,+}(u, v) \in L^{1}\left(K_{p}(2,0)\right) \quad \text { for } v \in K_{p}(0,2)^{\prime} .
$$

Let us now compute the $u$-Fourier transform of $T_{f}^{p,+}$ given by

$$
\mathcal{F}_{u} T_{f}^{p,+}\left(u^{\prime}, v\right)=\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 \kappa}} \int_{u, A} f\left(u+\frac{1}{2}(\operatorname{ad} A)^{2} v+[A, v]+v\right) \psi\left(b\left(u, u^{\prime}\right)\right) d A d u
$$

Due to (2.13) the order of the integrations does not matter. Making the change of variable $u+$ $\frac{1}{2}(\operatorname{ad} A)^{2} v \rightarrow u$ we obtain

$$
\mathcal{F}_{u} T_{f}^{p,+}\left(u^{\prime}, v\right)=\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 k}} \int_{u, A} f(u+[A, v]+v) \psi\left(b\left(u-\frac{1}{2}(\operatorname{ad} A)^{2} v, u^{\prime}\right)\right) d A d u
$$

We introduce now the function

$$
J\left(u^{\prime}, A, v\right)=\int_{u} f(u+[A, v]+v) \psi\left(b\left(u, u^{\prime}\right)\right) d u=\left(\mathcal{F}_{u} f\right)\left(u^{\prime},[A, v], v\right)
$$

Then from the definition of the form $Q_{u^{\prime}, v}$

$$
\begin{equation*}
\mathcal{F}_{u} T_{f}^{p,+}\left(u^{\prime}, v\right)=\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 \kappa}} \int_{A} J\left(u^{\prime}, A, v\right) \psi\left(-Q_{u^{\prime}, v}(A)\right) d A . \tag{2.14}
\end{equation*}
$$

We suppose now that $u^{\prime} \in K_{p}(-2,0)^{\prime}$.
As $v$ is generic in $K_{p}(0,2)$ the function $(u, A) \longmapsto f(u+[A, v]+v)$ belongs to $\mathcal{S}\left(K_{p}(2,0) \times\right.$ $\left.K_{p}(1,-1)\right)$ and the function $A \longmapsto J\left(u^{\prime}, A, v\right)$ belongs to $\mathcal{S}\left(K_{p}(1,-1)\right)$. As $u^{\prime}$ is generic too, the quadratic form $Q_{u^{\prime}, v}$ is non degenerate and we can apply the Weil formula as in Theorem 2.4.3 to the integral in the right hand side of (4). We obtain

$$
\begin{gather*}
\int_{A} J\left(u^{\prime}, A, v\right) \psi\left(-Q_{u^{\prime}, v}(A)\right) d A \\
=\gamma\left(u^{\prime}, v\right)^{-1}\left|\Delta_{p+1}(v)\right|^{\frac{(p+1) d}{2 k}}\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 k}} \int_{A^{\prime}}\left(\mathcal{F}_{A} J\right)\left(u^{\prime}, \operatorname{ad} u^{\prime} \operatorname{ad} v\left(A^{\prime}\right), v\right) \psi\left(Q_{u^{\prime}, v}\left(A^{\prime}\right)\right) d A^{\prime} \tag{2.15}
\end{gather*}
$$

where

$$
\left(\mathcal{F}_{A} J\right)\left(u^{\prime}, \operatorname{ad} u^{\prime} \operatorname{ad} v A^{\prime}, v\right)=\int_{A}\left(\mathcal{F}_{u} f\right)\left(u^{\prime},[A, v], v\right) \psi\left(b\left(\left(A, \operatorname{ad} u^{\prime} \operatorname{ad} v A^{\prime}\right)\right) d A\right.
$$

If we make the change of variable $w=[A, v]$, and if we use Lemma 2.3.1, together with the fact that $b\left(\left(A, \operatorname{ad} u^{\prime} \operatorname{ad} v A^{\prime}\right)=b\left([A, v],\left[u^{\prime}, A^{\prime}\right]\right)\right.$ the preceding formula becomes

$$
\begin{equation*}
\left(\mathcal{F}_{A} J\right)\left(u^{\prime}, \operatorname{ad} u^{\prime} \operatorname{ad} v A^{\prime}, v\right)=\left|\Delta_{p+1}(v)\right|^{-\frac{(p+1) d}{\kappa}}\left(\mathcal{F}_{w} \mathcal{F}_{u} f\right)\left(u^{\prime},\left[u^{\prime}, A^{\prime}\right], v\right) \tag{2.16}
\end{equation*}
$$

From (2.14), (2.15) and (2.16), we obtain

$$
\begin{equation*}
\gamma\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{p,+}\right)\left(u^{\prime}, v\right)=\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 \kappa}} \int_{A^{\prime}}\left(\mathcal{F}_{w} \mathcal{F}_{u} f\right)\left(u^{\prime},\left[u^{\prime}, A^{\prime}\right], v\right) \psi\left(Q_{u^{\prime}, v}\left(A^{\prime}\right)\right) d A^{\prime} \tag{2.17}
\end{equation*}
$$

From now on we only suppose that $u^{\prime}$ is generic in $K_{p}(-2,0)$ ( $v$ may be singular).
The Fourier transform $\mathcal{F}_{w} \mathcal{F}_{u} f \in \mathcal{S}\left(K_{p}(-2,0) \times K_{p}(-1,-1) \times K_{p}(0,2)\right)$ and as $u^{\prime}$ is generic we obtain, as before, that

$$
\int_{v, A^{\prime}}\left|\left(\mathcal{F}_{w} \mathcal{F}_{u} f\right)\left(u^{\prime},\left[u^{\prime}, A^{\prime}\right], v\right)\right| d A^{\prime} d v<+\infty
$$

It follows than from (2.17) that the function $v \longmapsto \gamma\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{p,+}\right)\left(u^{\prime}, v\right)$ belongs to $L^{1}\left(K_{p}(0,2)\right.$ for $u^{\prime}$ generic in $K_{p}(-2,0)$ and this allows, by Fubini's Theorem, to change the order of the integrations in $A^{\prime}$ and $v$ in the following computation of its Fourier transform.
We have

$$
\begin{aligned}
& \mathcal{F}_{v}\left(\gamma\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{p,+}\right)\left(u^{\prime}, v\right)\right)\left(v^{\prime}\right) \\
& =\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 k}} \int_{v} \int_{A^{\prime}}\left(\mathcal{F}_{w} \mathcal{F}_{u} f\right)\left(u^{\prime},\left[u^{\prime}, A^{\prime}\right], v\right) \psi\left(b\left(\frac{1}{2}\left(\operatorname{ad} A^{\prime}\right)^{2} u^{\prime}, v\right)+b\left(v^{\prime}, v\right)\right) d A^{\prime} d v \\
& =\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 k}} \int_{A^{\prime}} \int_{v}\left(\mathcal{F}_{w} \mathcal{F}_{u} f\right)\left(u^{\prime},\left[u^{\prime}, A^{\prime}\right], v\right) \psi\left(b\left(\frac{1}{2}\left(\operatorname{ad} A^{\prime}\right)^{2} u^{\prime}, v\right)+b\left(v^{\prime}, v\right)\right) d v d A^{\prime} \\
& =\left|\nabla_{k-p}\left(u^{\prime}\right)\right|^{\frac{(k-p) d}{2 k}} \int_{A^{\prime}}\left(\mathcal{F}_{v} \mathcal{F}_{w} \mathcal{F}_{u} f\right)\left(u^{\prime},\left[u^{\prime}, A^{\prime}\right], v^{\prime}+\frac{1}{2}\left(\operatorname{ad} A^{\prime}\right)^{2} u^{\prime}\right) d A^{\prime} .
\end{aligned}
$$

But $u^{\prime}+\left[u^{\prime}, A^{\prime}\right]+v^{\prime}+\frac{1}{2}\left(\operatorname{ad} A^{\prime}\right)^{2} u^{\prime}=e^{\operatorname{ad}\left(-A^{\prime}\right)\left(u^{\prime}+v^{\prime}\right)}$ and $\mathcal{F}_{v} \mathcal{F}_{w} \mathcal{F}_{u} f=\mathcal{F} f$ and we recognize the definition of $T_{\mathcal{F} f}^{p,-}$ (Definition 2.3.4, 2)). Hence

$$
T_{\mathcal{F} f}^{p,-}\left(u^{\prime}, v^{\prime}\right)=\mathcal{F}_{v}\left(\gamma\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{p,+}\right)\left(u^{\prime}, v\right)\right)\left(v^{\prime}\right)
$$

for $u^{\prime}$ generic in $K_{p}(-2,0)$.

## Remark 2.4.5.

Godement and Jacquet have used a mean function $\varphi_{\Phi}$ ([7] p.37) which looks like our mean function $T_{f}^{p,+}$ (or $T_{g}^{p,-}$ ) but which is not equal to our's in the case of $G L_{n}(F) \times G L_{n}(F)$ acting on $M_{n}(F)$ which corresponds to their situation. Also they proved that $\mathcal{F}\left(\varphi_{\Phi}\right)=\varphi_{\mathcal{F}(\Phi)}$ (Loc. cit Lemma 3.4.0 p. 38), which again looks similar to the preceeding Theorem 2.4.4.

### 2.5. Computation of the Weil constant $\gamma\left(u^{\prime}, v\right)$.

(Remember that in this section, we suppose that $\ell=1$ ).
The aim of this paragraph is to compute the Weil constant $\gamma\left(u^{\prime}, v\right)=\gamma_{\psi}\left(Q_{u^{\prime}, v}\right)$ introduced in Theorem 2.4.2, in the case where $u^{\prime} \in K_{k-1}(-2,0)^{\prime}$ and $v \in K_{k-1}(0,2)^{\prime}=\tilde{\mathfrak{g}}^{\lambda_{k}} \backslash\{0\}$. We recall first some general results of A. Weil [17] and of S. Rallis et G. Schiffmann [13] concerning $\gamma_{\psi}(Q)$.

First of all, if $Q$ and $Q^{\prime}$ are two equivalent non degenerate quadratic forms, we have

$$
\gamma_{\psi}(Q)=\gamma_{\psi}\left(Q^{\prime}\right) .
$$

Remember that there are four classes modulo the squares in $F$, namely $\mathscr{C}=F^{*} / F^{* 2}=\{1, \varepsilon, \pi, \varepsilon \pi\}$ where $\varepsilon$ is a unit which is not a square, and where $\pi$ is a uniformizer for $F$.

For $a, b \in F^{*}$, let us denote by $(a, b)_{\mathscr{C}}$ the Hilbert symbol defined by

$$
(a, b)_{\mathscr{C}}=\left\{\begin{array}{cc}
1 & \text { if } b \text { belongs to the norm group of } F[\sqrt{a}] \\
-1 & \text { if not }
\end{array} .\right.
$$

Denote by $\chi_{a}$ the quadratic character of $F^{*}$ (associated to the quadratic extension $F[\sqrt{a}]$ ) defined by

$$
\chi_{a}(b)=(a, b)_{\mathscr{C}} .
$$

If $\mathfrak{q}_{1}$ is the quadratic form on $F$ defined by $\mathfrak{q}_{1}(x)=x^{2}$ we set:

$$
\begin{equation*}
\alpha(a)=\gamma_{\psi}\left(a \mathfrak{q}_{1}\right), \quad \varphi(a)=\frac{\alpha(a)}{\alpha(1)} \quad a \in F^{*} . \tag{2.18}
\end{equation*}
$$

As $a^{2} \mathfrak{q}_{1}$ is equivalent to $\mathfrak{q}_{1}$ one can consider $\alpha$ and $\varphi$ as functions on $\mathscr{C}$.
A fundamental result of A. Weil ([13] (1-6)) tells us that

$$
\varphi(a b)=\varphi(a) \varphi(b)(a, b)_{\mathscr{C}}, \quad a, b \in F^{*}
$$

As $\gamma_{\psi}(Q) \gamma_{\psi}(-Q)=1$ for any non degenerate quadratic form $Q$, one has $\alpha(1)^{-1}=\alpha(-1)$ and hence

$$
\alpha(a b)=\alpha(a) \alpha(b)(a, b)_{\mathscr{C}} \alpha(-1) .
$$

One has also the following result:
Lemma 2.5.1. ([13] Proposition I-7) Let $Q$ be a non degenerate quadratic form on a vector space $E$ of dimension n, and discriminant $\operatorname{disc}(Q)$.
(1) If $n=2 r$ is even then

$$
\gamma_{\psi}(x Q)=\gamma_{\psi}(Q)\left(x,(-1)^{r} \operatorname{disc}(Q)\right)_{\mathscr{E}}, \quad x \in F^{*}
$$

(2) If $n=2 r+1$ is odd then

$$
\gamma_{\psi}(x Q)=\gamma_{\psi}(Q)\left(x,(-1)^{r} \operatorname{disc}(Q)\right)_{\mathscr{C}} \alpha(x) \alpha(-1) .
$$

Proof. The first assertion is exactly the assertion of Proposition I-7 of [13]. As our formulation of assertion 2) is slightly different from that in [13], we give some details.
From ([13] Proposition 1-3), we know that if $Q\left(x_{1}, \ldots, x_{n}\right)=\sum_{s=1}^{n} a_{s} x_{s}^{2}$ then $\gamma_{\psi}(Q)=\prod_{s=1}^{n} \alpha\left(a_{s}\right)$. Using the fact that $\alpha(a) \alpha(b)=\alpha(a b)(a, b)_{\mathscr{C}} \alpha(1)$, one obtains by induction that

$$
\gamma_{\psi}(Q)=\alpha(1)^{n-1} \alpha\left(a_{1} \ldots a_{n}\right) \prod_{i<j}\left(a_{i}, a_{j}\right)_{\mathscr{C}}
$$

Set $D=\operatorname{disc}(Q)=a_{1} \ldots a_{n} \bmod F^{* 2}$. As $\left(x a_{i}, x a_{j}\right)_{\mathscr{C}}=(x, x)_{\mathscr{C}}\left(x, a_{i}\right)_{\mathscr{C}}\left(x, a_{j}\right)_{\mathscr{C}}\left(a_{i}, a_{j}\right)_{\mathscr{C}},(x, x)_{\mathscr{C}}=$ $(-1, x)_{\mathscr{C}}$, and $\prod_{i<j}\left(x, a_{i}\right)_{\mathscr{C}}\left(x, a_{j}\right)_{\mathscr{C}}=\left(x^{n-1}, D\right)_{\mathscr{C}}$, one obtains

$$
\gamma_{\psi}(x Q)=\gamma_{\psi}(Q)\left(x,(-1)^{\frac{n(n-1)}{2}}\right)_{\mathscr{C}}\left(x^{n-1}, D\right)_{\mathscr{C}} \frac{\alpha\left(x^{n} D\right)}{\alpha(D)}
$$

If $n$ is even then $\left(x^{n-1}, D\right)_{\mathscr{C}}=(x, D)_{\mathscr{C}}$ and $\alpha\left(x^{n} D\right)=\alpha(D)$. This gives the first assertion. And if $n$ is odd, we have $\left(x^{n-1}, D\right)_{\mathscr{C}}=1$ and $\alpha\left(x^{n} D\right)=\alpha(x D)=\alpha(x) \alpha(D)(x, D)_{\mathscr{C}} \alpha(-1)$. This gives the second assertion.

In what follows we assume that $k \geq 1$.
Notation 2.5.2. We denote by $\tilde{\mathfrak{l}}_{k}$ the Lie algebra generated by $\tilde{\mathfrak{g}}^{ \pm \lambda_{k}}$, that is

$$
\tilde{\mathfrak{r}}_{k}=\tilde{\mathfrak{g}}^{-\lambda_{k}} \oplus F H_{\lambda_{k}} \oplus \tilde{\mathfrak{g}}^{\lambda_{k}}
$$

Let $\underline{\tilde{\mathfrak{g}}}$ be the centralizer of $\tilde{\mathfrak{l}}_{k}$ in $\tilde{\mathfrak{g}}$. We will denote by underlined letters the elements and algebras associated to $\underline{\tilde{\mathfrak{g}}}$. The algebra $\underline{\mathfrak{g}}$ is 3 -graded by the element $\underline{H}_{0}=\sum_{j=0}^{k-1} H_{\lambda_{j}}$, and is regular of rank $k$. We denote by $\underline{\tilde{\mathfrak{g}}}=\underline{V}^{-} \oplus \underline{\mathfrak{g}} \oplus \underline{V}^{+}$the corresponding decomposition. It can be noted that in the notations of §2.1 we have $\underline{V}^{ \pm}=K_{k-1}( \pm 2,0)$ and $\underline{\mathfrak{g}}=K_{k-1}(0,0)$ and $\tilde{\mathfrak{g}}^{ \pm \lambda_{k}}=K_{k-1}(0, \pm 2)$. We have also $\underline{\mathfrak{g}}=Z_{\underline{\tilde{\mathfrak{a}}}}\left(\mathfrak{a}^{0}\right) \oplus\left(\oplus_{i \neq j<k} E_{i, j}(1,-1)\right)$.

If $\underline{\mathfrak{q}}^{0}=\oplus_{j<k} F H_{\lambda_{j}}$, then $\underline{G}$ stands for the group $\mathcal{Z}_{\text {Aut }_{0}(\tilde{\mathfrak{g}})}\left(\underline{H_{0}}\right)$ whose Lie algebra is $\underline{\mathfrak{g}}$ and $\underline{P}=\underline{L N}$ is the parabolic subgroup of $\underline{G}$ corresponding to the Lie algebra

$$
\underline{\mathfrak{p}}=\mathcal{Z}_{\underline{\mathfrak{g}}}\left(\underline{\mathfrak{a}}^{0}\right) \oplus \oplus_{r<s<k} E_{r, s}(1,-1) .
$$

Let $\underline{\Delta}_{j}$ be the polynomial relative invariants of $\left(\underline{P}, \underline{V}^{+}\right)$normalized such $\underline{\Delta}_{j}\left(X_{0}+\ldots+X_{k-1}\right)=1$, etc... (in the notations of Definition 2.1.1, we have for example $\underline{\Delta}_{0}=\tilde{\Delta}_{1}$ ).

Lemma 2.5.3. (i) Let $u, v$ and $A$ be respectively in $\underline{V}^{+}, \tilde{\mathfrak{g}}^{\lambda_{k}}$ and $K_{k-1}(1,-1)$, then

$$
\Delta_{j}\left(e^{\operatorname{adA} A}(u+v)\right)=\left\{\begin{array}{ccc}
\Delta_{j}(u) \Delta_{k}(v) & \text { if } & j=0, \ldots, k-1 \\
\Delta_{k}(v) & \text { if } & j=k
\end{array}\right.
$$

(ii) If $v^{\prime}=\nu Y_{k}$, we set $\tilde{\nabla}_{k}\left(v^{\prime}\right)=\nu$. Then, for $u^{\prime}, v^{\prime}$ and A respectively in $\underline{V}^{-}, \tilde{\mathfrak{g}}^{-\lambda_{k}}$ and $K_{k-1}(1,-1)$, we have

$$
\nabla_{j}\left(e^{\operatorname{ad} A}\left(u^{\prime}+v^{\prime}\right)\right)=\left\{\begin{array}{cl}
\nabla_{0}\left(u^{\prime}\right) \widetilde{\nabla}_{k}\left(v^{\prime}\right) & \text { if } \quad j=0, \\
\underline{\nabla}_{j-1}\left(u^{\prime}\right) & \text { if } \quad j=1, \ldots, k .
\end{array}\right.
$$

Proof. See ([2] Lemma 5.18).

Corollary 2.5.4. Let $k \geq 1$ and $a=\left(a_{0}, \ldots, a_{k}\right) \in \mathscr{S}_{e}^{k+1}$.
(1) Let $u \in \underline{V}^{+}$and $v \in \tilde{\mathfrak{g}}^{\lambda_{k}}$ then

$$
u+v \in \mathcal{O}^{+}\left(a_{0}, \ldots a_{k}\right) \Longleftrightarrow u \in \underline{\mathcal{O}}^{+}\left(a_{0}, \ldots a_{k-1}\right), \text { and } \Delta_{k}(v) a_{k} \in S_{e}
$$

(2) Let $u^{\prime} \in \underline{V}^{-}$and $v^{\prime} \in \tilde{\mathfrak{g}}^{-\lambda_{k}}$ then

$$
u^{\prime}+v^{\prime} \in \mathcal{O}^{-}\left(a_{0}, \ldots a_{k}\right) \Longleftrightarrow u^{\prime} \in \underline{\mathcal{O}}^{-}\left(a_{0}, \ldots a_{k-1}\right) \text { and } \tilde{\nabla}_{k}\left(v^{\prime}\right) a_{k} \in S_{e} .
$$

Proof. Let $u \in \underline{V}^{+}$and $v \in \tilde{\mathfrak{g}}^{\lambda_{k}}$. By Lemma 2.5.3, we have $\Delta_{j}(u+v)=\underline{\Delta}_{j}(u) \Delta_{k}(v)$ for $0 \leq$ $j \leq k-1$ and $\Delta_{k}(u+v)=\Delta_{k}(v)$. Then the definition of the open sets $\mathcal{O}^{+}\left(a_{0}, \ldots, a_{k}\right)$ implies immediately the first assertion.

Let $u^{\prime} \in \underline{V}^{-}$and $v^{\prime} \in \tilde{\mathfrak{g}}^{-\lambda_{k}}$. By Lemma 2.5.3 we have $\nabla_{j}\left(u^{\prime}+v^{\prime}\right)=\underline{\nabla}_{j-1}\left(u^{\prime}\right)$ if $j=1, \ldots, k$ and $\nabla_{0}\left(u^{\prime}+v^{\prime}\right)=\underline{\nabla}_{0}\left(u^{\prime}\right) \tilde{\nabla}_{k}\left(v^{\prime}\right)$, where $\tilde{\nabla}_{k}\left(y_{k} Y_{k}\right)=y_{k}$. Therefore $u^{\prime}+v^{\prime} \in \mathcal{O}^{-}\left(a_{0}, \ldots a_{k}\right)$ if and only if $\underline{\nabla}_{j-1}\left(u^{\prime}\right) a_{0} \ldots a_{k-j} \in S_{e}$ for $j=1, \ldots, k$ et $\underline{\nabla}_{0}\left(u^{\prime}\right) \tilde{\nabla}_{k}\left(v^{\prime}\right) a_{0} \ldots a_{k} \in S_{e}$. These conditions are equivalent to $\underline{\nabla}_{j}\left(u^{\prime}\right) a_{0} \ldots a_{k-1-j} \in S_{e}$ for $j=0, \ldots, k-1$ and $\tilde{\nabla}_{k}\left(v^{\prime}\right) a_{k} \in S_{e}$. This gives the second assertion.

Proposition 2.5.5. Let $k \geq 1$. Fix $\underline{a}=\left(a_{0}, \ldots, a_{k-1}\right) \in \mathscr{S}_{e}^{k}$ and $c_{k} \in \mathscr{S}_{e}$. Let $u^{\prime} \in \underline{\mathcal{O}}^{-}(\underline{a})$ and let $v \in \tilde{\mathfrak{g}}^{\lambda_{k}} \backslash\{0\}$ such that $\Delta_{k}(v) c_{k} \in S_{e}$. Then $\gamma\left(u^{\prime}, v\right)$ depends only on $\underline{a}$ and on $c_{k}$. Therefore let us set:

$$
\gamma_{k}\left(\underline{a}, c_{k}\right)=\gamma\left(u^{\prime}, v\right), \quad \text { for } u^{\prime} \in \underline{\mathcal{O}}^{-}(\underline{a}), v \in K_{p}(0,2), \Delta_{k}(v) c_{k} \in S_{e} .
$$

Remember that $\alpha(a)=\gamma_{\psi}\left(a \mathfrak{q}_{1}\right)$ for $a \in F^{*}$, where $\mathfrak{q}_{1}(x)=x^{2}, x \in F$. Remember also that if $e=2$, we have $S_{e}=N_{E / F}\left(E^{*}\right)$ where $E$ is the quadratic extension of $F$ such that $N_{E / F}\left(E^{*}\right)=\operatorname{Im}\left(q_{a n, 2}\right)^{*}$ (see Definition 1.1.4). Denote by $\varpi_{E}$ the quadratic character associated to $E$, that is $\varpi_{E}(a)=1$ if $a \in N_{E / F}\left(E^{*}\right)$ and $\varpi_{E}(a)=-1$ if $a \notin N_{E / F}\left(E^{*}\right)$ (hence if $E=F[\sqrt{\xi}]$, one has $\varpi_{E}=\chi_{\xi}$ ). Then $\gamma_{k}\left(\underline{a}, c_{k}\right)=$
$-\gamma_{\psi}\left(q_{e}\right)^{k}$ if $e=0$ or $e=4$ (case where $\left.\mathscr{S}_{e}=\{1\}\right)$
$-\gamma_{\psi}\left(q_{e}\right)^{k} \varpi_{E}\left(c_{k}\right)^{k} \prod_{j=0}^{k-1} \varpi_{E}\left(a_{j}\right)$ if $e=2 \quad\left(\right.$ case where $\left.\mathscr{S}_{e}=F^{*} / N_{E / F}\left(E^{*}\right)\right)$
$-\prod_{j=0}^{k-1} \gamma_{\psi}\left(q_{e}\right)\left((-1)^{\frac{d-1}{2}} \operatorname{disc}\left(q_{e}\right), a_{j} c_{k}\right)_{\mathscr{C}} \alpha\left(a_{j} c_{k}\right) \alpha(-1)$ if $e=1$ or $e=3,\left(\right.$ case where $\left.\mathscr{S}_{e}=\mathscr{C}=F^{*} / F^{* 2}\right)$.
( $\operatorname{disc}\left(q_{e}\right)$ is the discriminant of $\left.q_{e}\right)$.
Proof. Let $u^{\prime} \in \underline{\mathcal{O}}^{-}(\underline{a})$ and $v \in \tilde{\mathfrak{g}}^{\lambda_{k}}=F X_{k}$ such that $\Delta_{k}(v) c_{k} \in S_{e}$. This implies that $v=c_{k} \nu X_{k}$ with $\nu \in S_{e}$. Set $Y_{\underline{a}}=a_{0} Y_{0}+\ldots a_{k-1} Y_{k-1}$. We will prove simultaneously the two assertions.

Let us first show that there exists $p \in \tilde{P}$ such that $p u^{\prime}=Y_{\underline{a}}$ and $p X_{k}=X_{k}$.
From Lemma 4.3.3) in [8], applied to the algebra $\underline{\mathfrak{g}}$, there exists $\underline{n} \in \underline{N}$ and scalars $y_{0}, \ldots y_{k-1}$ such that $\underline{n} u^{\prime}=y_{0} Y_{0}+\ldots+y_{k-1} Y_{k-1}$. From the definition of $\underline{N}$, one has $\underline{N} \subset N$ and $\underline{n} . v=v$.
As $y_{0} Y_{0}+\ldots+y_{k-1} Y_{k-1} \in \underline{\mathcal{O}}^{-}(\underline{a})$, there exists $\mu_{j} \in S_{e}$ such that $y_{j}=\mu_{j} a_{j}$ for $j=0, \ldots, k-1$.
From Remark 1.2.2, the elements $\mu_{0}^{-1} X_{0}+\ldots+\mu_{k-1}^{-1} X_{k-1}+X_{k}$ and $X_{0}+\ldots+X_{k}$ are $\tilde{L}$-conjugated. Hence, there exists $l \in \tilde{L}$ such that $x_{j}(l)=\mu_{j}^{-1}$ for $j=0, \ldots, k-1$ and $x_{k}(l)=1$. The element $p=l \underline{n}$ satisfies then the required property.
Then $p u^{\prime}=Y_{\underline{a}}$ and $p v=v=\nu c_{k} X_{k}$ with $p \in \tilde{P}$.

Hence the quadratic form $Q_{u^{\prime}, v}$ is equivalent to the form $c_{k} \nu Q_{Y_{\underline{a}}, X_{k}}$, and therefore

$$
\gamma\left(u^{\prime}, v\right)=\gamma_{\psi}\left(c_{k} \nu Q_{Y_{\underline{a}}, X_{k}}\right) .
$$

The space $K_{k-1}(1,-1)$ (on which the forms live) is the direct sum of the spaces $E_{j, k}(1,-1)$ for $j=0, \ldots, k-1$. These spaces are orthogonal for $Q_{a_{0} Y_{0}+\ldots+a_{k-1} Y_{k-1}, X_{k}}$. Moreover, if $A \in E_{j, k}(1,-1)$, we have $b\left((\operatorname{ad} A)^{2} Y_{i}, X_{k}\right)=0$ for $j \neq i$. Therefore

$$
Q_{u^{\prime}, v} \sim\left(\oplus_{j=0}^{k-1} c_{k} \nu a_{j} Q_{j, k}\right), \quad \text { where } Q_{j, k}(A)=\frac{1}{2} b\left((\operatorname{ad} A)^{2} Y_{j}, X_{k}\right), \text { for } A \in E_{j, k}(1,-1)
$$

Using ([8] Remark 3.5.3) we see that for $Y \in E_{j, k}(-1,-1)$, one has $Q_{j, k}\left(\left[X_{j}, Y\right]\right)=q_{X_{j}, X_{k}}(Y)$ where $q_{X_{i}, X_{j}}$ is defined as in (1.4). As ad $X_{j}$ is an isomorphism from $E_{j, k}(-1,-1)$ onto $E_{j, k}(1,-1)$, the quadratic forms $Q_{j, k}$ and $q_{X_{j}, X_{k}}$ are equivalent. And as all the forms $q_{X_{i}, X_{j}}$ are equivalent, we obtain that $Q_{j, k} \sim q_{X_{0}, X_{1}}=q_{e}$.
From ([13] Proposition I-3) we obtain that

$$
\gamma\left(u^{\prime}, v\right)=\prod_{j=0}^{k-1} \gamma_{\psi}\left(c_{k} a_{j} \nu q_{e}\right)
$$

If $e$ is odd then $\nu \in S_{e}=F^{* 2}$ and hence $\gamma_{\psi}\left(c_{k} a_{j} \nu q_{e}\right)=\gamma_{\psi}\left(c_{k} a_{j} q_{e}\right)$. Moreover is $e$ is odd then $d$ is odd too (see table 1 in [2]). As the rank of $q_{e}$ is $d$, the result is a consequence of Lemma 2.5.1 (2).

If $e=0$ or 4 , the form $q_{e}$ is the sum of an anisotropic quadratic form of rank $e$ and a hyperbolic form of rank $d-e$. As all the anisotropic quadratic forms of rank 4 are equivalent, and as the same is true for the hyperbolic forms of rank $d-e$, we obtain that $c_{k} a_{j} \nu q_{e}$ is equivalent to $q_{e}$, and therefore $\gamma_{\psi}\left(c_{k} a_{j} \nu q_{e}\right)=\gamma_{\psi}\left(q_{e}\right)$. This gives the result in that case.

Suppose now that $e=2$. Then $q_{2}$ is equivalent to $q_{a n, 2}+q_{h y p, 2}$ where $q_{h y p, 2}$ is a hyperbolic form of rank $d-2$ and $q_{a n, 2}$ is an anisotropic form of rank 2 such that $\operatorname{Im}\left(q_{a n, 2}\right)^{*}=N_{E / F}\left(E^{*}\right)$. It follows that $q_{a n, 2}$ is equivalent to $x^{2}-\xi y^{2}$. Therefore $(-1)^{d / 2} \operatorname{disc}\left(q_{2}\right)=-\operatorname{disc}\left(q_{a n, 2}\right)=\xi$. As $\chi_{\xi}$ coincides with the quadratic character $\varpi_{E}$ associated to $E$ and as $\nu \in S_{e}=N_{E / F}\left(E^{*}\right)$, Lemma 2.5.1 (1) implies that

$$
\gamma_{\psi}\left(c_{k} a_{j} \nu q_{2}\right)=\gamma_{\psi}\left(q_{2}\right)\left(c_{k} a_{j} \nu, \xi\right)_{\mathscr{C}}=\gamma_{\psi}\left(q_{2}\right) \varpi_{E}\left(c_{k} a_{j}\right) .
$$

Hence

$$
\gamma\left(u^{\prime}, v\right)=\prod_{j=0}^{k-1} \gamma_{\psi}\left(q_{2}\right) \varpi_{E}\left(c_{k} a_{j}\right)
$$

and this ends the proof.

## 3. Functional equation of the zeta functions associated to ( $\tilde{P}, V^{+}$)

### 3.1. The (A2') Condition in the Theorem $k_{p}$ of F. Sato.

## In this paragraph, we suppose that $F$ is algebraically closed.

A maximal split abelian subalgebra $\mathfrak{a}$ of $\mathfrak{g}$ is then a Cartan subalgebra of $\tilde{\mathfrak{g}}$ and of $\mathfrak{g}$. We denote by $\tilde{\Sigma}$ and $\Sigma$ the corresponding root systems. Let $\Sigma^{+} \subset \tilde{\Sigma}^{+}$the positive subsystems defined in Theorem
1.2.1. in [8]. Then $\mu \in \tilde{\Sigma}^{+} \backslash \Sigma^{+}$if and only if $\tilde{\mathfrak{g}}^{\mu} \subset V^{+}$and $\mu \in \Sigma^{+}$if and only if $\tilde{\mathfrak{g}}^{\mu}=\mathfrak{g}^{\mu} \subset$ $E_{i, j}(1,-1) \subset \mathfrak{g}$ for $i>j$ (cf. [8] Proposition 1.9.1).

Proposition 3.1.1. Let $k \geq 1$. Let $\mu \in \tilde{\Sigma}^{+} \backslash \Sigma^{+}$. Let $H_{\mu}$ be the coroot of $\mu$ and let $\left\{X_{-\mu}, H_{\mu}, X_{\mu}\right\}$ be an $\mathfrak{s l}_{2}$-triple. Let us denote by $\tilde{\mathfrak{l}}[\mu]$ the subalgebra (isomorphic to $\mathfrak{s l}_{2}(F)$ ) generated by $F X_{ \pm \mu}$ and set

$$
\left.\tilde{\mathfrak{g}}[\mu]=Z_{\tilde{\mathfrak{g}}} \tilde{\mathfrak{r}}[\mu]\right) .
$$

If $\tilde{\mathfrak{g}}[\mu] \cap V^{+} \neq\{0\}$ then
(1) the Lie algebra $\tilde{\mathfrak{g}}[\mu]$ is reductive and 3 -graded by the element $H_{0}-H_{\mu}$. The corresponding grading will be denoted by

$$
\tilde{\mathfrak{g}}[\mu]=V[\mu]^{-} \oplus \mathfrak{g}[\mu] \oplus V[\mu]^{+} .
$$

(2) The algebra $\mathfrak{a}[\mu]=\{H \in \mathfrak{a}, \mu(H)=0\}$ is a Cartan subalgebra of $\mathfrak{\mathfrak { g }}[\mu]$ and the corresponding root system is given by

$$
\tilde{\Sigma}[\mu]=\{\alpha \in \tilde{\Sigma} ;(\alpha, \mu)=0\} .
$$

We will set: $\tilde{\Sigma}[\mu]^{+}=\tilde{\Sigma}[\mu] \cap \tilde{\Sigma}^{+}$.
(3) Moreover, the Lie algebra $\tilde{\mathfrak{g}}[\mu]$ is regular of rank $k$ if $\mu$ is a long root, and of rank of $k-1$ if $\mu$ is a short root.

Proof. Although the root $\mu$ is here arbitrary, the proof of the 2 first points is similar to ([8] Proposition 1.5.3).

If $\mu$ is a long root of $\tilde{\Sigma}$ then by ([8] Proposition 1.7.7), there exists a element $w$ of the Weyl group such that $w \mu=\lambda_{0}$. The third assertion follows from ([8] Corollary 1.8.4).

Suppose that $\mu$ is a short root in $\tilde{\Sigma}$. From Table 1 in [8], the root system $\tilde{\Sigma}$ is of type $B_{n}$ or $C_{n}$ with $n \geq 2$.
If $\tilde{\Sigma}$ is of type $B_{n}$ then $k=1$ and $\mu=\frac{\lambda_{0}+\lambda_{1}}{2}$. As $\lambda_{0}$ and $\lambda_{1}$ are long and orthogonal, we have $H_{\mu}=H_{0}$ and then $\tilde{\mathfrak{g}}[\mu] \cap V^{+}=\{0\}$.

As we suppose that $\tilde{\mathfrak{g}}[\mu] \cap V^{+} \neq\{0\}$ the root system $\tilde{\Sigma}$ is of type $C_{n}$ with $n=k+1 \geq 3$ and we have

$$
\tilde{\Sigma}^{+}=\left\{\frac{\lambda_{i}+\lambda_{j}}{2} ; 0 \leq i \leq j \leq k\right\}
$$

For our purpose, we can suppose that $\mu=\frac{\lambda_{k}+\lambda_{k-1}}{2}$. Hence $H_{\mu}=H_{\lambda_{k}}+H_{\lambda_{k-1}}$ and $H_{0}-H_{\mu}=$ $H_{\lambda_{0}}+\ldots+H_{\lambda_{k-2}}$. Then $\tilde{\Sigma}[\mu]$ is equal to $\left\{ \pm \lambda_{0}\right\}$ if $k=2$ and $\tilde{\Sigma}[\mu]$ is of type $C_{k-1}$ if $k \geq 3$. This gives the last assertion.

Define

$$
N_{0}=\exp \text { ad } \mathfrak{n}_{0}, \quad \text { where } \mathfrak{n}_{0}=\oplus_{\mu \in \Sigma^{+}} \tilde{\mathfrak{g}}^{-\mu}
$$

Proposition 3.1.2. (compare with [12] Lemme 2.2.1 and Proposition 2.3.1).
Let $x \in V^{+}$. Then there exists a family of two by two strongly orthogonal roots $\left\{\mu_{1}, \ldots, \mu_{r}\right\}$ such that

$$
N_{0} \cdot x \cap\left(\oplus_{j=1}^{r} \tilde{\mathfrak{g}}^{\mu_{j}}\right) \neq \emptyset .
$$

Proof. The proof goes by induction on the rank of $\tilde{\mathfrak{g}}$. The result is clear for $k=0$ since $V^{+}=\tilde{\mathfrak{g}}^{\lambda_{0}}$. Suppose now that the result is true for any irreducible graded regular algebra of rank strictly less than $k+1$.

If $\mu \in \tilde{\Sigma}^{+} \backslash \Sigma^{+}$, then $\mu\left(H_{0}\right)=2$, and hence for all $\mu, \mu^{\prime}$ in $\tilde{\Sigma}^{+} \backslash \Sigma^{+}, \mu+\mu^{\prime}$ is never a root. Therefore $n\left(\mu, \mu^{\prime}\right) \geq 0$. From the classification of the 3-graded Lie algebras we consider, we know that $G_{2}$ does never occur and hence $n\left(\mu, \mu^{\prime}\right) \in\{0,1,2\}$ for $\mu, \mu^{\prime} \in \tilde{\Sigma}^{+} \backslash \Sigma^{+}$.
We will also use the fact that for $\mu, \mu^{\prime}$ in $\tilde{\Sigma}^{+} \backslash \Sigma^{+}$, we have $\mu \perp \mu^{\prime} \Longleftrightarrow \mu \Perp \mu^{\prime}$ (the proof is similar to the proof of Corollary 1.8.2. in [8]).
Let $x \in V^{+}$. Then $x=\sum_{\mu \in \tilde{\Sigma}^{+} \backslash \Sigma^{+}} X_{\mu}$ with $X_{\mu} \in \tilde{\mathfrak{g}}^{\mu} \subset V^{+}$. We denote

$$
s(x)=\left\{\mu \in \tilde{\Sigma}^{+} \backslash \Sigma^{+}, X_{\mu} \neq 0\right\} .
$$

1st case: We suppose that there exists a long root $\mu_{0}$ among the roots of maximal height in $s(x)$.
For $j=0,1,2$, we set $s(x)_{j}=\left\{\mu \in s(x) ; n\left(\mu, \mu_{0}\right)=j\right\}$. As $\mu_{0}$ is a long root, $n\left(\mu, \mu_{0}\right)=2$ if and only if $\mu=\mu_{0}$. Hence

$$
\begin{equation*}
s(x)=\left\{\mu_{0}\right\} \cup s(x)_{0} \cup s(x)_{1} . \tag{3.1}
\end{equation*}
$$

Let $x=X_{\mu_{0}}+\sum_{\mu \in s(x)_{0}} X_{\mu}+\sum_{\mu \in s(x)_{1}} X_{\mu}$.
If $s(x)_{1}=\emptyset$ then $s\left(x-X_{\mu_{0}}\right) \subset \mu_{0}^{\perp}$. From Proposition 3.1.1, one has $x-X_{\mu_{0}} \in V\left[\mu_{0}\right]^{+}$and we obtain the result by induction from $\tilde{\mathfrak{g}}\left[\mu_{0}\right]$, which is of rank $k$ (as $\mathfrak{n}\left[\mu_{0}\right] \subset \mathfrak{n}$ from our definition of $\left.\tilde{\Sigma}\left[\mu_{0}\right]^{+}\right)$.
We suppose that $s(x)_{1} \neq \emptyset$.
For $\mu \in s(x)_{1}$, we have $\mu-\mu_{0} \in-\Sigma^{+}$(it is a root because $n\left(\mu, \mu_{0}\right)=1$ and it is negative because $\mu_{0}$ is of maximal height). Let us fix $Z_{\mu-\mu_{0}} \in \tilde{\mathfrak{g}}^{\mu-\mu_{0}} \subset \mathfrak{n}_{0}$ such that $\left[Z_{\mu-\mu_{0}}, X_{\mu_{0}}\right.$ ] $=-X_{\mu}$.

Define $A=\sum_{\mu \in s(x)_{1}} Z_{\mu-\mu_{0}} \in \mathfrak{n}_{0}$.
Let $\mu \in s(x)_{1}$ and $\mu^{\prime} \in s(x)_{0}$. Suppose that $\mu-\mu_{0}+\mu^{\prime} \in \tilde{\Sigma}$. As $n\left(\mu-\mu_{0}+\mu^{\prime}, \mu_{0}\right)=-1$, then the linear form $\mu-\mu_{0}+\mu^{\prime}+\mu_{0}=\mu+\mu^{\prime}$ would be a root of $\tilde{\Sigma}^{+}$and this is not possible. Therefore $\mu-\mu_{0}+\mu^{\prime} \notin \tilde{\Sigma}$ and hence $\left[Z_{\mu-\mu_{0}}, X_{\mu^{\prime}}\right]=0$. Then $\sum_{\mu^{\prime} \in s(x)_{0}}\left[A, X_{\mu^{\prime}}\right]=0$, and this implies that

$$
e^{\operatorname{ad} A}\left(\sum_{\mu^{\prime} \in s(x)_{0}} X_{\mu^{\prime}}\right)=\sum_{\mu^{\prime} \in s(x)_{0}} X_{\mu^{\prime}} .
$$

Take $\mu$ and $\mu^{\prime}$ in $s(x)_{1}$. Then $n\left(\mu-\mu_{0}+\mu^{\prime}, \mu_{0}\right)=0$. And therefore the element $y=\left[A, \sum_{\mu^{\prime} \in s(x)_{1}} X_{\mu^{\prime}}\right]=$ $\sum_{\mu \in s(x)_{1}} \sum_{\mu^{\prime} \in s(x)_{1}}\left[Z_{\mu-\mu_{0}}, X_{\mu^{\prime}}\right]$ is such that $s(y) \subset \mu_{0}^{\perp}$. Considering the preceding case one obtains $\operatorname{ad}(A)^{2} \sum_{\mu^{\prime} \in s(x)_{1}} X_{\mu^{\prime}}=[A, y]=0$. Then

$$
e^{\operatorname{ad} A}\left(\sum_{\mu^{\prime} \in s(x)_{1}} X_{\mu^{\prime}}\right)=\sum_{\mu^{\prime} \in s(x)_{1}} X_{\mu^{\prime}}+y, \text { where } s(y) \subset \mu_{0}^{\perp}
$$

As $\left[A, X_{\mu_{0}}\right]=\sum_{\mu \in s(x)_{1}}\left[Z_{\mu-\mu_{0}}, X_{\mu_{0}}\right]=-\sum_{\mu \in s(x)_{1}} X_{\mu}$, we have

$$
e^{\mathrm{ad} A} X_{\mu_{0}}=X_{\mu_{0}}-\sum_{\mu \in s(x)_{1}} X_{\mu}-\frac{1}{2}\left[A, \sum_{\mu \in s(x)_{1}} X_{\mu}\right]=X_{\mu_{0}}-\sum_{\mu \in s(x)_{1}} X_{\mu}-\frac{y}{2}
$$

Finally we get

$$
\begin{aligned}
e^{\operatorname{ad} A} x & =e^{\operatorname{ad} A} X_{\mu_{0}}+e^{\operatorname{ad} A}\left(\sum_{\mu^{\prime} \in s(x)_{0}} X_{\mu^{\prime}}\right)+e^{\operatorname{ad} A}\left(\sum_{\mu^{\prime} \in s(x)_{1}} X_{\mu^{\prime}}\right) \\
& =\left(X_{\mu_{0}}-\sum_{\mu \in s(x)_{1}} X_{\mu}-\frac{y}{2}\right)+\left(\sum_{\mu^{\prime} \in s(x)_{0}} X_{\mu^{\prime}}\right)+\left(\sum_{\mu^{\prime} \in s(x)_{1}} X_{\mu^{\prime}}+y\right) \\
& =X_{\mu_{0}}+\sum_{\mu^{\prime} \in s(x)_{0}} X_{\mu^{\prime}}+\frac{y}{2}, \quad \text { where } s(y) \subset \mu_{0}^{\perp} .
\end{aligned}
$$

If we set $y_{0}=\sum_{\mu^{\prime} \in s(x)_{0}} X_{\mu^{\prime}}+\frac{y}{2}$, then $s\left(y_{0}\right) \subset \mu_{0}^{\perp}$ and hence $y_{0} \in V\left[\mu_{0}\right]^{+}$. Again the result is obtained by induction from $\mathfrak{\mathfrak { g }}\left[\mu_{0}\right]$.

3rd case: We suppose that all roots of maximal height in $s(x)$ are short. From Table 1 in [8], we know that the only cases were there are roots of different length correspond to cases where $\tilde{\Sigma}$ is of type $B_{n}$ or of type $C_{n}$ for $n \geq 2$.

- If $\tilde{\Sigma}$ is of type $C_{n}$, we have $\tilde{\Sigma}^{+} \backslash \Sigma^{+}=\left\{\lambda_{j} ; 0 \leq j \leq k\right\} \cup\left\{\frac{\lambda_{j}+\lambda_{i}}{2} ; 0 \leq i<j \leq k\right\}$ where $n=k+1$. We also have $\lambda_{k} \notin s(x)$ (because the long root $\lambda_{k}$ is the greatest root in $\tilde{\Sigma}^{+}$).

If $s(x) \subset \lambda_{k}^{\perp}$ then $x \in V\left[\lambda_{k}\right]^{+}$. Again the result is obtained by induction from $\tilde{\mathfrak{g}}\left[\lambda_{k}\right]$.
We suppose that $s(x) \not \subset \lambda_{k}^{\perp}$. This implies that there exists $i<k$ such that $\frac{\lambda_{k}+\lambda_{i}}{2} \in s(x)$.
If $k=1$, then $x \in \tilde{\mathfrak{g}}^{\mu_{0}}$ and the result follows.
From know on, we suppose that $k \geq 2$. Define

$$
i_{0}=\max \left\{i ; \frac{\lambda_{k}+\lambda_{i}}{2} \in s(x)\right\} \text { and } \mu_{0}=\frac{\lambda_{k}+\lambda_{i_{0}}}{2}
$$

Hence

$$
s(x) \subset\left\{\mu_{0}\right\} \cup\left\{\frac{\lambda_{i}+\lambda_{k}}{2}, i<i_{0}\right\} \cup\left\{\frac{\lambda_{i}+\lambda_{j}}{2} ; 0 \leq i \leq j<k\right\} .
$$

And therefore one can write

$$
x=X_{\mu_{0}}+x_{1}+x_{2}, \text { with } s\left(x_{1}\right) \subset\left\{\frac{\lambda_{i}+\lambda_{k}}{2}, i<i_{0}\right\} \text { and } s\left(x_{2}\right) \subset\left\{\frac{\lambda_{i}+\lambda_{j}}{2} ; 0 \leq i \leq j<k\right\} .
$$

If $\mu=\frac{\lambda_{i}+\lambda_{k}}{2}$, with $i<i_{0}$, belongs to $s(x)$, one has $\mu-\mu_{0} \in \tilde{\Sigma}\left(\right.$ as $\left.n\left(\mu, \mu_{0}\right)=1\right)$.
Then we fix the elements $Z_{\mu-\mu_{0}} \in \tilde{\mathfrak{g}}^{\mu-\mu_{0}} \subset E_{i, i_{0}}(1,-1) \subset \mathfrak{n}_{0}$ such that $\left[Z_{\mu-\mu_{0}}, X_{\mu_{0}}\right]=-X_{\mu}$.
Let us define $A=\sum_{\mu=\frac{\left(\lambda_{i}+\lambda_{k}\right)}{2}, 0 \leq i<i_{0}} Z_{\mu-\mu_{0}} \in \mathfrak{n}_{0}$ and $n_{0}=e^{\text {ad } A}$. One has then $\left[A, X_{\mu_{0}}\right]=-x_{1}$ and $\left[A, x_{1}\right] \in \oplus_{i<i_{0}, j<i_{0}}\left[E_{i, i_{0}}(1,-1), E_{j, k}(1,1)\right]=\{0\}$. Therefore $(\operatorname{ad} A)^{2} x_{1}=0$.
Let $i<i_{0}$. For $r, s \leq k$, one has $\left[E_{i, i_{0}}(1,-1), E_{r, i_{0}}(1,1)\right] \subset E_{i, r}(1,1)$ and $\left[E_{i, i_{0}}(1,-1), E_{r, s}(1,1)\right]=$ $\{0\}$ for $r \neq i_{0}$ and $s \neq i_{0}$. As $A \in \oplus_{i<i_{0}} E_{i, i_{0}}(1,-1)$, we deduce that $e^{\text {ad } A}$ normalizes $\oplus_{r \leq s<k} E_{r, s}(1,1)$ And therefore

$$
n_{0} \cdot x=X_{\mu_{0}}+y \text { with } s(y) \subset\left\{\frac{\lambda_{i}+\lambda_{j}}{2} ; 0 \leq i \leq j<k\right\} .
$$

Set $y=y_{0}+y_{1}$ with $s\left(y_{0}\right) \subset \mu_{0}^{\perp}=\left\{\frac{\lambda_{i}+\lambda_{j}}{2} ;\{i, j\} \cap\left\{i_{0}, k\right\}=\emptyset\right\}$ and $s\left(y_{1}\right) \subset\left\{\frac{\lambda_{i}+\lambda_{j}}{2} ; 1 \leq i \leq\right.$ $\left.j<k ; i_{0} \in\{i, j\}\right\}$.

Under the action of $H_{\mu_{0}}$ the elements in $E_{i, k}(1,-1)$ are of weight 0 if $i=i_{0}$ and of weight -1 if $i \neq i_{0}$. This implies that $\operatorname{ad}\left(X_{\mu_{0}}\right)$ is surjective from $\oplus_{i=0}^{k-1} E_{i, k}(1,-1)$ onto $\oplus_{i=0}^{k-1} E_{i, i_{0}}(1,1)$. Hence there exists $B \in \oplus_{i=0}^{k-1} E_{i, k}(1,-1)$ such that $\left[X_{\mu_{0}}, B\right]=y_{1}$.
As $\left[E_{i, k}(1,-1), E_{r, s}(1,1)\right]=\{0\}$ for $i<k$ and $r \leq s<k$, one has $\left[B, y_{1}\right]=\left[B, y_{0}\right]=0$.
Therefore the element $n_{1}=e^{\mathrm{ad} B} \in N_{0}$ is such that $n_{1} n_{0} x=n_{1}\left(X_{\mu_{0}}+y_{0}+y_{1}\right)=X_{\mu_{0}}+y_{0}$ with $s\left(y_{0}\right) \subset \mu_{0}^{\perp}$. We obtain the result by applying the induction to the element $n_{1} n_{0} x-X_{\mu_{0}} \in \tilde{\mathfrak{g}}\left[\mu_{0}\right]$.

- If $\tilde{\Sigma}$ is of type $B_{n}$ for $n \geq 2$, then $k=1$ and $V^{+}=\tilde{\mathfrak{g}}^{\lambda_{0}} \oplus E_{0,1}(1,1) \oplus \tilde{\mathfrak{g}}^{\lambda_{1}}$.

From the tables and notations in ([3] Chapitre VI), if we take $\tilde{\Sigma}^{+}=\left\{\varepsilon_{i} \pm \varepsilon_{j} ; 1 \leq i<j \leq n\right\} \cup\left\{\varepsilon_{i} ; 1 \leq\right.$ $i \leq n\}$, then $\lambda_{0}=\varepsilon_{1}-\varepsilon_{2}=\alpha_{1}$, and $\lambda_{1}=\varepsilon_{1}+\varepsilon_{2}$ is the greatest root. Therefore $\tilde{\mathfrak{g}}^{\mu} \subset V^{+}$if and only if $\mu=\varepsilon_{1}$ or $\mu=\varepsilon_{1} \pm \varepsilon_{j}$ for $j \geq 2$.
Moreover, $\mu_{0}=\frac{\lambda_{0}+\lambda_{1}}{2}=\varepsilon_{1}$ is the unique short root in $\tilde{\Sigma}^{+}$such that $\tilde{\mathfrak{g}}^{\mu_{0}} \subset V^{+}$. As $\lambda_{0}$ and $\lambda_{1}$ are orthogonal, one has $H_{\mu_{0}}=H_{\lambda_{0}}+H_{\lambda_{1}}=H_{0}$.

From the assumption on $s(x)$, the root $\mu_{0}$ is of maximal height in $s(x)$. Let $\mu \in s(x), \mu \neq \mu_{0}$. As $n\left(\mu, \mu_{0}\right)=2$, one has $\mu-\mu_{0} \in \tilde{\Sigma}^{-}$. Let us fix $Z_{\mu-\mu_{0}} \in \tilde{\mathfrak{g}}^{\mu-\mu_{0}} \subset \mathfrak{n}_{0}$ such that $\left[Z_{\mu-\mu_{0}}, X_{\mu_{0}}\right]=-X_{\mu}$ and set $A=\sum_{\mu \in s(x), \mu \neq \mu_{0}} Z_{\mu-\mu_{0}}$.

As $\tilde{\Sigma}$ is of type $B_{n}$, we have that if $\mu \neq \mu_{0}$ is such that $\mu\left(H_{0}\right)=2$, the root $\mu-\mu_{0}$ is short and orthogonal to $\mu_{0}$ (in the preceding notations, one has $\mu-\mu_{0}= \pm \varepsilon_{i}$ for $i \geq 2$ ). It follows that if $\mu$ and $\mu^{\prime}$ are two elements of $s(x)$, distinct from $\mu_{0}$, then $\mu-\mu_{0}$ is a short negative root and hence $\mu+\mu^{\prime}-\mu_{0} \notin \tilde{\Sigma}$ ( because $\mu-\mu_{0}=-\varepsilon_{i}$ with $i \geq 2$ and $\mu^{\prime}=\varepsilon_{1}-\varepsilon_{j}$ with $j \geq 2$ ).

Therefore $\left[A, \sum_{\mu \in s(x), \mu \neq \mu_{0}} X_{\mu}\right]=0$. Then if $n=e^{\text {ad } A}$, we have $n . x=X_{\mu_{0}}$.
This ends the proof.

As $F$ is algebraically closed, the group $P$ has a unique open orbit in $V^{+}$given by

$$
\mathcal{O}^{+}=\left\{X \in V^{+} ; \prod_{j=0}^{k} \Delta_{j}(X) \neq 0\right\} .
$$

We define $\mathcal{S}=V^{+}-\mathcal{O}^{+}$. If $\chi_{j}(j=0, \ldots, k)$ is the character of $P$ corresponding to $\Delta_{j}$, we denote by $\mathbb{X}_{V^{+}}(P)$ the group of characters of $P$ generated by the $\chi_{j}{ }^{\prime} s$.

Theorem 3.1.3. (Condition (A2') of F. Sato)(see [15] §2.3)
(1) P has a finite number of orbits in $\mathcal{S}$ (and hence in $V^{+}$).
(2) Let $x \in \mathcal{S}$ and let $P_{x}^{0}$ the identity component of the centralizer of $x$ in $P$. Then there exists $a$ non trivial character $\chi$ in $\mathbb{X}_{V^{+}}(P)$ and $p \in P_{x}^{0}$ such that $\chi(p) \neq 1$.

Proof. Of course $N_{0} \subset P$ and $P=L N_{0}$. From Proposition 3.1.2, for any element $x$ in $\mathcal{S}$, there exists a family $\mathcal{R} \subset \tilde{\Sigma}_{2}^{+}$of strongly orthogonal roots such that $N_{0} \cdot X \cap\left(\oplus_{\mu \in \mathcal{R}} \tilde{\mathfrak{g}}^{\mu}\right) \neq \emptyset$.
As $\tilde{\Sigma}^{+} \backslash \Sigma^{+}$is finite, there are also only a finite number of families of strongly orthogonal roots in $\tilde{\Sigma}^{+} \backslash \Sigma^{+}$. Therefore, in order to prove assertion 1), it will be enough to show that if $\mathcal{R}=\left\{\mu_{1}, \ldots \mu_{r}\right\} \subset$
$\tilde{\Sigma}^{+} \backslash \Sigma^{+}$is such a family of strongly orthogonal roots then $\oplus_{j=1}^{r} \tilde{\mathfrak{g}}^{\mu_{j}}$ is included in a finite number of $L$-orbits .
Fix such a family $\mathcal{R}=\left\{\mu_{1}, \ldots \mu_{r}\right\}$. If $\mu \in \mathcal{R}$, we denote by $H_{\mu}$ the coroot $\mu$ and by $\tilde{\mathfrak{r}}[\mu]$ the algebra generated by $\tilde{\mathfrak{g}}^{ \pm \mu}$, that is $\tilde{\mathfrak{r}}[\mu]=\tilde{\mathfrak{g}}^{-\mu} \oplus F H_{\mu} \oplus \tilde{\mathfrak{g}}^{\mu}$. Let $L[\mu]$ the group associated to this graded algebra. As $F$ is algebraically closed, the group $L[\mu]$ is the centralizer in $\operatorname{Aut}_{e}(\tilde{\mathscr{C}}[\mu])$ of $H_{\mu}$, and hence $L[\mu] \subset \operatorname{Aut}_{e}(\tilde{\mathfrak{g}})$.
Let us show that $L[\mu] \subset L$. Let $l \in L[\mu]$. Then $l . H_{\mu}=H_{\mu}$. If $Z \in \mathfrak{a}$ is orthogonal to $\mu$ then $[\tilde{\mathfrak{r}}[\mu], Z]=\{0\}$ and therefore $l . Z=Z$. If $\mu$ is one of the roots $\lambda_{j}$, we get immediately that $l \in L$. If not, there exist $i<j$ such that $\tilde{\mathfrak{g}}^{\mu} \subset E_{i, j}(1,1)$. Then $\mu\left(H_{\mu}-2 H_{\lambda_{i}}\right)=\mu\left(H_{\mu}-2 H_{\lambda_{j}}\right)=0$, and then $l . H_{\lambda_{i}}=H_{\lambda_{i}}$ and $l . H_{\lambda_{j}}=H_{\lambda_{j}}$, and $\mu\left(H_{\lambda_{s}}\right)=0$ for $s \neq i, j$. Therefore $l$ centralizes $\mathfrak{a}^{0}$, and hence $L[\mu] \subset L$.

From ([8] Theorem 1.12.4), each $L\left[\mu_{j}\right]$ has a finite number of orbits in $\tilde{\mathfrak{g}}^{\mu_{j}}$. As the roots $\mu_{j}$ are strongly orthogonal, the subgroups $L\left[\mu_{j}\right]$ commute 2 by 2 . Therefore the group $L\left[\mu_{1}\right] \ldots L\left[\mu_{r}\right] \subset L$ has a finite number of orbits in $\oplus_{\mu \in \mathcal{R}} \tilde{\mathfrak{g}}^{\mu}$. This proves assertion 1).

Assertion 2) will be proved by induction on $k$. The case $k=0$ is obvious. Suppose that $k \geq 1$.
We suppose that assertion 2) is true for all regular graded algebras (in the sense of Definition 1.1.1) of rank $k$ and we will prove it if $\tilde{\mathfrak{g}}$ is of rank $k+1$.

Remember the notations 2.5.2, that is

$$
\underline{\tilde{\mathfrak{g}}}=\tilde{\mathfrak{g}}\left[\lambda_{k}\right], \text { et } \underline{V}^{ \pm}=V\left[\lambda_{k}\right]^{ \pm} .
$$

( where $\left.\tilde{\mathfrak{g}}\left[\lambda_{k}\right]=Z_{\tilde{\mathfrak{g}}} \tilde{\mathfrak{l}}_{k}\right)$ and $\tilde{\mathfrak{l}}_{k}=\tilde{\mathfrak{g}}^{-\lambda_{k}} \oplus\left[\tilde{\mathfrak{g}}^{-\lambda_{k}}, \tilde{\mathfrak{g}}^{\lambda_{k}}\right] \oplus \tilde{\mathfrak{g}}^{\lambda_{k}}$ ).
The Lie algebra $\underline{\mathfrak{g}}$, which is of rank $k$, is graded by the element $\underline{H}_{0}=\sum_{j=0}^{k-1} H_{\lambda_{j}}$. We will denote by underlined letters all the elements or spaces attached to $\underline{\tilde{\mathfrak{g}}}$.
As we have supposed that $F$ is algebraically closed, we have $\operatorname{Aut}_{0}(\tilde{\mathfrak{g}})=\operatorname{Aut}_{e}(\tilde{\mathfrak{g}})$ and hence $L$ is the centralizer of $\mathfrak{a}^{0}=\oplus_{j=0}^{k} F H_{\lambda_{j}}$ in $\operatorname{Aut}_{e}(\tilde{\mathfrak{g}})$. Let $\underline{l} \in \operatorname{Aut}_{e}(\underline{\tilde{\mathfrak{g}}})$. As $\left[\tilde{\mathfrak{l}}_{k}, \underline{\tilde{\mathfrak{g}}}\right]=\{0\}$, we have $\underline{l} . H_{\lambda_{k}}=H_{\lambda_{k}}$ and $\underline{l}$ acts trivially on $\tilde{\mathfrak{g}}^{\lambda_{k}}$.
Therefore any element of $\underline{L}$ defines an element in $L$ which acts trivially on $\tilde{\mathfrak{g}}^{\lambda_{k}}$.
Remember that $\chi_{j}$ is the character of $P$ attached to $\Delta_{j}(j=0, \ldots, k)$ and that $\mathbb{X}_{V^{+}}(P)$ is the group of characters of $P$ generated by the $\chi_{j}{ }^{\prime} s$.
Let $l \in \underline{L} \subset L$ and $j=0, \ldots, k-1$. By Lemma 2.5.3, we have $\underline{\chi}_{j}(l)=\chi_{j}(l)$ and $\chi_{k}(l)=1$.
As $\underline{\mathfrak{n}}=\oplus_{i<j<k} E_{i, j}(1,-1) \subset \mathfrak{n}$, we have $\underline{P} \subset P$ and any element of $\underline{P}$ acts trivially on $\tilde{\mathfrak{g}}^{\lambda_{k}}$. As any character in $\mathbb{X}_{V^{+}}(P)$ is trivial on $N$, the mapping $\underline{\chi}_{j} \longrightarrow \chi_{j}(j=0, \ldots, k-1)$ can be seen as an inclusion $\mathbb{X}_{\underline{V}^{+}}(\underline{P}) \hookrightarrow \mathbb{X}_{V^{+}}(P)$.
Let $x \in \mathcal{S}$. By Proposition 3.1.2, there exists $n_{0} \in N_{0}$ and a family $\mathcal{R}=\left\{\mu_{1}, \ldots \mu_{r}\right\}$ of stronly orthogonal roots in $\tilde{\Sigma}^{+} \backslash \Sigma^{+}$such that the element $X=n_{0} . x$ belongs to $\tilde{\mathfrak{g}}^{\mu_{1}} \oplus \ldots \oplus \tilde{\mathfrak{g}}^{\mu_{r}}$. We suppose that $r$ is minimal, that is $X=X_{\mu_{1}}+\ldots+X_{\mu_{r}}$ with $X_{\mu_{j}} \in \tilde{\mathfrak{g}}^{\mu_{j}}-\{0\}$. As $n_{0}^{-1} P_{X}^{0} n_{0}=P_{x}^{0}$, it is enough to prove assertion 2) for $X$.

For $j=1, \ldots, r$, let $H_{\mu_{j}}$ be the coroot of $\mu_{j}$ and fix $X_{-\mu_{j}} \in \tilde{\mathfrak{g}}^{-\mu_{j}}$ such that $\left\{X_{-\mu_{j}}, H_{\mu_{j}}, X_{\mu_{j}}\right\}$ is an $\mathfrak{s l}_{2}$-triple. Define

$$
h=H_{\mu_{1}}+\ldots H_{\mu_{r}} .
$$

As the roots $\mu_{j}$ are strongly orthogonal, if we set $Y=X_{-\mu_{1}}+\cdots+X_{-\mu_{r}} \in V^{-}$and $X=X_{\mu_{1}}+$ $\cdots+X_{\mu_{r}} \in V^{+}$, then $\{Y, h, X\}$ is an $\mathfrak{s l} l_{2}$-triple. If $Z \in V^{+}$, then $[X, Z]=0$ and $\operatorname{ad}(Y)^{3} Z=0$. Therefore the element $Z$ generates a submodule of dimension at most 3 under the action of this triple. It follows that the weights of $\operatorname{ad}(h)$ in $V^{+}$belong to $\{0,1,2\}$.
Remember from Definition 1.1.5, that if $\left\{Z^{-}, u, Z\right\}$ is an $\mathfrak{s l} l_{2}$-triple where $Z^{-} \in V^{-}, u \in \mathfrak{a}$, and $Z \in V^{+}$, we denote by $h_{Z}(t)$ the element in $L$ which acts by $t^{m}$ on the space of weight $m$ under ad $u$.

1st case : If $\Delta_{k}(X) \neq 0$ then $\lambda_{k} \in \mathcal{R}$. Hence $X=Z_{0}+Z_{2}$ with $Z_{0} \in \underline{V}^{+}$and $Z_{2} \in \tilde{\mathfrak{g}}^{\lambda_{k}}$. As $X \in \mathcal{S}$ and $\Delta_{k}(X) \neq 0$, there exists $j<k$ such that $\Delta_{j}(X)=0$. By Lemma 2.5.3, we have $\Delta_{k}(X)=\Delta_{k}\left(Z_{2}\right) \neq 0$ and $\Delta_{j}\left(Z_{0}+Z_{2}\right)=\underline{\Delta}_{j}\left(Z_{0}\right) \Delta_{k}\left(Z_{2}\right)=0$, and hence $Z_{0} \in \underline{\mathcal{S}}$. By induction, there exists $\chi \in \mathbb{X}_{\underline{V}^{+}}(\underline{P}) \subset \mathbb{X}_{V^{+}}(P)$ and $p \in \underline{P}_{Z_{0}}^{0} \subset P$ such that $\chi(p) \neq 1$. As $p \in \underline{P}$, one has $p . Z_{2}=Z_{2}$, and hence $p \in P_{X}^{0}$. This gives the result in that case.

2nd case. Suppose $\Delta_{k}(X)=0$ and $X \in \underline{V}^{+}$(this is equivalent to the condition $\lambda_{k}(h)=0$ ). Then for all $t \in F^{*}$, the element $l_{t}=h_{X_{\lambda_{k}}}(t) \in L$ satisfies $l_{t} \cdot X=X$ and $\chi_{k}\left(l_{t}\right)=t^{2}$. Hence $l_{t} \in P_{X}^{0}$ and for $t \neq \pm 1$, we have $\chi_{k}\left(l_{t}\right) \neq 1$.

3rd case. Suppose $\Delta_{k}(X)=0$ and $X \notin \underline{V}^{+}$(this is equivalent to $\lambda_{k} \notin \mathcal{R}$ and $\lambda_{k}(h)=1$ or 2).
If $\lambda_{k}(h)=1$ then there exists a unique root $\mu$ in $\mathcal{R}$ such that $\lambda_{k}\left(H_{\mu}\right)=n\left(\lambda_{k}, \mu\right)=1$. One can suppose that $\mu=\mu_{1}$ and then, for $j \geq 2$, the root $\mu_{j}$ is orthogonal to $\lambda_{k}$. As $\lambda_{k}$ is a long root, we have $n\left(\mu_{1}, \lambda_{k}\right)=1$. It follows that $\left[H_{\lambda_{k}}, X_{\mu_{1}}\right]=X_{\mu_{1}}$ and $\left[H_{\lambda_{k}}, X_{\mu_{j}}\right]=\left[H_{\mu_{1}}, X_{\mu_{j}}\right]=0$ for $j \geq 2$. For $t \in F^{*}$ we define $l_{t}=h_{X_{\lambda_{k}}}(t)^{2} h_{X_{-\mu_{1}}}(t)$. Then $l_{t} \cdot X=X$ (because $h_{X_{-\mu_{1}}}(t) \cdot\left(X_{\mu_{1}}+\ldots+X_{\mu_{r}}\right)=$ $t^{-2} X_{\mu_{1}}+X_{\mu_{2}}+\ldots+X_{\mu_{r}}, h_{X_{\lambda_{k}}}(t)\left(X_{\mu_{1}}\right)=t X_{\mu_{1}}$ and $h_{X_{\lambda_{k}}}(t)\left(X_{\mu_{j}}\right)=X_{\mu_{j}}$ for $\left.j \geq 2\right)$. We have also $l_{t} . X_{\lambda_{k}}=t^{3} X_{\lambda_{k}}$ (because $\left[H_{-\mu_{1}}, X_{\lambda_{k}}\right]=-X_{\lambda_{k}}$ implies $h_{X_{-\mu_{1}}}(t)\left(X_{\lambda_{k}}\right)=t^{-1} X_{\lambda_{k}}$ and $h_{X_{\lambda_{k}}}(t)^{2}\left(X_{\lambda_{k}}\right)=t^{4} X_{\lambda_{k}}$ ). Hence $\chi_{k}\left(l_{t}\right)=t^{3}$. As $l_{t} \in P_{X}^{0}$ (product of exponentials), assertion 2) is proved.

If $\lambda_{k}(h)=2$, there are two possible cases. Up to a permutation of the $\mu_{j}$ 's, we can suppose that:

- either $n\left(\lambda_{k}, \mu_{1}\right)=n\left(\lambda_{k}, \mu_{2}\right)=1$ and $n\left(\lambda_{k}, \mu_{j}\right)=0$ for $j \geq 3$,
- or $n\left(\lambda_{k}, \mu_{1}\right)=2$ and $n\left(\lambda_{k}, \mu_{j}\right)=0$ for $j \geq 2$.

If $n\left(\lambda_{k}, \mu_{1}\right)=n\left(\lambda_{k}, \mu_{2}\right)=1$ and $n\left(\lambda_{k}, \mu_{j}\right)=0$ for $j \geq 3$, then, as $\lambda_{k}$ is long, one has $n\left(\mu_{1}, \lambda_{k}\right)=$ $\mu_{1}\left(H_{\lambda_{k}}\right)=n\left(\mu_{2}, \lambda_{k}\right)=\mu_{2}\left(H_{\lambda_{k}}\right)=1$. Therefore the element $u=2 H_{\lambda_{k}}-H_{\mu_{1}}-H_{\mu_{2}}$ commutes with $X$ and for $Z \in \tilde{\mathfrak{g}}^{\lambda_{k}}$, one has $[u, Z]=2 Z$. Then, as before, if $t \in F^{*}$, the element $l_{t}=$ $h_{X_{\lambda_{k}}}(t)^{2} h_{X_{-\mu_{1}}}(t) h_{X_{-\mu_{2}}}(t) \in L$ fixes $X$ and $\chi_{k}\left(l_{t}\right)=t^{2}$. Again assertion 2) is proved.
If $n\left(\lambda_{k}, \mu_{1}\right)=2$ and $n\left(\lambda_{k}, \mu_{j}\right)=0$ for $j \geq 2$, then we have $n\left(\mu_{1}, \lambda_{k}\right)=1$ (from the tables in [3] we know that if $n\left(\lambda_{k}, \mu_{1}\right)=2$ then $n\left(\mu_{1}, \lambda_{k}\right)=1$ or 2 ; $n\left(\mu_{1}, \lambda_{k}\right)=2$ would imply $\mu_{1}=\lambda_{k}$, but $\lambda_{k} \notin \mathcal{R}$ ). As $\mu_{1}\left(H_{0}\right)=2$, there exists a unique $j<k$ such that $\mu_{1}\left(H_{\lambda_{j}}\right)=1$. As $\lambda_{k}$ and $\lambda_{j}$ have the same length, we have $n\left(\lambda_{j}, \mu_{1}\right)=2\left(n\left(\lambda_{k}, \mu_{1}\right)=2\right.$ and $n\left(\mu_{1}, \lambda_{k}\right)=1$ imply that $\left\|\lambda_{k}\right\|=\sqrt{2}\left\|\mu_{1}\right\|=\left\|\lambda_{j}\right\|$, and then $n\left(\mu_{1}, \lambda_{j}\right)=1$ implies $n\left(\lambda_{j}, \mu_{1}\right)=2$ ). As $\lambda_{j}(h) \in\{0,1,2\}$, we have $n\left(\lambda_{j}, \mu_{s}\right)=0$ for $s \geq 2$. Hence $\left[H_{\lambda_{k}}-H_{\lambda_{j}}, X\right]=0$. Then, for $t \in F^{*}$, the element $l_{t}=h_{X_{\lambda_{k}}}(t) h_{X_{-\lambda_{j}}}(t)=h_{X_{\lambda_{k}}+X_{-\lambda_{j}}}(t)$ is such that $l_{t} \cdot X=X$ and $\chi_{k}\left(l_{t}\right)=t^{2}$.
This ends the proof of the Theorem.

### 3.2. Zeta functions associated to $\left(\tilde{P}, V^{+}\right)$: existence of a functional equation.

We denote by $\widehat{F^{*}}$ and $\widehat{\mathscr{O}}_{F}^{*}$ the groups of characters of $F^{*}$ and $\mathscr{O}_{F}^{*}$ respectively. A character $\omega$ in $\widehat{\widehat{O}_{F}^{*}}$ will be identified with a character in $\widehat{F^{*}}$ by setting $\omega(\pi)=1$. Then, for any $\omega \in \widehat{F^{*}}$, there exists a unique $\delta \in \widehat{\mathscr{O}_{F}^{*}}$ and $s \in \mathbb{C}$ such that $\omega(x)=\delta(x)|x|^{s}$ for $x \in F^{*}$. The complex number $s$ is only defined modulo $\left(\frac{2 \pi i}{\log q}\right) \mathbb{Z}$, but its real part $\operatorname{Re}(s)$ is uniquely defined by $\omega$. We therefore set $\operatorname{Re}(\omega)=\operatorname{Re}(s)$.

Definition 3.2.1. Let $\omega=\left(\omega_{0}, \ldots, \omega_{k}\right) \in{\widehat{F^{*}}}^{k+1}$ and $s=\left(s_{0}, \ldots, s_{k}\right) \in \mathbb{C}^{k+1}$. Remember that we have defined $m=\frac{\operatorname{dim} V^{+}}{\operatorname{deg} \Delta_{0}}$. As we have said we consider here the case where $\ell=1$, and then we have $m=1+\frac{k d}{2}$. We set

$$
\omega^{\sharp}=\left(\left(\omega_{0} \ldots \omega_{k}\right)^{-1}, \omega_{k}, \ldots, \omega_{1}\right), \quad \text { and } \quad s^{\sharp}=\left(s_{0}^{\sharp}, s_{1}^{\sharp}, \ldots, s_{k}^{\sharp}\right)=\left(-\left(s_{0}+\ldots+s_{k}\right), s_{k}, \ldots, s_{1}\right)
$$

and $s^{\sharp}-m=\left(s_{0}^{\sharp}-m, s_{1}^{\sharp}, \ldots, s_{k}^{\sharp}\right)=\left(-\left(s_{0}+\ldots+s_{k}\right)-m, s_{k}, \ldots, s_{1}\right)$.
For $\omega=\left(\omega_{j}\right)_{j} \in\left(\widehat{F^{*}}\right)^{k+1}$ and $s=\left(s_{0}, \ldots, s_{k}\right) \in \mathbb{C}^{k+1}$, we define

$$
(\omega, s)(\Delta(X))=\prod_{j=0}^{k} \omega_{j}\left(\Delta_{j}(X)\right)\left|\Delta_{j}(X)\right|^{s_{j}}, \quad X \in V^{+}
$$

and

$$
(\omega, s)(\nabla(Y))=\prod_{j=0}^{k} \omega_{j}\left(\nabla_{j}(Y)\right)\left|\nabla_{j}(Y)\right|^{s_{j}}, \quad Y \in V^{-}
$$

Definition 3.2.2. Let $a \in \mathscr{S}_{e}^{k+1}$ and $(\omega, s) \in{\widehat{F^{*}}}^{k+1} \times \mathbb{C}^{k+1}$. The zeta functions associated to ( $\left.\tilde{P}, V^{+}\right)$ and to $\left(\tilde{P}, V^{-}\right)$are the functions:

$$
\mathcal{K}_{a}^{+}(f, \omega, s)=\int_{\mathcal{O}^{+}(a)} f(X)(\omega, s)(\Delta(X)) d X, \quad f \in \mathcal{S}\left(V^{+}\right),
$$

and

$$
\mathcal{K}_{a}^{-}(g, \omega, s)=\int_{\mathcal{O}^{-}(a)} g(Y)(\omega, s)(\nabla(Y)) d Y, \quad g \in \mathcal{S}\left(V^{-}\right)
$$

It is clear that the integrals defining these functions are absolutely convergent for $\operatorname{Re}\left(s_{j}\right)+\operatorname{Re}\left(\omega_{j}\right)>0$, $j=0, \ldots, k$.

## Theorem 3.2.3.

Let $a \in \mathscr{S}_{e}^{k+1}$ and $(\omega, s) \in{\widehat{F^{*}}}^{k+1} \times \mathbb{C}^{k+1}$.

1) The zeta functions $\mathcal{K}_{a}^{+}(f, \omega, s)$ for $f \in \mathcal{S}\left(V^{+}\right)$and $\mathcal{K}_{a}^{-}(g, \omega, s)$ for $g \in \mathcal{S}\left(V^{-}\right)$are rational functions in $q^{s_{j}}$ and $q^{-s_{j}}$, and hence they admit a meromorphic continuation on $\mathbb{C}^{k+1}$.
Moreover, if $\omega_{j}=\tau_{j} \otimes|\cdot|^{\nu_{j}}$ with $\tau_{j} \in \widehat{\widehat{O}_{F}^{*}}$ and $\nu_{j} \in \mathbb{C}$, there exist polynomials $R^{+}(\omega, s)$ and $R^{-}(\omega, s)$ in the variables $q^{-s_{j}}$, product of polynomials of type $\left(1-q^{-N-\sum_{j=0}^{k} N_{j}\left(s_{j}+\nu_{j}\right)}\right)$ with $N, N_{j} \in$ $\mathbb{N}$, such that, for all $f \in \mathcal{S}\left(V^{+}\right)$and all $g \in \mathcal{S}\left(V^{-}\right)$, the functions $R^{+}(\omega, s) \mathcal{K}_{a}^{+}(f, \omega, s)$ and $R^{-}(\omega, s) \mathcal{K}_{a}^{-}(g, \omega, s)$ are polynomials in $q^{s_{j}}$ et $q^{-s_{j}}$.
2) For $a \in \mathscr{S}_{e}^{k+1}$ and $g \in \mathcal{S}\left(V^{-}\right)$, the zeta functions satisfy the following functional equation:

$$
\mathcal{K}_{a}^{+}\left(\mathcal{F} g, \omega^{\sharp}, s^{\sharp}-m\right)=\sum_{c \in \mathscr{S}_{e}^{k+1}} C_{(a, c)}^{k}(\omega, s) \mathcal{K}_{c}^{-}(g, \omega, s)
$$

where $C_{(a, c)}^{k}(\omega, s)$ are rational functions in $q^{s_{j}}$ and $q^{-s_{j}}$.
There is a similar result for $f \in \mathcal{S}\left(V^{+}\right)$and $a \in \mathscr{S}_{e}^{k+1}$ :

$$
\mathcal{K}_{a}^{-}\left(\mathcal{F}(f), \omega^{\sharp}, s^{\sharp}-m\right)=\sum_{c \in \mathscr{S}_{e}^{k+1}} D_{(a, c)}^{k}(\omega, s) \mathcal{K}_{c}^{+}(f, \omega, s) .
$$

(again $\left.D_{(a, c)}^{k}(\omega, s) \in \mathbb{C}\left(q^{ \pm s_{0}}, \ldots, q^{ \pm s_{k}}\right)\right)$.
Proof.

1) This result was first proved, for integrals of the same kind as $\mathcal{K}_{a}^{+}(f, \omega, s)$ and $\mathcal{K}_{a}^{-}(g, \omega, s)$, and for one variable, by J-I Igusa (see Lemma 2 in [9]) and sketched for several variables by F. Sato (see Lemma 2.1 in [15]), both proofs using a result of J. Denef ([6]). But these authors did not point out the fact that the analogue of the integers $N$ and $N_{j}$ are positive. For the convenience of the reader, we sketch briefly the proof for $\mathcal{K}_{a}^{+}(f, \omega, s)$. This is essentially Igusa's proof.
First of all we identify $V^{+}$with $F^{r}\left(r=\operatorname{dim}_{F} V^{+}\right)$. We can assume that $f$ is the characteristic function of an open compact subset $C$ of $F^{r}$. We choose an integer $m$ satisfying $\tau_{j}^{m}=1$ for $j=$ $0, \ldots, k$. For $x=\pi^{\alpha} u\left(\alpha \in \mathbb{Z}, u \in \mathcal{O}_{F}^{*}\right)$ we set $\tau_{j}(x)=\tau_{j}(u)$. We also define the map $\Delta: F^{r} \longrightarrow$ $F^{k+1}$ by $\Delta(X)=\left(\Delta_{0}(X), \ldots, \Delta_{k}(X)\right)\left(X \in V^{+}=F^{r}\right)$.
Let $\mathcal{A}$ be a complete set of representatives of $F^{*} / F^{* m}$, where $F^{* m}$ is the set of elements $a^{m}$ for $a \in F^{*}$. We denote by $c=\left(c_{0}, \ldots, c_{k}\right)$ the elements of $\mathcal{A}^{k+1}$. Then we obtain

$$
\mathcal{K}_{a}^{+}(f, \omega, s)=\sum_{c=\left(c_{i}\right) \in \mathcal{A}^{k+1}} \tau_{0}\left(c_{0}\right) \ldots \tau_{k}\left(c_{k}\right) \int_{D_{c}}\left|\Delta_{0}(X)\right|^{s_{0}+\nu_{0}} \ldots\left|\Delta_{k}(X)\right|^{s_{k}+\nu_{k}} d X
$$

where $D_{c}=\mathcal{O}^{+}(a) \cap C \cap \Delta^{-1}\left(c F^{* m}\right)$.
It is now enough to prove that assertion 1) is true for the integral $\int_{D_{c}}\left|\Delta_{0}(X)\right|^{s_{0}+\nu_{0}} \ldots\left|\Delta_{k}(X)\right|^{s_{k}+\nu_{k}} d X$. Let $\theta: F \longrightarrow \mathbb{Q}_{p}^{\alpha}$ be a $\mathbb{Q}_{p}$-linear isomorphism. We still denote by $\theta$ its extension as a $\mathbb{Q}_{p}$-linear isomorphism from $V^{+}=F^{r}$ to $\mathbb{Q}_{p}^{r \alpha}$. Let $d Y$ be the measure on $\mathbb{Q}_{p}^{r \alpha}$ which is the image of the measure $d X$ under $\theta$ and let $E_{c}=\theta\left(D_{c}\right)$. Let also $N$ be the norm map from $F$ to $\mathbb{Q}_{p}$ and denote by $\left\|\|_{p}\right.$ the absolute value on $\mathbb{Q}_{p}$. Then

$$
\int_{D_{c}}\left|\Delta_{0}(X)\right|^{s_{0}+\nu_{0}} \ldots\left|\Delta_{k}(X)\right|^{s_{k}+\nu_{k}} d X=\int_{E_{c}} \mid N\left(\left.\Delta_{0}\left(\theta^{-1}(Y)\right)\right|_{p} ^{s_{0}+\nu_{0}} \ldots \mid N\left(\left.\Delta_{k}\left(\theta^{-1}(Y)\right)\right|_{p} ^{s_{k}+\nu_{k}} d Y\right.\right.
$$

Of course the functions $P_{j}(X)=\Delta_{j}\left(\theta^{-1}(Y)\right)$ are polynomials. Therefore we must consider integrals of the form

$$
\int_{E_{c}}\left|P_{0}(Y)\right|^{s_{0}+\nu_{0}} \ldots\left|P_{k}(Y)\right|^{s_{k}+\nu_{k}} d Y
$$

where the $P_{j}$ 's are polynomials.
But a result of Denef ([6], Theorem 3.2) ${ }^{1}$ tells us that, under the condition that $E_{c}$ is a so-called boolean combination of sets of type I, II and III ([6], p. 2-3) and is contained in a compact set, this kind of integrals are always rational functions in the variables $p^{ \pm s_{j}}$. The second condition on

[^0]the integration domain is of course true for our set $E$. The proof that $E$ is a boolean combination is exactly the same as the proof of Igusa in the one variable case (see [9], p.1018-1019).
It is easily seen that the integrals under consideration are absolutely convergent Laurent series in $q^{ \pm s_{j}}$ (for $\operatorname{Re}\left(s_{j}\right)+\nu_{j}>0$. This implies that they are rational functions in $q^{ \pm s_{j}}$.
Finally the fact that there exist polynomials polynomials $R^{+}(\omega, s)$ and $R^{-}(\omega, s)$ in the variables $q^{-s_{j}}$ having the asserted properties is a consequence of the proof of Denef's result (see [6], p.5-6).
2) As the prehomogeneous vector space $\left(G, V^{+}\right)$is regular, the relative invariant $\Delta_{0}$ is non degenerate in the sense of Definition 1.2 in [15]. As $\Delta_{0}$ is also a relative invariant for $\left(P, V^{+}\right)$, the prehomogeneous vector space $\left(\tilde{P}, V^{+}\right)$satisfies the regularity condition condition (A.1) of F. Sato ([15]).
By Theorem 3.1.3, the prehomogeneous vector space ( $\tilde{P}, V^{+}$) satisfies also condition (A.2') in [15], and therefore the second assertion is a consequence of Theorem $k_{\mathrm{p}}$ in loc. cit (§2.4).

### 3.3. Explicit functional equation.

We compute first the factors $D_{(a, c)}^{k}(\omega, s)$ appearing in Theorem 3.2.3 in the case where $k=0$ (rank 1). In that case, $V^{+}$and $V^{-}$are isomorphic to $F$, and $F^{*}$ is the unique open orbit of the group $G=P$ in $V^{+}$, and $\tilde{P}$ has $\left|\mathscr{S}_{e}\right|$ open orbits in $V^{+}$and in $V^{-}$.

We will identify the spaces $V^{ \pm}$with $F$. Then the zeta functions $\mathcal{K}_{a}^{ \pm}(f, \delta, s)$ appearing in Definition 3.2.2 are equal and we will omit the exponents $\pm$ in the notations below.

If $d t$ is a (additive) Haar measure on $F, d^{*} t=\frac{d t}{|t|}$ is a Haar measure on $F^{*}$.
Tate's zeta function (see [16]) is then defined, for $f \in \mathcal{S}(F), s \in \mathbb{C}$ and $\delta \in \widehat{F^{*}}$, by

$$
Z(f, \delta, s)=\int_{F^{*}} f(t) \delta(t)|t|^{s} d^{*} t
$$

This integral is absolutely convergent for $s \in \mathbb{C}$ such that $\operatorname{Re}(s)+\operatorname{Re}(\delta)-1>0$ and $Z(f, \delta, s)$ extends to a meromorphic function on $\mathbb{C}$ which satisfies the following functional equation:

$$
Z(f, \delta, s)=\rho(\delta, s) Z\left(\mathcal{F}(f), \delta^{-1}, 1-s\right),
$$

where $\rho(\delta, s)$ is the so-called $\rho$ factor of Tate (see [16]).
In the notation of Definition 3.2.2 we have for $f \in \mathcal{S}(F)$ :

$$
\mathcal{K}(f, \delta, s)=\int_{F} f(t)|t|^{s} \delta(t) d t=Z(f, \delta, s+1)
$$

Therefore Tate's functional equation can be re-written as follows:
$\mathcal{K}(f, \delta, s)=\rho(\delta, s+1) \mathcal{K}\left(\mathcal{F}(f), \delta^{-1},-s-1\right)$ and $\mathcal{K}(\mathcal{F}(f), \delta, s)=\delta(-1) \rho(\delta, s+1) \mathcal{K}\left(f, \delta^{-1},-s-1\right)$.
Let $\widehat{\mathscr{S}}_{e}$ be the group of characters of $\mathscr{S}_{e}$. Any element $\chi \in \widehat{\mathscr{S}}_{e}$ extends uniquely to a character of $F^{*}$ which is trivial on $S_{e}$. We still denote by $\chi$ this extension.

Definition 3.3.1. Let $\delta \in \widehat{F^{*}}$ and $s \in \mathbb{C}$. For $x \in \mathscr{S}_{e}$, we define

$$
\tilde{\rho}(\delta, s ; x)=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{\chi \in \widehat{\mathscr{Y}} e} \chi(x) \rho(\delta \chi, s) .
$$

As a function of $x, \tilde{\rho}(\delta, s ; x)$ is the Fourier transform of the function $\chi \in \widehat{\mathscr{S}}_{e} \mapsto \rho(\delta \chi, s)$. Therefore $\rho(\delta \chi, s)=\sum_{x \in \mathscr{S}_{e}} \chi(x) \tilde{\rho}(\delta, s ; x)$, for $\chi \in \widehat{\mathscr{S}}_{e}$.

Lemma 3.3.2. (compare with [12] Corollaire 3.6.3).
Let $\delta \in \widehat{F^{*}}$ and $a \in \mathscr{S}_{e}$. The functions $\mathcal{K}_{a}(f, \delta, s)$ satisfy the following functional equations:

$$
\mathcal{K}_{a}(f, \delta, s)=\sum_{c \in \mathscr{S}_{e}} \tilde{\rho}(\delta, s+1 ; a c) \mathcal{K}_{c}\left(\mathcal{F}(f), \delta^{-1},-s-1\right), \quad f \in \mathcal{S}(F),
$$

and

$$
\mathcal{K}_{a}(\mathcal{F}(g), \delta, s)=\sum_{c \in \mathscr{P}_{e}} \delta(-1) \tilde{\rho}(\delta, s+1 ;-a c) \mathcal{K}_{c}\left(g, \delta^{-1},-s-1\right) \quad g \in \mathcal{S}(F) .
$$

## Proof. :

From the definition $\mathcal{K}(f, \delta \chi, s)=\sum_{a \in \mathscr{L}_{e}} \chi(a) \mathcal{K}_{a}(f, \delta, s)$, By Fourier inversion on the group $\mathscr{S}_{e}$, we obtain:

$$
\mathcal{K}_{a}(f, \delta, s)=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{\chi \in \widehat{\mathscr{S}_{e}}} \chi(a) \mathcal{K}(f, \delta \chi, s), \quad a \in \mathscr{S}_{e} .
$$

From Tate's functional equation, we obtain

$$
\begin{aligned}
\mathcal{K}_{a}(f, \delta, s) & \left.=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{\chi \in \widehat{\mathscr{S}}_{e}} \chi(a) \rho(\delta \chi, s+1) \mathcal{K}\left(\mathcal{F}(f), \delta^{-1} \chi,-s-1\right)\right) \\
=\frac{1}{\left|\mathscr{S}_{e}\right|} & \left.\sum_{c \in \mathscr{S}_{e}} \sum_{\chi \in \widehat{\mathscr{S}}_{e}} \chi(a c) \rho(\delta \chi, s+1) \mathcal{K}_{c}\left(\mathcal{F}(f), \delta^{-1},-s-1\right)\right) \\
= & \left.\sum_{c \in \mathscr{S}_{e}} \tilde{\rho}(\delta, s+1 ; a c) \mathcal{K}_{c}\left(\mathcal{F}(f), \delta^{-1},-s-1\right)\right)
\end{aligned}
$$

This is the first assertion.
For the second assertion we have similarly:

$$
\begin{gathered}
\mathcal{K}_{a}(\mathcal{F}(g), \delta, s)=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{\chi \in \widehat{\mathscr{Y}} e} \chi(a) K(\mathcal{F}(g), \delta \chi, s) \\
=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{\chi \in \widehat{\mathscr{S}} e} \chi(a) \rho(\delta \chi, s+1)\left(\delta^{-1} \chi\right)(-1) \mathcal{K}\left(g, \delta^{-1} \chi,-s-1\right) \\
=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{c \in \mathscr{S}_{e}} \sum_{\chi \in \widehat{\mathscr{S}}}^{e} \\
\\
\\
=\sum_{c \in \mathscr{S}_{e}} \delta(-a c) \rho(\delta \chi, s+1) \delta^{-1}(-1) \mathcal{K}_{c}\left(g, \delta^{-1},-s-1\right)
\end{gathered}
$$

If $x=\left(x_{0}, \ldots, x_{k}\right)$ is a $k+1$-tuple of elements (taken in any set), we will set $\underline{x}=\left(x_{0}, \ldots, x_{k-1}\right)$.

## Theorem 3.3.3.

Let $k \geq 0$. Let $\omega \in \widehat{F}^{k+1}, s \in \mathbb{C}^{k+1}$ and $f \in \mathcal{S}\left(V^{+}\right)$. For $a \in \mathscr{S}_{e}^{k+1}$, we have

$$
\mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right)=\sum_{c \in \mathscr{Y}_{e}^{k+1}} D_{(a, c)}^{k}(\omega, s) \mathcal{K}_{c}^{+}(f, \omega, s),
$$

where

$$
D_{\left(a_{0}, c_{0}\right)}^{0}\left(\omega_{0}, s_{0}\right)=\omega_{0}(-1) \tilde{\rho}\left(\omega_{0}^{-1},-s_{0} ;-a_{0} c_{0}\right)
$$

and where for $k \geq 1$ :

$$
\begin{aligned}
& D_{(a, c)}^{k}(\omega, s) \\
& \left.=\gamma_{k}\left(\underline{a}, c_{k}\right)\right)\left(\omega_{0} \ldots \omega_{k}\right)(-1) \tilde{\rho}\left(\left(\omega_{0} \ldots \omega_{k}\right)^{-1},-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right) ;-a_{k} c_{k}\right) D_{(\underline{a}, \underline{c})}^{k-1}(\underline{\omega}, \underline{s}) \\
& =\prod_{j=1}^{k} \gamma_{j}\left(\left(a_{0}, \ldots, a_{j-1}\right), c_{j}\right) \prod_{j=0}^{k}\left(\omega_{0} \ldots \omega_{j}\right)(-1) \tilde{\rho}\left(\left(\omega_{0} \ldots \omega_{j}\right)^{-1},-\left(s_{0}+\ldots+s_{j}+\frac{j d}{2}\right) ;-a_{j} c_{j}\right),
\end{aligned}
$$

where the constant $\gamma_{j}\left(\left(a_{0}, \ldots, a_{j-1}\right), c_{j}\right)$ is the one given in Proposition 2.5 .5 (depending on $e$ ).

## Proof.

If $k=0$, the result is just Lemma 3.3.2.
The proof is by induction on $k$. Let us suppose that $k \geq 1$. From Theorem 3.2.3, the constants $D_{(a, c)}^{k}(\omega, s)$ do not depend on the function $f \in \mathcal{S}\left(V^{+}\right)$. Therefore to compute these constants we can take $f \in \mathcal{S}\left(\mathcal{O}^{+}\right)$and suppose that $\operatorname{Re}\left(\left(s^{\sharp}-m\right)_{j}\right)+\operatorname{Re}\left(\omega_{j}^{\sharp}\right)>0$. Then the functions $\mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right)$ and $\mathcal{K}_{c}^{+}(f, \omega, s)$ are defined by the converging integrals given in Definition 3.2.2.

Notations will be as in 2.5.2. From the integration formula in Theorem 2.3.5, we obtain

$$
\begin{gathered}
\mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right) \\
=\int_{u^{\prime} \in \underline{V}^{-}} \int_{v^{\prime} \in \tilde{\mathfrak{q}}^{-}-\lambda_{k}} T_{\mathcal{F} f}^{k-1,-}\left(u^{\prime}, v^{\prime}\right) \mathbf{1}_{\mathcal{O}^{-}(a)}\left(u^{\prime}+v^{\prime}\right) \omega^{\sharp}\left(\nabla\left(u^{\prime}+v^{\prime}\right)\right)\left|\nabla\left(u^{\prime}+v^{\prime}\right)\right|^{s^{\sharp}-m}\left|\nabla_{1}\left(u^{\prime}\right)\right|^{\frac{d}{2}} d u^{\prime} d v^{\prime}
\end{gathered}
$$

and then from Corollary 2.5.4, we get

$$
=\int_{u^{\prime} \in \underline{\mathcal{O}}^{-}\left(a_{0}, \ldots, a_{k-1}\right)} \int_{v^{\prime} \in \tilde{\mathfrak{g}}^{-\lambda_{k}} ; \tilde{\nabla}_{k}\left(v^{\prime}\right) a_{k} \in S_{e}} T_{\mathcal{F} f}^{k-1,-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}, v^{\prime}\right) \omega^{\sharp}\left(\nabla\left(u^{\prime}+v^{\prime}\right)\right)\left|\nabla\left(u^{\prime}+v^{\prime}\right)\right|^{s^{\sharp}-m}\left|\nabla_{1}\left(u^{\prime}\right)\right|^{\frac{d}{2}} d u^{\prime} d v^{\prime} .
$$

From Lemma 2.5.3 we have

$$
\nabla_{j}\left(\left(u^{\prime}+v^{\prime}\right)\right)=\left\{\begin{array}{clc}
\underline{\nabla}_{0}\left(u^{\prime}\right) \tilde{\nabla}_{k}\left(v^{\prime}\right) & \text { for } & j=0 \\
\underline{\nabla}_{j-1}\left(u^{\prime}\right) & \text { for } \quad j=1, \ldots, k
\end{array}\right.
$$

Define $(\underline{\omega}, \underline{s})=\left(\left(\omega_{0}, \ldots, \omega_{k-1}\right),\left(s_{0}, \ldots, s_{k-1}\right)\right)$ and $[\omega]=\prod_{j=0}^{k} \omega_{j}$. We also note that $m=1+\frac{k d}{2}=$ $\underline{m}+\frac{d}{2}$. Then:

$$
\begin{aligned}
& \left|\nabla\left(u^{\prime}+v^{\prime}\right)\right|^{s^{\sharp}-m}\left|\nabla_{1}\left(u^{\prime}\right)\right|^{\frac{d}{2}}=\left|\underline{\nabla}_{0}\left(u^{\prime}\right) \tilde{\nabla}_{k}\left(v^{\prime}\right)\right|^{s_{0}^{\sharp}-m} \prod_{j=1}^{k}\left|\underline{\nabla}_{j-1}\left(u^{\prime}\right)\right|^{s_{j}^{\sharp}}\left|\nabla_{1}\left(u^{\prime}\right)\right|^{\frac{d}{2}} \\
= & \left|\underline{\nabla}_{0}\left(u^{\prime}\right) \tilde{\nabla}_{k}\left(v^{\prime}\right)\right|^{-\left(s_{0}+\ldots+s_{k}\right)-\left(1+\frac{k d}{2}\right)}\left|\underline{\nabla}_{0}\left(u^{\prime}\right)\right|^{s_{k}}\left|\underline{\nabla}_{1}\left(u^{\prime}\right)\right|^{s_{k-1}} \ldots\left|\underline{\nabla}_{k-1}\left(u^{\prime}\right)\right|^{s_{1}}\left|\underline{\nabla}_{0}\left(u^{\prime}\right)\right|^{\frac{d}{2}}
\end{aligned}
$$

$$
=\left|\underline{\nabla}\left(u^{\prime}\right)\right|^{s^{\sharp}}-\underline{m}\left|\tilde{\nabla}_{k}\left(v^{\prime}\right)\right|^{-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right)-1},
$$

and similarly we have

$$
\omega^{\sharp}\left(\nabla\left(u^{\prime}+v^{\prime}\right)\right)=\underline{\omega}^{\sharp}\left(\underline{\nabla}\left(u^{\prime}\right)\right)\left([\omega]\left(\tilde{\nabla}_{k}\left(v^{\prime}\right)\right)\right)^{-1} .
$$

Therefore

$$
\begin{aligned}
& \mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right) \\
& =\int_{u^{\prime} \in \underline{\mathcal{O}}^{-}\left(a_{0}, \ldots, a_{k-1}\right)} \int_{v^{\prime} \in \tilde{\mathfrak{q}}^{-\lambda_{k}} ; \tilde{\nabla}_{k}\left(v^{\prime}\right) a_{k} \in S_{e}} T_{\mathcal{F} f}^{k-1,-}\left(u^{\prime}, v^{\prime}\right) \underline{\omega}^{\sharp}\left(\underline{\nabla}\left(u^{\prime}\right)\right)\left([\omega]\left(\tilde{\nabla}_{k}\left(v^{\prime}\right)\right)\right)^{-1} \\
& \times\left.\left|\underline{\nabla}\left(u^{\prime}\right)\right|\right|^{\mathbb{s}^{\sharp}-\underline{m}}\left|\tilde{\nabla}_{k}\left(v^{\prime}\right)\right|^{-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right)-1} d u^{\prime} d v^{\prime}
\end{aligned}
$$

For $u^{\prime} \in \underline{V}^{-}$, define the function

$$
G_{u^{\prime}}(v)=\gamma_{k}\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{k-1,+}\right)\left(u^{\prime}, v\right), \quad v \in \tilde{\mathfrak{g}}^{\lambda_{k}}
$$

Theorem 2.4.4, says that

$$
\mathcal{F}_{v}\left(G_{u^{\prime}}\right)\left(v^{\prime}\right)=T_{\mathcal{F} f}^{k-1,-}\left(u^{\prime}, v^{\prime}\right)
$$

The maps $v \in \tilde{\mathfrak{g}}^{\lambda_{k}} \mapsto \Delta_{k}(v)$ and $v^{\prime} \in \tilde{\mathfrak{g}}^{-\lambda_{k}} \mapsto \tilde{\nabla}_{k}\left(v^{\prime}\right)$ are isomorphisms from $\tilde{\mathfrak{g}}^{\lambda_{k}}$ and $\tilde{\mathfrak{g}}^{-\lambda_{k}}$ respectively onto $F$. Therefore the functional equation obtained in Lemma 3.3.2 for $k=0$ implies

$$
\begin{aligned}
& \int_{v^{\prime} \in \tilde{\mathfrak{g}}^{-\lambda_{k}} ; \tilde{\nabla}_{k}\left(v^{\prime}\right) a_{k} \in S_{e}} T_{\mathcal{F} f}^{k-1,-}\left(u^{\prime}, v^{\prime}\right)\left([\omega]\left(\tilde{\nabla}_{k}\left(v^{\prime}\right)\right)\right)^{-1}\left|\tilde{\nabla}_{k}\left(v^{\prime}\right)\right|^{-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right)-1} d v^{\prime} \\
& =\sum_{c_{k} \in \mathscr{S}_{e}}[\omega](-1) \tilde{\rho}\left([\omega]^{-1},-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right) ;-a_{k} c_{k}\right) \\
& \quad \times \int_{v \in \tilde{\mathfrak{g}}_{k} \lambda_{k} ; \Delta_{k}(v) c_{k} \in S_{e}} \gamma_{k}\left(u^{\prime}, v\right)\left(\mathcal{F}_{u} T_{f}^{k-1,+}\right)\left(u^{\prime}, v\right)[\omega]\left(\Delta_{k}(v)\right)|v|^{s_{0}+\ldots+s_{k}+\frac{k d}{2}} d v .
\end{aligned}
$$

We know from Proposition 2.5.5, that for $u^{\prime} \in \underline{\mathcal{O}}^{-}(\underline{a})$ and $v \in \tilde{\mathfrak{g}}^{\lambda_{k}}$ with $\Delta_{k}(v) c_{k} \in S_{e}$, one has $\gamma\left(u^{\prime}, v\right)=\gamma_{k}\left(\underline{a}, c_{k}\right)$. Hence

$$
\begin{aligned}
& \mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right) \\
& =\sum_{c_{k} \in \mathscr{P}_{e}}[\omega](-1) \tilde{\rho}\left([\omega]^{-1},-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right) ;-a_{k} c_{k}\right) \gamma_{k}\left(\underline{a}, c_{k}\right) \\
& \quad \times \int_{v \in \tilde{\mathfrak{g}}^{\prime} k ; \Delta_{k}(v) c_{k} \in S_{e}}[\omega]\left(\Delta_{k}(v)\right)|v|^{s_{0}+\ldots+s_{k}+\frac{k d}{2}} \int_{u^{\prime} \in \underline{\mathcal{O}}^{-}(\underline{a})}\left(\mathcal{F}_{u} T_{f}^{k-1,+}\right)\left(u^{\prime}, v\right) \underline{\omega}^{\sharp}\left(\underline{\nabla}\left(u^{\prime}\right)\right)\left|\underline{\nabla}\left(u^{\prime}\right)\right|^{\mathbf{s}^{\sharp}-\underline{m}} d u^{\prime} d v .
\end{aligned}
$$

The induction hypothesis applied to the function $u \mapsto T_{f}^{k-1,+}(u, v)$, gives the following equation:

$$
\begin{aligned}
& \int_{u^{\prime} \in \underline{\mathcal{O}}^{-}(\underline{a})}\left(\mathcal{F}_{u} T_{f}^{k-1,+}\right)\left(u^{\prime}, v\right) \underline{\omega}^{\sharp}\left(\underline{\nabla}\left(u^{\prime}\right)\right)\left|\underline{\nabla}\left(u^{\prime}\right)\right|^{s^{\sharp}-\underline{m}} d u^{\prime} \\
= & \sum_{\underline{c}=\left(c_{0}, \ldots c_{k-1}\right) \in \mathscr{S}_{e}^{k}} D_{(\underline{a}, \underline{c})}^{k-1}(\underline{\omega}, \underline{s}) \int_{u \in \underline{\mathcal{O}}^{+}(\underline{c})} T_{f}^{k-1,+}(u, v) \underline{\omega}(\underline{\Delta})(u)|\underline{\Delta}(u)|^{s} d u .
\end{aligned}
$$

The preceding equation becomes now:

$$
\begin{aligned}
& \mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right) \\
& =\sum_{c \in \mathcal{S}_{e}^{k+1}}[\omega](-1) \tilde{\rho}\left([\omega]^{-1},-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right) ;-a_{k} c_{k}\right) \gamma_{k}\left(\underline{a}, c_{k}\right) D_{(a, c)}^{k-1}(\underline{\omega}, \underline{s}) \\
& \quad \times \int_{v \in \tilde{\mathfrak{q}}^{\lambda} ; \Delta_{k}(v) c_{k} \in S_{e}} \int_{u \in \underline{\mathcal{O}}^{+}(\underline{c})} T_{f}^{k-1,+}(u, v) \underline{\omega}(\underline{\Delta})(u)|\underline{\Delta}(u)|^{s}[\omega]\left(\Delta_{k}(v)\right)|v|^{s_{0}+\ldots+s_{k}+\frac{k d}{2}} d v d u .
\end{aligned}
$$

From Lemma 2.5.3 we have:

$$
\Delta_{j}(u+v)=\left\{\begin{array}{ccc}
\Delta_{j}(u) \Delta_{k}(v) & \text { for } & j=0, \ldots, k-1 \\
\Delta_{k}(v) & \text { for } & j=k
\end{array}\right.
$$

which implies

$$
\omega(\Delta)(u+v)=\prod_{j=0}^{k} \omega_{j}\left(\Delta_{j}(u+v)\right)=\prod_{j=0}^{k-1} \omega_{j}\left(\underline{\Delta}_{j}(u)\right)[\omega]\left(\Delta_{k}(v)\right)=\underline{\omega}(\underline{\Delta})(u)[\omega]\left(\Delta_{k}(v)\right)
$$

and

$$
|\Delta(u+v)|^{s}=\prod_{j=0}^{k}\left|\Delta_{j}(u+v)\right|^{s_{j}}=\prod_{j=0}^{k-1}\left|\underline{\Delta}_{j}(u)\right|^{s_{j}}\left|\Delta_{k}(v)\right|^{s_{0}+\ldots+s_{k}} .
$$

Moreover from Corollary 2.5 .4 we have

$$
u \in \underline{\mathcal{O}}^{+}(\underline{c}), \text { and } \Delta_{k}(v) c_{k} \in S_{e} \Longleftrightarrow u+v \in \mathcal{O}^{+}(c)
$$

Then, if we define

$$
D_{(a, c)}^{k}(\omega, s)=\gamma_{k}\left(\underline{a}, c_{k}\right)[\omega](-1) \tilde{\rho}\left([\omega]^{-1},-\left(s_{0}+\ldots+s_{k}+\frac{k d}{2}\right) ;-a_{k} c_{k}\right) D_{(\underline{a}, \underline{c})}^{k-1}(\underline{\omega}, \underline{s})
$$

(which is the announced relation between $D_{(a, c)}^{k}(\omega, s)$ and $D_{(a, c)}^{k-1}(\underline{\omega}, \underline{s})$ ), we obtain finally:

$$
\begin{aligned}
& \mathcal{K}_{a}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right) \\
& =\sum_{c \in \mathscr{S}_{e}^{k+1}} D_{(a, c)}^{k}(\omega, s) \int_{u \in \underline{V}^{+}} \int_{v \in \tilde{\mathfrak{q}}^{\lambda} k} \mathbf{1}_{\mathcal{O}^{+}(c)}(u+v) T_{f}^{k-1,+}(u, v) \omega(\Delta)(u+v)|\Delta(u+v)|^{s}\left|\Delta_{k}(v)\right|^{\frac{k d}{2}} d u d v \\
& =\sum_{c \in \mathscr{S}_{e}^{k+1}} D_{(a, c)}^{k}(\omega, s) \mathcal{K}_{c}^{+}(f, \omega, s) .
\end{aligned}
$$

As by Lemma 3.3.2, we have $D_{\left(a_{0}, c_{0}\right)}^{0}\left(\omega_{0}, s_{0}\right)=\omega_{0}(-1) \tilde{\rho}\left(\omega_{0},-s_{0} ;-c_{0} a_{0}\right)$, the explicit computation of $D_{(a, c)}^{k}(\omega, s)$ follows easily by induction.

In the case where $e$ is even, the explicit value of $\gamma_{k}\left(\underline{a}, c_{k}\right)$ allows to obtain a more simple expression for $D_{(a, c)}^{k}(\omega, s)$.

## Corollary 3.3.4.

Let $\omega \in{\widehat{F^{*}}}^{k+1}$ and $s \in \mathbb{C}^{k+1}$.

1. If $e=0$ or 4 , then $\mathscr{S}_{e}=\{1\}$ and we omit the dependance on the variables $a$, c. For $f \in \mathcal{S}\left(V^{+}\right)$, we have

$$
\mathcal{K}^{-}\left(\mathcal{F} f, \omega^{\sharp}, s^{\sharp}-m\right)=D^{k}(\omega, s) \mathcal{K}^{+}(f, \omega, s),
$$

where

$$
D^{k}(\omega, s)=\gamma_{\psi}(q)^{\frac{k(k+1)}{2}} \prod_{j=0}^{k}\left(\omega_{0} \ldots \omega_{j}\right)(-1) \rho\left(\left(\omega_{0} \ldots \omega_{j}\right)^{-1},-\left(s_{0}+\ldots+s_{j}+\frac{j d}{2}\right)\right)
$$

2. If $e=2$, remember that $S_{e}=N_{E / F}\left(E^{*}\right)$ where $E$ is a quadratic extension of $F$ with $\varpi_{E}$ as associated quadratic character. Let $a=\left(a_{0}, \ldots, a_{k}\right)$ and $c=\left(c_{0}, \ldots, c_{k}\right)$ be elements of $\mathscr{S}_{e}^{k+1}$. Then

$$
\begin{aligned}
& D_{(a, c)}^{k}(\omega, s) \\
& =\gamma_{\psi}\left(q_{e}\right)^{\frac{k(k+1)}{2}} \prod_{j=1}^{k} \varpi_{E}\left(c_{j}\right)^{j} \varpi_{E}\left(a_{0} \ldots a_{j-1}\right) \prod_{j=0}^{k}\left(\omega_{0} \ldots \omega_{j}\right)(-1) \tilde{\rho}\left(\left(\omega_{0} \ldots \omega_{j}\right)^{-1},-\left(s_{0}+\ldots+s_{j}+\frac{j d}{2}\right) ;-a_{j} c_{j}\right) .
\end{aligned}
$$

Proof.
If $e=0$ or 4 then $\mathscr{S}_{e}=\{1\}$. In that case, for all $x \in \mathscr{S}_{e}, z \in \mathbb{C}$ and $\delta \in \widehat{F^{*}}$, one has $\tilde{\rho}(\delta, z ; x)=$ $\rho(\delta, z)$. The corollary is the an easy consequence of Proposition 2.5 .5 and of Theorem 3.3.3.

## 4. Zeta functions associated to the $H$-distinguished minimal principal series

### 4.1. Characters of the group $L$ which are trivial on $L \cap \mathcal{H}_{p}$.

Let $\left(\Omega_{p}^{ \pm}\right), p \in\left\{1, \ldots, r_{0}\right\}$ be the open $G$-orbits in $V^{ \pm}$([8] Theorem 3.6.3), The integer $r_{0}$ depends on $k$ and on $e$, and $r_{0} \leq 5$ (see([8], Theorem 3.6.3).
For $1 \leq p \leq r_{0}$, we fix an element $I_{p}^{+}$in $\Omega_{p}^{+}$which is in the "diagonal" $\oplus_{j=0}^{k} \tilde{\mathfrak{g}}^{\lambda_{j}}$. We suppose moreover that $I_{1}^{+}=I^{+}$. We set $I_{p}^{-}=\iota\left(I_{p}^{+}\right) \in \oplus_{j=1}^{k} \tilde{\mathfrak{g}}^{-\lambda_{j}}$ and hence $\left\{I_{p}^{-}, H_{0}, I_{p}^{+}\right\}$is an $\mathfrak{s} l_{2}$-triple.
The non trivial element of the Weyl group associated to this $\mathfrak{s l} l_{2}$-triple acts on $\tilde{\mathfrak{g}}$ by the element $w_{p} \in$ $A u t_{0}(\tilde{\mathfrak{g}})$ given by $w_{p}=e^{\operatorname{ad} I_{p}^{+}} e^{\operatorname{ad} I_{p}^{-}} e^{\operatorname{ad} I_{p}^{+}}$. Let $\sigma_{p}$ be the automorphism of $\operatorname{Aut}_{0}(\tilde{\mathfrak{g}})$ defined by $\sigma_{p}(g)=$ $w_{p} g w_{p}^{-1}\left(\right.$ for $\left.g \in \operatorname{Aut} t_{0}(\tilde{\mathfrak{g}})\right)$.

We know that $\sigma_{p}$ is an involution of $G$ ([8] Theorem 4.1.1). Moreover the group $\mathcal{H}_{p}=Z_{G}\left(I_{p}^{+}\right)=$ $Z_{G}\left(I_{p}^{-}\right)$is an open subgroup of the group of fixed points of $\sigma_{p}$. Therefore $\Omega_{p}^{ \pm}$is isomorphic to the symmetric space $G / \mathcal{H}_{p}$.

We recall also that we denote by $P$ the parabolic subgroup defined by $P=L N$ where $L=Z_{G}\left(\mathfrak{a}^{0}\right)$, $N=\exp$ adn, and $\mathfrak{n}=\oplus_{0 \leq i<j \leq k} E_{i, j}(1,-1)$ (cf. 1.2).
The key point is that the group $P$ is a minimal $\sigma_{p}$-split parabolic subgroup for $p=1, \ldots, r_{0}$ (see [8] §4.2) (this means that $\sigma_{p}(P)$ is the parabolic subgroup opposite to $P$, and $P$ is minimal for this property). The subgroup $L$ is then the unique Levi subgroup of $P$ which is stable under $\sigma_{p}$.

As $\ell=1$, the group $L$ acts by a character $x_{j}(\cdot)$ on each $\tilde{\mathfrak{g}}^{\lambda_{j}}$. Thus, for $p \in\left\{1, \ldots, r_{0}\right\}$, as $I_{p}^{+}$belongs to the "diagonal", the group $L \cap \mathcal{H}_{p}$ is the group of elements $l \in L$ such that $x_{j}(l)=1$ for $j=0, \ldots, k$,
hence $L \cap \mathcal{H}_{p}$ does not depend on $p$. We set

$$
\begin{equation*}
L_{H}=\left\{l \in L ; x_{j}(l)=1, \text { for } j=0, \ldots, k\right\}=L \cap \mathcal{H}_{p}, p \in\left\{1, \ldots, r_{0}\right\} . \tag{4.1}
\end{equation*}
$$

Let $A_{L}$ the maximal split torus of the center of $L$. We denote by $\mathbb{X}(L)$ (resp. $\mathbb{X}\left(A_{L}\right)$ ) the group of rational characters of $L$ (resp. de $A_{L}$ ) which are defined over $F$. The real vector space $a_{L}$ is defined by $\left.a_{L}=\operatorname{Hom}_{\mathbb{Z}} \mathbb{X}(L), \mathbb{R}\right)$. The restriction map from $L$ to $A_{L}$ induces an injection from $\mathbb{X}(L)$ on $\mathbb{X}\left(A_{L}\right)$, and these 2 lattices have the same rank, which is equal to the dimension of $\mathfrak{a}_{L}$ (see [14] V.2.6). Then, the dual space $a_{L}^{*}$ satisfies $a_{L}^{*} \simeq \mathbb{X}(L) \otimes_{\mathbb{Z}} \mathbb{R} \simeq \mathbb{X}\left(A_{L}\right) \otimes_{\mathbb{Z}} \mathbb{R}$ and each root $\alpha \in \Sigma$ induces a linear form of $a_{L}^{*}$, which we also denote by $\alpha$.

The canonical map $H_{L}: L \rightarrow a_{L}$ is then defined by

$$
e^{\left\langle H_{L}(l), \chi\right\rangle}=|\chi(l)|, \quad l \in L, \chi \in \mathbb{X}(L) .
$$

The group of non ramified characters of $L$ is then defined by:

$$
X(L)=\operatorname{Hom}\left(L / \operatorname{Ker} H_{L}, \mathbb{C}^{*}\right)
$$

The map $\nu \longmapsto \chi_{\nu}$ from $\left(a_{L}^{*}\right)_{\mathbb{C}}$ to $X(L)$ defined by $\chi_{\nu}: l \mapsto e^{\left\langle\nu, H_{L}(l)\right\rangle}$ (or equivalently the map $\left.\chi \otimes s \in \mathbb{X}(L) \otimes_{\mathbb{Z}} \mathbb{C} \longmapsto\left(l \mapsto|\chi(l)|^{s}\right)\right)$ is surjective and its kernel is a lattice in $\left(a_{L}^{*}\right) \mathbb{C}$. This defines a structure of algebraic variety on $X(L)$. More precisely $X(L)$ is a complex torus whose Lie algebra is $\left(a_{L}^{*}\right)_{\mathbb{C}}$.
Let $p \in\left\{1, \ldots, r_{0}\right\}$. The involution $\sigma_{p}$ on $L$ induces an involution on $a_{L}$ and $a_{L}^{*}$, which we denote by the same letter. From the proof of Lemma 4.1.5 in [8], the Lie algebra of $A_{L}$ decomposes as $\mathfrak{a}_{L}=\mathfrak{a}_{L} \cap \mathfrak{h}_{p} \oplus \mathfrak{a}^{0}$ where $\mathfrak{h}_{p}$ is the Lie algebra of $\mathcal{H}_{p}$. Since the groups $L \cap \mathcal{H}_{p}, p=1, \ldots, r_{0}$ are equal (see (4.1)), this decomposition does not depend on $\sigma_{p}$. Hence, the induced involution on $a_{L}$ does not depend on $p$. We set $a_{L}=a_{L}^{\sigma} \oplus a^{0}$ and $a_{L}^{*}=\left(a_{L}^{\sigma}\right)^{*} \oplus a^{0 *}$ the decompositions of $a_{L}$ and $a_{L}^{*}$ in invariant and anti-invariant spaces under the action of $\sigma_{p}$ for all $p$. By definition of $\mathfrak{a}^{0}$, a basis of $\left(a^{0, *}\right)_{\mathbb{C}}$ is given by $\lambda_{0}, \ldots, \lambda_{k}$.

Let $X(L)_{\sigma}$ be the image of $\left(a^{0 *}\right)_{\mathbb{C}}$ by the map $\nu \mapsto \chi_{\nu}$. Then, the torus $X(L)_{\sigma}$ is the group of non ramified characters given by

$$
l \mapsto \prod_{j=0}^{k}\left|x_{j}(l)\right|^{\mu_{j}} \text { for } \mu=\mu_{1} \lambda_{1}+\ldots+\mu_{k} \lambda_{k} \in\left(a^{0 *}\right)_{\mathbb{C}} .
$$

Let $\delta_{P}$ be the modular function of $P$, which is given by $\delta_{P}(l n)=e^{2\left\langle\rho_{P}, H_{L}(l)\right\rangle}$. Here $\rho_{P}$ is half the sum of the roots of $A_{L}$ in $N$ (counted with multiplicity).

Lemma 4.1.1. We have

$$
2 \rho_{P}=\frac{d}{2} \sum_{j=0}^{k}(k-2 j) \lambda_{j} .
$$

This implies that for $l \in L$,

$$
\delta_{P}(l)^{1 / 2}=\prod_{j=0}^{l}\left|x_{j}(l)\right|^{\rho_{j}}, \quad \text { where } \quad \rho_{j}=\frac{d}{4}(k-2 j) .
$$

Proof. The Lie algebra of $P$ decomposes as $\mathfrak{p}=\mathfrak{l} \oplus \mathfrak{n}$ with $\mathfrak{l}=Z_{\mathfrak{g}}\left(\mathfrak{a}^{0}\right)$ and $\mathfrak{n}=\oplus_{i<j} E_{i, j}(1,-1)$. Let $S_{i, j}$ be the set of roots $\mu$ such that $\mu \neq\left(\lambda_{i}-\lambda_{j}\right) / 2$ and $\tilde{\mathfrak{g}}^{\mu} \subset E_{i, j}(1,-1)$. Let $m_{\mu}=\operatorname{dim} \tilde{\mathfrak{g}}^{\mu}$ be the multiplicity of $\mu$. We know from ([8] Remark 3.3.3), that if $\mu \in S_{i, j}$ then $\mu^{\prime}=\lambda_{i}-\lambda_{j}-\mu$ is a root in $S_{i, j}$ which is not equal to $\mu$ but has the same multiplicity, and of course $\mu+\mu^{\prime}=\lambda_{i}-\lambda_{j}$. As $\operatorname{dim}\left(\tilde{\mathfrak{g}}^{\left(\lambda_{i}-\lambda_{j}\right) / 2}\right)=e$, and $d=\operatorname{dim} E_{i, j}(1,-1)=e+\sum_{\mu \in S_{i, j}} m_{\mu}$, we obtain

$$
\sum_{\mu \in S_{i, j}} m_{\mu} \mu=\frac{1}{2} \sum_{\mu \in S_{i, j}} m_{\mu}\left(\lambda_{i}-\lambda_{j}\right)=\frac{d-e}{2}\left(\lambda_{i}-\lambda_{j}\right) .
$$

Therefore

$$
2 \rho_{P}=e \sum_{i<j} \frac{\left(\lambda_{i}-\lambda_{j}\right)}{2}+\frac{d-e}{2} \sum_{i<j}\left(\lambda_{i}-\lambda_{j}\right)=\frac{d}{2} \sum_{i<j}\left(\lambda_{i}-\lambda_{j}\right) .
$$

A simple computation gives then the first assertion. The second assertion is then an immediate consequence of the first one.

From Remark 1.2.2 we know now that the map $\mathcal{T}: l \mapsto\left(x_{0}(l), \ldots, x_{k}(l)\right)$ induces an isomorphism of groups from $L / L \cap \mathcal{H}_{p}=L / L_{H}$ onto $\cup_{x \in \mathscr{S}_{e}} x S_{e}^{k+1}$.

Hence, any character of $F^{* k+1}$ induces, by restriction to $\operatorname{Im} \mathcal{T}$, a character of $L$ trivial on $L \cap \mathcal{H}_{p}$ for any $p \in\{1, \ldots, N\}$. If $\delta=\left(\delta_{0}, \ldots, \delta_{k}\right)$ is a character of $\left(F^{*}\right)^{k+1}$ the corresponding character of $L$, which is invariant on $L / L \cap \mathcal{H}_{p}=L / L_{H}$, is still denoted by $\delta$ and is given by

$$
\delta(l)=\prod_{i=0}^{k} \delta_{i}\left(x_{j}(l)\right) .
$$

This is made more precise in the following Lemma.

## Lemma 4.1.2.

1. Any character of $\operatorname{Im} \mathcal{T}=\cup_{x \mathscr{S}} x S_{e}^{k+1}$ is the restriction to $\operatorname{Im} \mathcal{T}$ of a (non unique) character of $\left(F^{*}\right)^{k+1}$.
2. Two characters $\delta=\left(\delta_{0}, \ldots, \delta_{k}\right)$ and $\delta^{\prime}=\left(\delta_{0}^{\prime}, \ldots, \delta_{k}^{\prime}\right)$ of $\left(F^{*}\right)^{k+1}$ coincide on $\operatorname{Im} \mathcal{T}=\cup_{x \in \mathscr{S}_{e}} x S_{e}^{k+1}$, if and only if for all $j=0 \ldots k$, there exists a character $\chi^{j}$ of $F^{*}$ with values in $\{ \pm 1\}$, and trivial on $S_{e}$ such that

$$
\delta_{j}(x)=\chi^{j}(x) \delta_{j}^{\prime}(x), \quad \text { et } \quad \prod_{j=0}^{k} \chi^{j}(x)=1, \quad x \in F^{*} .
$$

Proof. Note first that as $F^{* 2} \subset S_{e}$, the group $\left(F^{*}\right)^{k+1} / \operatorname{Im} \mathcal{T}$ is a finite abelian group whose non trivial elements are of order 2.
Let $\tilde{\delta}$ be a character of $\operatorname{Im} \mathcal{T}$ and take $x \in\left(F^{*}\right)^{k+1} \backslash \operatorname{Im} \mathcal{T}$. Then, as $F^{* 2} \subset \operatorname{Im} \mathcal{T}$, we have $x^{2} \in \operatorname{Im} \mathcal{T}$. Let $\varpi_{x}$ be a square root of $\tilde{\delta}\left(x^{2}\right)$, and let $\mathcal{M}_{1}$ be the subgroup of $\left(F^{*}\right)^{k+1}$ generated by $\operatorname{Im} \mathcal{T}$ and $x$. One can now define a character of $\mathcal{M}_{1}$ by setting $\tilde{\delta}_{1}(a x)=\tilde{\delta}(a) \varpi_{x}$ for $a \in \operatorname{Im} \mathcal{T}$. As $\left(F^{*}\right)^{k+1} / \operatorname{Im} \mathcal{T}$ is finite, we obtain the first assertion by induction.
As $\mathscr{S}_{e}=F^{*} / S_{e}$ and $F^{* 2} \subset S_{e}$, the second assertion is clear.

### 4.2. The minimal principal $H$-distinguished series.

Let $p \in\left\{1, \ldots r_{0}\right\}$. A smooth representation $\left(\pi, V_{\pi}\right)$ of $G$ is said to be $\mathcal{H}_{p}$-distinguished if the space $\left(V_{\pi}^{*}\right)^{\mathcal{H}_{p}}$ of $\mathcal{H}_{p}$-invariant linear forms on $V_{\pi}$ is non-trivial. This is also equivalent to the condition $\operatorname{Hom}_{\mathcal{H}_{p}}\left(V_{\pi}, C^{\infty}\left(G / \mathcal{H}_{p}\right)\right) \neq\{0\}$ (where $C^{\infty}\left(G / \mathcal{H}_{p}\right)$ is the space of locally constant functions on $G / \mathcal{H}_{p}$ ).

If $\chi$ is a character of $P$ we define as usual the space $I_{\chi}$ to be the space of functions $v: G \rightarrow \mathbb{C}$ which are right invariant under a compact open subgroup of $G$ and which satisfy the condition:

$$
v(n l g)=\delta_{P}(l)^{1 / 2} \chi(l) v(g), \quad n \in N, l \in L, g \in G
$$

The induced representation $I_{P}^{G}(\chi)$ is the right regular representation of $G$ on $I_{\chi}$.
One knows from ([1] Théorème 2.8), that if there exists an open $P$ - orbit $P \gamma \mathcal{H}_{p}$ in $G / \mathcal{H}_{p}$ (or equivalently an open orbit $P \gamma I_{p}^{+}$in $\Omega_{p}^{+}$) with $\gamma \in G$, such that $\chi$ is trivial on $L \cap \gamma \mathcal{H}_{p} \gamma^{-1}$, then (under some additional conditions, see below), the representation $I_{P}^{G}(\chi)$ is $\mathcal{H}_{p}$-distinguished.
But as any open $P$-orbit in $\Omega_{p}$ meets the diagonal we can suppose that $\gamma \cdot I_{p}^{+} \in \oplus_{j=0}^{k} \tilde{\mathfrak{g}}^{\lambda_{j}}$ and hence, using (4.1), the character $\chi$ is trivial on $L \cap \gamma \mathcal{H}_{p} \gamma^{-1}=L_{H}=L \cap \mathcal{H}_{p}$. Therefore we make the following definition.

Definition 4.2.1. The minimal principal $H$-distinguished series is the set of representations $I_{P}^{G}(\chi)$ where $\chi$ is a character of $L$ trivial on $L_{H}$ such that $I_{P}^{G}(\chi)$ is $\mathcal{H}_{p}$-distinguished for any $p \in\left\{1, \ldots, r_{0}\right\}$.

Fix a unitary character $\delta=\left(\delta_{0}, \ldots, \delta_{k}\right)$ of $\left(F^{*}\right)^{k+1}$ and fix also $\mu=\mu_{0} \lambda_{0}+\ldots+\mu_{k} \lambda_{k} \in\left(a^{0 *}\right)_{\mathbb{C}}$. This defines a character $\delta_{\mu}$ of $L$ which is trivial on $L \cap \mathcal{H}_{p}$ by

$$
\delta_{\mu}(l)=\prod_{j=0}^{k} \delta_{j}\left(x_{j}(l)\right)\left|x_{j}(l)\right|^{\mu_{j}}, \quad l \in L
$$

We set $\pi_{\delta, \mu}=I_{P}^{G}\left(\delta_{\mu}\right)$ and denote by $I_{\delta, \mu}=I_{\delta_{\mu}}$ its space.
Let $K$ be a maximal compact subgroup of $G$ which is the stabilizer of a special point in the appartment associated to $A$ in the building of $G$. Let $I(\delta)$ be the space of functions $v: K \longmapsto \mathbb{C}$ which are right invariant under an open compact subgroup of $K$ and satisfy the following condition:

$$
v(n l k)=\delta(l) v(k) \text { for } n l \in P \cap K \text { and } k \in K
$$

Then the restriction of functions in $I_{\delta, \mu}$ to $K$ gives an isomorphism of $K$-modules from $I_{\delta, \mu}$ onto $I(\delta)$ and we denote by $\overline{\pi_{\delta, \mu}}$ the representation of $G$ on $I(\delta)$ obtained from $\pi_{\delta, \mu}$ through this isomorphism (this is the so called compact picture of the induced representation).
We identify the spaces $\left(a^{0 *}\right)_{\mathbb{C}}$ and $\mathbb{C}^{k+1}$ by the isomorphism $\mu=\sum_{j=0}^{k} \mu_{j} \lambda_{j} \mapsto\left(\mu_{0}, \ldots, \mu_{k}\right)$.
From ([1] Théorème 2.8), we know that there exists a rational function on $\mathcal{R}_{p}$ on $X(L)_{\sigma} \simeq\left(a^{0 *}\right)_{\mathbb{C}}$, which is a product of functions of the form $\left(1-c q^{\sum_{j=0}^{k} a_{j} \mu_{j}}\right)$, where $c \in \mathbb{C}^{*}$ and $a_{j} \in \mathbb{Z}$, such that if $\mathcal{R}_{p}(\mu) \neq 0$, the representation $\left(\pi_{\delta, \mu}, I_{\delta, \mu}\right)$ is $\mathcal{H}_{p}$-distinguished. Moreover, in that case, $\operatorname{dim}\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ is equal to the number of open $P$-orbits in $G / \mathcal{H}_{p}$ (or equivalently in $\Omega_{p}$ ) and a basis of $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ is explicitly described in [1] (see also below for our case). Differences between our notations and the results of [1] come from the fact that there the authors consider non normalized induction.

Definition 4.2.2. Set $\mathcal{R}=\prod_{p=1}^{r_{0}} \mathcal{R}_{p}$ where $\mathcal{R}_{p}$ are the rational functions mentioned above. Let U be the open dense subset of $\left(a^{0 *}\right)_{\mathbb{C}}$ defined by $\mathbf{U}=\left\{\mu \in\left(a^{0 *}\right)_{\mathbb{C}}, \mathcal{R}(\mu) \neq 0\right\}$. Hence for all $\mu \in \mathbf{U}$ and $p=1, \ldots, k$, the representation $\left(\pi_{\delta, \mu}, I_{\delta, \mu}\right)$ is $\mathcal{H}_{p}$-distinguished.

We will now describe, in our case, the basis of $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ given in ([1] Théorème 2.8 and Théorème 2.16, [10] §4.2).

Let $p \in\left\{1, \ldots, r_{0}\right\}$. The open $\left(P, \mathcal{H}_{p}\right)$-orbits in $G$ can be view as the open $P$-orbits in $V^{+}$contained in $\Omega_{p}^{+} \simeq G / \mathcal{H}_{p}$. Remember that the open $P$-orbits in $V^{+}$are the sets $P . I^{+}(a)$ where $I^{+}(a)=$ $a_{0} X_{0}+\ldots+a_{k-1} X_{k-1}+X_{k}$ for $a=\left(a_{0}, \ldots, a_{k-1}, 1\right)$ in $\mathscr{S}_{e}^{k} \times\{1\}$ (see Lemma 1.2.4). For $\underline{a}=\left(a_{0}, \ldots, a_{k-1}\right) \in \mathscr{S}_{e}^{k}$, we set $(\underline{a}, 1)=\left(a_{0}, \ldots, a_{k-1}, 1\right)$.

Definition 4.2.3. For $p \in\left\{1, \ldots, r_{0}\right\}$, we denote by $\mathcal{S}_{p}$ the set of $\underline{a} \in \mathscr{S}_{e}^{k}$ such that $I^{+}(\underline{a}, 1) \in \Omega_{p}^{+}$. Let us fix $\gamma_{\underline{a}} \in G$ such that $\gamma_{\underline{a}} I_{p}^{+}=I^{+}(\underline{a}, 1)$. Hence $\cup_{\underline{a} \in \mathcal{S}_{p}} P \gamma_{\underline{a}} \mathcal{H}_{p}$ is the union of the open $\left(P, \mathcal{H}_{p}\right)$ orbits in $G$.

Definition 4.2.4. Let $\mu \in\left(a^{0 *}\right)_{\mathbb{C}}, p \in\left\{1, \ldots, r_{0}\right\}$ and $\underline{a} \in \mathcal{S}_{p}$. The Poisson kernel $\mathbb{P} \underline{\alpha}, \mu$ is the function on $G$ defined by:

$$
\mathbb{P}_{\delta, \mu}^{\underline{a}}(g)=\left\{\begin{array}{ccc}
\delta_{P}(l)^{1 / 2}\left(\delta_{\mu}\right)^{-1}(l) & \text { if } & g=n l \gamma_{\underline{a}} h \in N L \gamma_{\underline{a}} \mathcal{H}_{p}, \\
0 & \text { if } & g \notin P \gamma_{\underline{a}} \mathcal{H}_{p} .
\end{array}\right.
$$

Let $C\left(G, P, \delta^{*}, \mu\right)$ be the space of continuous functions $w: G \longmapsto \mathbb{C}$ such that

$$
\begin{equation*}
w(n l g)=\delta_{P}^{1 / 2}(l) \delta_{\mu}(l)^{-1} w(g) \quad n \in N, l \in L, g \in G . \tag{4.2}
\end{equation*}
$$

We will say that $\operatorname{Re}\left(\delta_{P}^{-1 / 2} \delta_{\mu}\right)$ is strictly $P$-dominant if $\left\langle\operatorname{Re}(\mu)-\rho_{P}, \alpha\right\rangle>0$ for all roots $\alpha$ of $A$ in $N$. From ([1] Théorème 2.16) and ([10] Théorème 4 (ii)), we know that if $\mu \in\left(a^{0 *}\right)_{\mathbb{C}}$ is such that $\operatorname{Re}\left(\delta_{P}^{-1 / 2} \delta_{\mu}\right)$ is strictly $P$-dominant and if $\underline{a} \in \mathscr{S}_{e}^{k}$, the function $\mathbb{P}_{\delta, \mu}^{a}$ is a right $\mathcal{H}_{p}$-invariant element of $C\left(G, P, \delta^{*}, \mu\right)$.
Moreover by ([1] (2.29)), the map

$$
\begin{equation*}
(w, v) \in C\left(G, P, \delta^{*}, \mu\right) \times I_{\delta, \mu} \mapsto\langle w, v\rangle=\int_{K} w(k) v(k) d k \tag{4.3}
\end{equation*}
$$

defines a $G$-invariant duality between $C\left(G, P, \delta^{*}, \mu\right)$ and $I_{\delta, \mu}$. Hence $C\left(G, P, \delta^{*}, \mu\right)$ can be viewed as a subspace of $I_{\delta, \mu}^{*}$ and $\mathbb{P}_{\delta, \mu}^{a}$ is identified to a $\mathcal{H}_{p}$-invariant linear form on $I_{\delta, \mu}$. Let us make this more precise in the following definition.

Definition 4.2.5. Let $\mathbf{C}^{+}$be the set of $\mu \in\left(a^{0 *}\right)_{\mathbb{C}}$ such that $\operatorname{Re}\left(\delta_{P}^{-1 / 2} \delta_{\mu}\right)$ is strictly P-dominant. Let $\mu \in \mathbf{U} \cap \mathbf{C}^{+}, p \in\{1, \ldots, N\}$ and $\underline{a} \in \mathcal{S}_{p}$. We denote by $\xi_{\bar{\delta}, \mu}^{\underline{a}} \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ the $\mathcal{H}_{p}$-invariant linear form which corresponds to $\mathbb{P}_{\delta, \mu}^{a}$ via the preceding duality between $C\left(G, P, \delta^{*}, \mu\right)$ and $I_{\delta, \mu}$.

The isomorphism $I_{\delta, \mu} \simeq I(\delta)$ (given by restriction to $K$ ) induces an isomorphism $\xi \mapsto \bar{\xi}$ from $I_{\delta, \mu}^{*}$ onto $I(\delta)^{*}$. From Théorème 2.8 in [1], the map $\mu \in \mathbf{U} \cap \mathbf{C}^{+} \mapsto \overline{\xi_{\delta, \mu}^{a}}$ has a meromorphic continuation to $\left(a^{0 *}\right)_{\mathbb{C}}$ such that $\mathcal{R}(\mu) \overline{\xi_{\delta, \mu}}$ is a polynomial function in the variables $q^{ \pm \mu_{j}}$. Moreover, for $p \in\{1, \ldots, N\}, \underline{a} \in \mathcal{S}_{p}$ and $\mu \in \mathbf{U}$, the set of $\xi_{\bar{\delta}, \mu}^{\underline{a}}$ is a basis of $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ (loc.cit).

In the rest of the paper we fix Haar measures $d g$ and $d k$ on $G$ and $K$ respectively and a right Haar measure $d_{r} p$ on $P$ such that

$$
\int_{G} f(g) d g=\int_{P} \int_{K} f(p k) \delta_{P}(p)^{-1} d_{r} p d k, \quad f \in L^{1}(G) .
$$

The character $\delta_{\mu}$ is extended to $P$ by setting $\delta_{\mu}(l n)=\delta_{\mu}(l)$ for $l \in L$ and $n \in N$.
Let $C_{c}^{\infty}(G)$ be the space of locally constant functions on $G$ with compact support and define $L_{\delta, \mu}$ : $C_{c}^{\infty}(G) \longmapsto I_{\delta, \mu}$ by

$$
L_{\delta, \mu}(\varphi)(g)=\int_{P} \delta_{P}(p)^{-1 / 2} \delta_{\mu}(p)^{-1} \varphi(p g) d_{r} p, \quad g \in G .
$$

It is well known that the map $L_{\delta, \mu}$ is surjective $G$-equivariant (here $G$ acts on $C_{c}^{\infty}(G)$ by the right regular representation).

Lemma 4.2.6. For $\psi \in C\left(G, P, \delta^{*}, \mu\right)$ and $\varphi \in C_{c}^{\infty}(G)$, one has

$$
\int_{G} \psi(g) \varphi(g) d g=\int_{K} \psi(k) L_{\delta, \mu}(\varphi)(k) d k
$$

Proof. From the above given decomposition of $d g$ and from and the definition of $C\left(G, P, \delta^{*}, \mu\right)$, we have

$$
\begin{gathered}
\int_{G} \psi(g) \varphi(g) d g=\int_{P} \int_{K} \psi(p k) \varphi(p k) \delta_{P}(p)^{-1} d_{r} p d k \\
=\int_{P} \int_{K} \delta_{P}(p)^{-1 / 2} \psi(k) \delta_{\mu}(p)^{-1} \varphi(p k) d_{r} p d k \\
=\int_{K} \psi(k) \int_{P} \delta_{P}(p)^{-1 / 2} \delta_{\mu}(p)^{-1} \varphi(p k) d_{r} p d k=\int_{K} \psi(k) L_{\delta, \mu}(\varphi)(k) d k .
\end{gathered}
$$

Corollary 4.2.7. Let $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$and $v \in I_{\delta, \mu}$. Then, for $x \in G$, one has

$$
\left\langle\pi_{\delta, \mu}^{*}(x) \xi_{\delta, \mu}^{a}, v\right\rangle=\int_{K} \mathbb{P}_{\delta, \mu}^{a}(k) v\left(k x^{-1}\right) d k=\int_{K} \mathbb{P}_{\delta, \mu}^{a}(k x) v(k) d k .
$$

Proof. One has $\left\langle\pi_{\delta, \mu}^{*}(x) \xi_{\delta, \mu}^{a}, v\right\rangle=\left\langle\xi_{\delta, \mu}^{a}, \pi_{\delta, \mu}\left(x^{-1}\right) v\right\rangle$. As $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$, the linear form $\xi_{\delta, \mu}^{a}$ is given by the Poisson kernel. Hence

$$
\left\langle\pi_{\delta, \mu}^{*}(x) \xi_{\delta, \mu}^{a}, v\right\rangle=\int_{K} \mathbb{P}_{\delta, \mu}^{a}(k)\left(\pi_{\delta, \mu}\left(x^{-1}\right) v\right)(k) d k=\int_{K} \mathbb{P}_{\delta, \mu}^{a}(k) v\left(k x^{-1}\right) d k .
$$

This gives the first equality.
Take $\varphi \in C_{c}^{\infty}(G)$ such that $L_{\delta, \mu}(\varphi)=v$. As $\mathbb{P}_{\delta, \mu}^{a} \in C\left(G, P, \delta^{*}, \mu\right)$, Lemma 4.2.6 implies

$$
\int_{K} \mathbb{P}_{\delta, \mu}^{a}(k) v\left(k x^{-1}\right) d k=\int_{G} \mathbb{P}_{\delta, \mu}^{\underline{a}}(g) \varphi\left(g x^{-1}\right) d g=\int_{G} \mathbb{P}_{\delta, \mu}^{a}(g x) \varphi(g) d g .
$$

For $x$ fixed, the map $g \mapsto \mathbb{P}_{\delta, \mu}^{a}(g x)$ belongs also to $C\left(G, P, \delta^{*}, \mu\right)$. Again Lemma 4.2.6 implies that $\int_{G} \mathbb{P}_{\delta, \mu}^{a}(g x) \varphi(g) d g=\int_{K} \mathbb{P}_{\delta, \mu}^{a}(k x) v(k) d k$.

### 4.3. Zeta functions associated to the minimal principal $H$-distinguished series.

Let $(d X, d Y)$ be the pair of Haar measures on $V^{+}$and $V^{-}$which were determined in Proposition 2.2.2. Recall that $d^{*} X$ and $d^{*} Y$ are the $G$-invariant measures on $V^{+}$and $V^{-}$defined by

$$
d^{*} X=\frac{d X}{\left|\Delta_{0}(X)\right|^{m}}, \quad d X \text { and } \quad d^{*} Y=\frac{d Y}{\left|\nabla_{0}(X)\right|^{m}} \quad \text { where } \quad m=1+\frac{k d}{2} .
$$

(see (1.2)).
By Proposition 2.2.3, this determines uniquely a $G$-invariant measure $d_{p} \dot{g}$ on $G / \mathcal{H}_{p}$, for all $p \in$ $\left\{1, \ldots r_{0}\right\}$.
Then the fixed Haar measure $d g$ on $G$ determines a Haar measure $d_{p} h$ on $\mathcal{H}_{p}$ such that

$$
\int_{G} f(g) d g=\int_{G / \mathcal{H}_{p}} \int_{\mathcal{H}_{p}} f(g h) d_{p} h d_{p} \dot{g}, \quad f \in L^{1}(G) .
$$

Definition 4.3.1. Let $p=1, \ldots, r_{0}$ and let $\xi$ be a $\mathcal{H}_{p}$-invariant linear form on $I_{\delta, \mu}$ (i.e. an element of $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ ). For $X \in G . I_{p}^{+}$and $Y \in G . I_{p}^{-}$, we define

$$
\pi_{\delta, \mu}^{*}(X) \xi=\pi_{\delta, \mu}^{*}(g) \xi \text { if } X=g \cdot I_{p}^{+}, g \in G, \quad \pi_{\delta, \mu}^{*}(Y) \xi=\pi^{*}(g) \xi \text { if } Y=g \cdot I_{p}^{-}, g \in G .
$$

(Remember that $\mathcal{H}_{p}$ is the stabilizer of $I_{p}^{+}$and of $I_{p}^{-}$).
Let $z \in \mathbb{C}$ and $w \in I_{\delta, \mu}$. The zeta fonction associated to $\left(\pi_{\delta, \mu}, z, \xi, w\right)$ are formally defined, for $\Phi \in \mathcal{S}\left(V^{+}\right)$, by

$$
Z_{p}^{+}(\Phi, z, \xi, w)=\int_{\Omega_{p}^{+}} \Phi(X)\left|\Delta_{0}(X)\right|^{z}\left\langle\pi_{\delta, \mu}^{*}(X) \xi, w\right\rangle d^{*} X
$$

and for $\Psi \in \mathcal{S}\left(V^{-}\right)$, by

$$
Z_{p}^{-}(\Psi, z, \xi, w)=\int_{\Omega_{p}^{-}} \Psi(Y)\left|\nabla_{0}(Y)\right|^{z}\left\langle\pi_{\delta, \mu}^{*}(Y) \xi, w\right\rangle d^{*} Y
$$

Remark 4.3.2. 1) If $k=0$, then $G$ and $P$ are equal and isomorphic to $F^{*}$. Thus we have $\pi_{\delta, \mu}=\delta_{\mu}$ and we can take the generalized coefficient $\left\langle\pi^{*}(g) \xi, w\right\rangle$ to be equal to $\left(\delta_{\mu}\right)^{-1}(g), g \in G$. The spaces $V^{ \pm}$are isomorphic to $F$ and an element $a \in F^{*}$ acts by the multiplication by $a$ on $V^{+}=F$, and by the multiplication by $a^{-1}$ on $V^{-}$. Thus, we have

$$
Z^{+}(\Phi, z, \xi, w)=Z\left(\Phi, \delta^{-1}, z-\mu\right), \quad \text { and } \quad Z^{-}(\Psi, z, \xi, w)=Z(\Psi, \delta, z+\mu)
$$

where $Z(g, \delta, s)$ is Tate's zeta function (see section 3.3).
2) Let $\mu \in \mathbf{U}, \xi \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ and $w \in I_{\delta, \mu}$. Then for $z \in \mathbb{C}$ and $\Phi \in \mathcal{S}\left(\Omega^{+}\right)$, the zeta function $Z_{p}^{+}(\Phi, z, \xi, w)$ can be seen as a generalized coefficient of $\pi_{\delta, \mu}$. More precisely if $\varphi \in C_{c}^{\infty}(G)$ is such that $\Phi\left(g . I_{p}^{+}\right)=\int_{\mathcal{H}_{p}} \varphi(g h) d_{p} h$ and if $\varphi_{z} \in C_{c}^{\infty}(G)$ is the function defined by $\varphi_{z}(g)=$ $\varphi(g)\left|\Delta_{0}\left(g \cdot I_{p}^{+}\right)\right|^{z}$, it is easily seen that

$$
Z_{p}^{+}(\Phi, z, \xi, w)=\left\langle\pi_{\delta, \mu}^{*}\left(\varphi_{z}\right) \xi, w\right\rangle .
$$

A similar result holds for the zeta functions $Z_{p}^{-}(\Psi, z, \xi, w)$, for $\Psi \in \mathcal{S}\left(\Omega^{-}\right)$.
We will now study the zeta functions associated to the linear forms $\xi_{\delta, \mu}^{a}$ by giving a connection between them and the zeta function $\mathcal{K}_{c}^{ \pm}(f, \omega, s)\left(c \in \mathscr{S}_{e}^{k+1}\right)$ introduced in Definition 3.2.2.

Definition 4.3.3. For $\mu=\sum_{j=0}^{k} \mu_{j} \lambda_{j} \in\left(a^{0 *}\right)_{\mathbb{C}}$, we define $s(\mu)=\left(s_{0}, \ldots, s_{k}\right) \in\left(\mathbb{C}^{*}\right)^{k+1}$ by the relation

$$
\rho_{P}-\mu=s_{0} \lambda_{0}+\left(s_{0}+s_{1}\right) \lambda_{1}+\ldots+\left(s_{0}+\ldots+s_{k}\right) \lambda_{k} .
$$

If $\delta=\left(\delta_{0}, \ldots, \delta_{k}\right)$ is a unitary character of $\left(F^{*}\right)^{k+1}$, we define $\omega(\delta) \in\left(\widehat{\left.F^{*}\right)^{k+1}}\right.$ by

$$
\omega(\delta)=\left(\omega_{0}, \ldots, \omega_{k}\right)=\left(\delta_{0}^{-1}, \delta_{0} \delta_{1}^{-1}, \ldots, \delta_{k-1} \delta_{k}^{-1}\right)
$$

Then

$$
\omega_{0} \ldots \omega_{j}=\delta_{j}^{-1},(\text { for } j=0, \ldots, k)
$$

and, using Lemma 4.1.1:

$$
s_{0}=\frac{k d}{4}-\mu_{0}, \quad s_{j}=\mu_{j-1}-\mu_{j}-\frac{d}{2}, \quad(\text { for } j=1, \ldots, k) .
$$

Also if $s=\left(s_{0}, \ldots, s_{k}\right) \in \mathbb{C}^{k+1}$ and $z \in \mathbb{C}$, we set $s-z=\left(s_{0}-z, s_{1}, \ldots, s_{k}\right)$.

Lemma 4.3.4. Let $\mu \in\left(a_{0}^{*}\right)_{\mathbb{C}}$. Then $\delta_{P}^{-1 / 2} \delta_{\mu}$ is strictly P-dominant (or equivalently $\mu \in \mathbf{C}^{+}$) if and only if $s(\mu)=\left(s_{0}, \ldots, s_{k}\right)$ satisfies the condition $\operatorname{Re}\left(s_{j}\right)>0$ for $j=1, \ldots, k$.

Proof. By definition $\mu \in \mathbf{C}^{+}$if and only if $\left\langle\operatorname{Re}(\mu)-\rho_{P}, \alpha\right\rangle>0$ for any root $\alpha$ of $A$ in $N$. From the definition of $N$, for such a root, there exists a pair $i<j$ such that $\tilde{\mathfrak{g}}^{\alpha} \subset E_{i, j}(1,-1)$. Let $\rho_{P}=\sum_{s=0}^{k} \rho_{s} \lambda_{s}$ and $\mu=\sum_{s=0}^{k} \mu_{s} \lambda_{s}$.
Then the condition $\mu \in \mathbf{C}^{+}$is equivalent to $\operatorname{Re}\left(\mu_{i}-\mu_{j}\right)-\left(\rho_{i}-\rho_{j}\right)>0$ for any pair $i<j$.
From Lemma 4.1.1, we get $\rho_{i-1}-\rho_{i}=\frac{d}{2}$, and therefore $\mu \in \mathbf{C}^{+}$if and only if $\operatorname{Re}\left(\mu_{i-1}-\mu_{i}\right)>\frac{d}{2}$ for $i=1, \ldots, k$.
As we have seen in the preceding definition that $s_{i}=\mu_{i-1}-\mu_{i}-\frac{d}{2}$ for $i=1, \ldots, k$, the Lemma is proved.

Definition 4.3.5. Let $p \in\left\{1, \ldots r_{0}\right\}, \underline{a} \in \mathcal{S}_{p}, \omega=\left(\omega_{0}, \ldots, \omega_{k}\right) \in\left(\widehat{F^{*}}\right)^{k+1}$ and $s=\left(s_{0}, \ldots, s_{k}\right) \in$ $\mathbb{C}^{k+1}$. Define the functions $\mathbf{P}_{\vec{\omega}, \pm}^{a, \pm}$ on $V^{ \pm}$by

$$
\mathbf{P}_{\bar{\omega}, s}^{a,+}(X)=\left\{\begin{array}{cl}
(\omega, s)(\Delta(X)) & \text { if } \quad X \in P . I^{+}(\underline{a}, 1), \\
0 & \text { if } \quad X \in V^{+} \backslash P . I^{+}(\underline{a}, 1) .
\end{array}\right.
$$

and

$$
\mathbf{P}_{\omega, s}^{a,-}(Y)=\left\{\begin{array}{cll}
(\omega, s)(\nabla(Y)) & \text { if } \quad Y \in P . I^{-}(\underline{a}, 1), \\
0 & \text { if } \quad Y \in V^{-} \backslash P . I^{-}(\underline{a}, 1) .
\end{array}\right.
$$

Remark 4.3.6. The union of the open $P$-orbits in $V^{+}$is the set $\left\{X \in V^{+}, \Delta_{j}(X) \neq 0\right.$ for $j=$ $0, \ldots, k\}$. On the other hand we have $\Omega_{p}^{+} \subset \Omega^{+}=\left\{X \in V^{+} ; \Delta_{0}(X) \neq 0\right\}$. Hence, if $\operatorname{Re}\left(s_{j}\right)>0$ for $j=1, \ldots k$, the function $\mathbf{P}_{\omega}^{a, s},+$ is continuous on $\Omega_{p}^{+}$. If moreover $\operatorname{Re}\left(s_{0}\right)>0, \mathbf{P}_{\bar{\omega}, s}^{a,+}$ is continuous on $V^{+}$.

Similarly the union of the open $P$-orbits in $V^{-}$is the set $\left\{Y \in V^{-}, \nabla_{j}(Y) \neq 0\right.$ for $\left.j=0, \ldots, k\right\}$ and we have $\Omega_{p}^{-} \subset \Omega^{-}=\left\{Y \in V^{-} ; \nabla_{0}(Y) \neq 0\right\}$. Hence if $\operatorname{Re}\left(s_{j}\right)>0$ for $j=1, \ldots k$, the function $\mathbf{P} \frac{a,-, s}{\omega, s}$ is continuous on $\Omega_{p}^{-}$and if moreover $\operatorname{Re}\left(s_{0}\right)>0$, then $\mathbf{P}_{\bar{\omega}, s}^{a,-}$ is continuous on $V^{-}$.

Lemma 4.3.7. Let $p \in\left\{1, \ldots, r_{0}\right\}$ and $\underline{a} \in \mathcal{S}_{p}$. For $g \in G$, we have

$$
\mathbb{P}_{\delta, \mu}^{\underline{a}}(g)=c_{\delta, \mu}(\underline{a}) \mathbf{P}_{\omega(\delta), s(\mu)}^{\underline{a},+}\left(g \cdot I_{p}^{+}\right)=c_{\delta, \mu}(\underline{a}) \mathbf{P}_{\omega(\delta)^{\sharp}, s(\mu)^{\sharp}}^{\underline{a},-}\left(g \cdot I_{p}^{-}\right),
$$

where $\omega(\delta)^{\sharp}$ and $s(\mu)^{\sharp}$ are given in definition 3.2.1 and $c_{\delta, \mu}(\underline{a})=\prod_{j=0}^{k-1} \delta_{j}\left(a_{j}\right)\left|a_{j}\right|^{-\left(\rho_{j}-\mu_{j}\right)}$.
Proof. Let us prove the first equality. Remember that $I(\underline{a}, 1)^{+}=\gamma_{\underline{a}} . I_{p}^{+}$(cf. Definition 4.2.3). If $g \notin P \gamma_{\underline{a}} \mathcal{H}_{p}$, then $g . I_{p}^{+} \notin P . I^{+}(\underline{a}, 1)$, and hence the two members of the first equality are equal to zero. These two members are also left invariant by $N$ and right invariant by $\mathcal{H}_{p}$. Therefore it is enough to show the results for $g=l \gamma_{\underline{a}}$ where $l \in L$. Define then $X=g . I_{p}^{+}=l . I^{+}(\underline{a}, 1)$. From Definition 4.3.3 we have

$$
\begin{aligned}
\omega(\delta)(\Delta(X)) & =\prod_{j=0}^{k} \omega_{j}\left(\Delta_{j}(X)\right)=\delta_{0}^{-1}\left(\Delta_{0}(X)\right)\left(\delta_{1}^{-1} \delta_{0}\right)\left(\Delta_{1}(X)\right) \ldots\left(\delta_{k}^{-1} \delta_{k-1}\right)\left(\Delta_{k}(X)\right) \\
= & \delta_{0}^{-1}\left(\frac{\Delta_{0}(X)}{\Delta_{1}(X)}\right) \delta_{1}^{-1}\left(\frac{\Delta_{1}(X)}{\Delta_{2}(X)}\right) \ldots \delta_{k-1}^{-1}\left(\frac{\Delta_{k-1}(X)}{\Delta_{k}(X)}\right) \delta_{k}^{-1}\left(\Delta_{k}(X)\right) .
\end{aligned}
$$

As $X=l . I^{+}(\underline{a}, 1)=a_{0} x_{0}(l) X_{0}+a_{1} x_{1}(l) X_{1}+\ldots+a_{k-1} x_{k-1}(l) X_{k-1}+x_{k}(l) X_{k}$, we obtain:

$$
\omega(\delta)(\Delta(X))=\delta_{k}\left(x_{k}(l)\right)^{-1} \prod_{j=0}^{k-1} \delta_{j}\left(x_{j}(l) a_{j}\right)^{-1}=\delta(l)^{-1} \prod_{j=0}^{k-1} \delta_{j}\left(a_{j}\right)^{-1}
$$

Also, as $s(\mu)=\left(s_{0}, \ldots, s_{k}\right)$ is such that $s_{0}+\ldots s_{j}=\rho_{j}-\mu_{j}$, we obtain

$$
\begin{gathered}
|\Delta(X)|^{s(\mu)}=\left|\Delta_{0}(X)\right|^{s_{0}}\left|\Delta_{1}(X)\right|^{s_{1}}\left|\Delta_{2}(X)\right|^{s_{2}} \ldots\left|\Delta_{k}(X)\right|^{s_{k}} \\
=\left(\frac{\left|\Delta_{0}(X)\right|}{\left|\Delta_{1}(X)\right|}\right)^{s_{0}}\left(\frac{\left|\Delta_{1}(X)\right|}{\left|\Delta_{2}(X)\right|}\right)^{s_{0}+s_{1}} \ldots\left(\frac{\left|\Delta_{k-1}(X)\right|}{\left|\Delta_{k}(X)\right|}\right)^{s_{0}+\ldots+s_{k-1}}\left|\Delta_{k}(X)\right|^{s_{0}+\ldots+s_{k}} \\
=\left|x_{k}(l)\right|^{\rho_{k}-\mu_{k}} \prod_{j=0}^{k-1}\left(a_{j}\left|x_{j}(l)\right|\right)^{\rho_{j}-\mu_{j}} .
\end{gathered}
$$

Using Lemma 4.1.1, we get

$$
|\Delta(X)|^{s(\mu)}=\left(\prod_{j=0}^{k-1}\left|a_{j}\right|^{\rho_{j}-\mu_{j}}\right) \delta_{P}(l)^{1 / 2} \prod_{j=0}^{k}\left|x_{j}(l)\right|^{-\mu_{j}} .
$$

Therefore

$$
\begin{aligned}
\mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}\left(g . I_{p}^{+}\right) & =\omega(\delta)(\Delta(X))|\Delta(X)|^{s(\mu)} \\
& =\delta(l)^{-1} \prod_{j=0}^{k-1} \delta_{j}\left(a_{j}\right)^{-1}\left(\prod_{j=0}^{k-1}\left|a_{j}\right|^{\rho_{j}-\mu_{j}}\right) \delta_{P}(l)^{1 / 2} \prod_{j=0}^{k}\left|x_{j}(l)\right|^{-\mu_{j}} \\
& =\left(c_{\delta, \mu}(\underline{a})\right)^{-1} \mathbb{P}_{\delta, \mu}^{a}(g) .
\end{aligned}
$$

The first equality is proved.
If $l \in L$ then $\left\{l . I^{-}(\underline{a}, 1), H_{0}, l . I^{+}(\underline{a}, 1)\right\}$ is an $\mathfrak{s} l_{2}$-triple. From ([8] corollaire 4.5.9) we know that $\left|\nabla\left(l . I^{-}(\underline{a}, 1)\right)\right|^{s(\mu)^{\sharp}}=\left|\Delta\left(l . I^{+}(\underline{a}, 1)\right)\right|^{s(\mu)}$, similarly it is easy to see that $\omega(\delta)^{\sharp}\left(\nabla\left(l . I^{-}(\underline{a}, 1)\right)\right)=$ $\omega(\delta)\left(\Delta\left(l . I^{+}(\underline{a}, 1)\right)\right)$. Hence $\mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}\left(g \cdot I_{p}^{+}\right)=\mathbf{P}_{\omega(\delta)^{\sharp}, s(\mu)^{\sharp}}^{a,-}\left(g \cdot I_{p}^{-}\right)$. This gives the second equality.

Theorem 4.3.8. Let $p \in\left\{1, \ldots, r_{0}\right\}, \underline{a} \in \mathcal{S}_{p}$ and $z \in \mathbb{C}$. Let also $\delta=\left(\delta_{0}, \delta_{1}, \ldots, \delta_{k}\right)$ be a unitary character of $\left(F^{*}\right)^{k+1}$.
(1) (a) Let $\mu=\mu_{0} \lambda_{0}+\ldots \mu_{k} \lambda_{k} \in \mathbf{U} \cap \mathbf{C}^{+}$. Suppose $\operatorname{Re}\left(z-\mu_{0}\right)>m-\frac{k d}{4}=1+\frac{k d}{4}$.

Then, for all $\Phi \in \mathcal{S}\left(V^{+}\right), \xi \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ and $w \in I_{\delta, \mu}$, the integral defining the zeta function $Z_{p}^{+}(\Phi, z, \xi, w)$ (cf. Definition 4.3.1) is absolutely convergent and the following relation holds:

$$
Z_{p}^{+}\left(\Phi, z, \xi_{\delta, \mu}^{a}, w\right)=c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{L}_{e}} \int_{K} \mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(k) \Phi, \omega(\delta), s(\mu)+z-m) w(k) d k
$$

where $\mathcal{L}$ is the left regular representation.
(b) The function $Z_{p}^{+}\left(\Phi, z, \xi_{\bar{\delta}, \mu}^{a}, w\right)$ is a rational function in the variables $q^{ \pm \mu_{j}}$ and $q^{ \pm z}$ and hence admits a meromorphic continuation. Moreover there exists a polynomial $\mathcal{R}^{+}(\delta, \mu, z)$ in the variables $q^{\mu_{j}}, q^{-\mu_{j}}$ and $q^{-z}$, which is a product of polynomials of type $(1-$ $d_{j} q^{-N z-\sum_{j=0}^{k} m_{j} \mu_{j}}$, where $N \in \mathbb{N}, m_{j} \in \mathbb{Z}$ and $d_{j} \in \mathbb{C}$ are independent of $z$ and of the $\mu_{j}$ 's, such that for all $\Phi \in \mathcal{S}\left(V^{+}\right), \xi \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ and $w \in I_{\delta, \mu}$, the function $\mathcal{R}^{+}(\delta, \mu, z) Z_{p}^{+}(\Phi, z, \xi, w)$ is a polynomial in $q^{ \pm \mu_{j}}$ and $q^{ \pm z}$.
(2) (a) Let $\mu=\mu_{0} \lambda_{0}+\ldots \mu_{k} \lambda_{k} \in \mathbf{U} \cap \mathbf{C}^{+}$. Suppose that $\operatorname{Re}\left(z+\mu_{k}\right)>m-\frac{k d}{4}=1+\frac{k d}{4}$. Then for all $\Psi \in \mathcal{S}\left(V^{-}\right), \xi \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ and $w \in I_{\delta, \mu}$, the integral defining the zeta function $Z_{p}^{-}(\Psi, z, \xi, w)$ is absolutely convergent and the following relation holds:

$$
Z_{p}^{-}\left(\Psi, z, \xi_{\delta, \mu}^{a}, w\right)=c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{\mathscr { S }}_{e}} \int_{K} \mathcal{K}_{(x \underline{a}, x)}^{-}\left(\mathcal{L}(k) \Psi, \omega(\delta)^{\sharp}, s(\mu)^{\sharp}+z-m\right) w(k) d k,
$$

(b) The function $Z_{p}^{-}\left(\Psi, z, \xi_{\delta, \mu}^{a}, w\right)$ is a rational function in the variables $q^{ \pm \mu_{j}}$ and $q^{ \pm z}$ and hence admits a meromorphic continuation. Moreover there exists a polynomial $\mathcal{R}^{-}(\delta, \mu, z)$ in the variables $q^{\mu_{j}}, q^{-\mu_{j}}$ and $q^{-z}$, which is a product of polynomials of type ( $1-$ $\left.d_{j} q^{-N z-\sum_{j=0}^{k} m_{j} \mu_{j}}\right)$ where $N \in \mathbb{N}, m_{j} \in \mathbb{Z}$ and $d_{j} \in \mathbb{C}$ are independent of $z$ and of the $\mu_{j}$ 's, such that for all $\Psi \in \mathcal{S}\left(V^{-}\right), \xi \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ and $w \in I_{\delta, \mu}$, the function $\mathcal{R}^{-}(\delta, \mu, z) Z_{p}^{-}(\Psi, z, \xi, w)$ is polynomial in $q^{ \pm \mu_{j}}$ and $q^{ \pm z}$.

Proof. For $k=0$, the zeta functions considered here coincide with Tate's zeta functions (see Remark 4.3.2, 1)), for which the results are well-known.

From now on, we suppose that $k \geq 1$.
We have already mentioned that the set of $\xi_{\bar{\delta}, \mu}^{a}$ for $\underline{a} \in \mathscr{S}_{e}^{k}$ is a basis of $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$. Therefore it is enough to prove the results for $\xi=\xi_{\delta, \mu}^{a}$. Let us prove assertion (1).
Let $\mu=\mu_{0} \lambda_{0}+\ldots+\mu_{k} \lambda_{k} \in \mathbf{U} \cap \mathbf{C}^{+}$. To simplify the notations we set $s=s(\mu)=\left(s_{0}, \ldots, s_{k}\right)$ and $\omega=\omega(\delta)$. From Definition 4.3.3 and Lemma 4.3.4, one has
a) $\operatorname{Re}\left(s_{j}\right)=\operatorname{Re}\left(\mu_{j-1}-\mu_{j}\right)-\frac{d}{2}>0$ if $j=1, \ldots k$ and $s_{0}=\frac{k d}{4}-\mu_{0}$.
b) Also from our condition on $z$, we have $\operatorname{Re}\left(z+s_{0}\right)-m=\operatorname{Re}\left(z-\mu_{0}\right)+\frac{k d}{4}-m>0$.

Taking into account that $\delta$ is here a unitary character, we know from Definition 3.2.2 that these conditions imply that the functions $\mathcal{K}_{c}^{+}(f, \omega(\delta), z+s(\mu)-m), c \in \mathscr{S}_{e}^{k+1}$, are defined by an absolutely convergent integral for all $f \in \mathcal{S}\left(V^{+}\right)$.
Using Lemma 1.2.4, we obtain for $f \in \mathcal{S}\left(V^{+}\right)$:

$$
\begin{aligned}
& \sum_{x \in \mathscr{S}_{e}} \mathcal{K}_{(x \underline{a}, x)}^{+}(f, \omega(\delta), z+s(\mu)-m)=\sum_{x \in \mathscr{L}_{e}} \int_{\mathcal{O}(x \underline{a}, x)^{+}} f(X) \omega(\delta)(\Delta(X))|\Delta(X)|^{s(\mu)+z-m} d X \\
& =\int_{P . I(\underline{a}, 1)^{+}} f(X)\left|\Delta_{0}(X)\right|^{z-m} \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}(X) d X=\int_{V^{+}} f(X)\left|\Delta_{0}(X)\right|^{z-m} \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}(X) d X .
\end{aligned}
$$

Remark 4.3.6 and the conditions on $\mu, z$ and $\Phi$, imply that the the function

$$
(k, X) \mapsto(\mathcal{L}(k) \Phi)(X)\left|\Delta_{0}(X)\right|^{z-m} \mathbf{P}_{\omega(\delta), s(\mu)}^{\underline{a}+}(X)
$$

is continuous with compact support on $K \times V^{+}$.
Then, from Lemma 4.3.7 and the Theorem of Fubini, we get

$$
\begin{gathered}
c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{S}_{e}} \int_{K} \mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(k) \Phi, \omega(\delta), s(\mu)+z-m) w(k) d k \\
=c_{\delta, \mu}(\underline{a}) \int_{K}\left(\int_{\Omega_{p}^{+}}(\mathcal{L}(k) \Phi)(X)\left|\Delta_{0}(X)\right|^{z} \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}(X) d^{*} X\right) w(k) d k \\
=\int_{K}\left(\int_{G / \mathcal{H}_{p}} \Phi\left(k^{-1} g \cdot I_{p}^{+}\right)\left|\Delta_{0}\left(g \cdot I_{p}^{+}\right)\right|^{z} \mathbb{P}_{\delta, \mu}^{a,+}(g) d_{p} \dot{g}\right) w(k) d k \\
=\int_{K}\left(\int_{G / \mathcal{H}_{p}} \Phi\left(g \cdot I_{p}^{+}\right)\left|\Delta_{0}\left(g \cdot I_{p}^{+}\right)\right|^{z} \mathbb{P}_{\delta, \mu}^{a,+}(k g) d_{p} \dot{g}\right) w(k) d k
\end{gathered}
$$

(because $\left|\chi_{0}\right|$ is trivial on $K$ )

$$
=\int_{G / \mathcal{H}_{p}} \Phi\left(g \cdot I_{p}^{+}\right)\left|\Delta_{0}\left(g \cdot I_{p}^{+}\right)\right|^{z}\left(\int_{K} \mathbb{P}_{\delta, \mu}^{a,+}(k g) w(k) d k\right) d_{p} \dot{g} .
$$

Then from Corollary 4.2.7, we obtain:

$$
\begin{gathered}
c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{\mathscr { O }}_{e}} \int_{K} \mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(k) \Phi, \omega(\delta), z+s(\mu)-m) w(k) d k \\
=\int_{G / \mathcal{H}_{p}} \Phi\left(g \cdot I_{p}^{+}\right)\left|\Delta_{0}\left(g \cdot I_{p}^{+}\right)\right|^{z}\left\langle\pi_{\delta, \mu}^{*}(g) \xi_{\delta, \mu}^{a}, w\right\rangle d_{p} \dot{g} \\
=Z_{p}^{+}\left(\Phi, z, \xi_{\delta, \mu}^{a}, w\right),
\end{gathered}
$$

which is assertion (1)(a).
From Theorem 3.2.3 there exists a polynomial $R^{+}(\omega, s) \in \mathbb{C}\left[q^{-s_{0}}, q^{-s_{1}}, \ldots, q^{-s_{k}}\right]$ in the variables $q^{-s_{j}}$, product of polynomials of type $\left(1-b_{j} q^{-\sum_{j=0}^{k} N_{j} s_{j}}\right)$ with $N_{j} \in \mathbb{N}$ and $b_{j} \in \mathbb{C}$, such that $R^{+}(\omega, s) \mathcal{K}_{c}^{+}(f, \omega, s) \in \mathbb{C}\left[q^{ \pm s_{0}}, q^{ \pm s_{1}}, \ldots, q^{ \pm s_{k}}\right]$ for all $f \in \mathcal{S}\left(V^{+}\right)$and $c \in \mathscr{S}_{e}^{k+1}$. But here we must consider integrals of the form $\mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(k) \Phi, \omega(\delta), z+s(\mu)-m)$, where by Definition 4.3.3,

$$
(z+s(\mu)-m)=\left(\frac{k d}{4}-\mu_{0}+z-m, \mu_{0}-\mu_{1}-\frac{d}{2}, \ldots, \mu_{k-1}-\mu_{k}-\frac{d}{2}\right) .
$$

This implies immediately assertion (1)(b).

Remember that $s(\mu)^{\sharp}=\left(-\left(s_{0}+\ldots+s_{k}\right), s_{k}, \ldots, s_{1}\right)$ with $s_{0}+\ldots+s_{k}=-\frac{k d}{4}-\mu_{k}$. Therefore $\operatorname{Re}\left(z-\left(s_{0}+\ldots+s_{k}\right)\right)-m=\operatorname{Re}\left(z+\mu_{k}\right)+\frac{k d}{4}-m>0$.
A similar computation to the one in the proof of 1) b) above shows thats for $g \in \mathcal{S}\left(V^{-}\right)$one has

$$
c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{S}_{e}} \mathcal{K}_{(x \underline{a}, x)}^{-}\left(g, \omega(\delta)^{\sharp}, z+s(\mu)^{\sharp}-m\right)=\int_{V^{-}} g(Y)\left|\nabla_{0}(Y)\right|^{z-m} \mathbf{P}_{\omega(\delta)^{\sharp}, s(\mu)^{\sharp}}^{a,-}(Y) d Y .
$$

Then the same arguments prove assertion 2)a) and 2)b).

## Theorem 4.3.9. (Main Theorem, version 1)

Let $k \geq 1$ (for $k=0$, the zeta functions we consider coincide with Tate's zeta functions by Remark 4.3.2). Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and $\mu \in \mathbf{U}$. If $\underline{a} \in \mathscr{S}_{e}^{k}$, we denote by $p_{\underline{a}}$ the unique integer in $\left\{1, \ldots, r_{0}\right\}$ such that $P . I(\underline{a}, 1)^{+} \subset \Omega_{p_{\underline{a}}}^{+}$. Let also $\gamma_{j}\left(j \in \mathbb{N}^{*}\right)$ be the function defined in Proposition 2.5.5.
Then for $\Phi \in \mathcal{S}\left(V^{+}\right)$and $w \in I_{\delta, \mu}$, the zeta functions satisfy the following functional equation:

$$
Z_{p_{\underline{a}}}^{-}\left(\mathcal{F} \Phi, \frac{m+1}{2}-z, \xi_{\bar{\delta}, \mu}^{a}, w\right)=\sum_{\underline{c} \in \mathscr{S}_{\varepsilon}^{k}} \mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z) Z_{p_{\underline{c}}}^{+}\left(\Phi, z+\frac{m-1}{2}, \xi_{\delta, \mu}^{c}, w\right),
$$

where the functions $\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)$ are given by

$$
\begin{aligned}
\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu) & (z)=c_{\delta, \mu}(\underline{a}) c_{\delta, \mu}(\underline{c})^{-1} \sum_{y \in \mathscr{S}_{e}}\left(\gamma_{k}\left(\left(a_{0}, \ldots, a_{k-1}\right), y\right) \delta_{k}(-1) \tilde{\rho}\left(\delta_{k}, \mu_{k}-z+1 ;-y\right)\right. \\
& \left.\times \prod_{j=1}^{k-1} \gamma_{j}\left(\left(a_{0}, \ldots, a_{j-1}\right), y c_{j}\right) \prod_{j=0}^{k-1} \delta_{j}(-1) \tilde{\rho}\left(\delta_{j}, \mu_{j}-z+1 ;-a_{j} c_{j} y\right)\right)
\end{aligned}
$$

Moreover these functions $\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)$ do not depend on the character of $\left(F^{*}\right)^{k+1}$ which defines $\delta_{\mu}$ (see Lemma 4.1.2).

Proof. Let us first show that for $k \in K$, one has $\mathcal{F}(\mathcal{L}(k) \Phi)=\mathcal{L}(k) \mathcal{F}(\Phi)$.
By definition we have

$$
\mathcal{F}(\Phi)(Y)=\int_{V^{+}} \Phi(X) \tau \circ b(X, Y) d X, \quad Y \in V^{-}
$$

As the measure $d^{*} X=\frac{d X}{\left|\Delta_{0}(X)\right|^{m}}$ is $G$-invariant and as $\left|\Delta_{0}(k . X)\right|=\left|\Delta_{0}(X)\right|$ for $k \in K$ and $X \in V^{+}$, the measure $d X$ is $K$-invariant.
As the bilinear form $b(\cdot, \cdot)$ is $G$-invariant, we see that the Fourier transform on $V^{+}$commutes with the action of $K$ :

$$
\mathcal{L}(k) \mathcal{F}(\Phi)=\mathcal{F}(\mathcal{L}(k) \Phi), \text { for } k \in K
$$

From Theorem 4.3.8 (2) (a), we obtain
$Z_{p_{\underline{\underline{a}}}^{-}}^{-}\left(\mathcal{F} \Phi, \frac{m+1}{2}-z, \xi_{\bar{\delta}, \mu}^{\underline{a}}, w\right)=c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{S}_{e}} \int_{K} \mathcal{K}_{(x \underline{a}, x)}^{-}\left(\mathcal{F}(\mathcal{L}(k) \Phi), \omega(\delta)^{\sharp}, s(\mu)^{\sharp}-z+\frac{m+1}{2}-m\right) w(k) d k$.

As $s(\mu)^{\sharp}-z+\frac{m+1}{2}=\left(s(\mu)+z-\frac{m+1}{2}\right)^{\sharp}$ (see Definition 3.2.1), Theorem 3.3.3 implies that

$$
\begin{gather*}
Z_{p_{\underline{\underline{a}}}^{-}}^{-}\left(\mathcal{F} \Phi, \frac{m+1}{2}-z, \xi_{\overline{\delta, \mu}}^{a}, w\right)=c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{S}_{e}} \sum_{c \in \mathscr{S}_{e}^{k+1}} D_{((x \underline{a}, x), c)}^{k}\left(\omega(\delta), s(\mu)+z-\frac{m+1}{2}\right) \\
\times \int_{K} \mathcal{K}_{c}^{+}\left(\mathcal{L}(k) \Phi, \omega(\delta), s(\mu)+z-\frac{m+1}{2}\right) w(k) d k \tag{4.4}
\end{gather*}
$$

where the functions $D^{k}$ satisfy the following induction relation:

$$
\begin{aligned}
& D_{(a, c)}^{k}\left(\omega^{\prime}, s^{\prime}\right) \\
& \left.=\gamma_{k}\left(\underline{a}, c_{k}\right)\right)\left(\omega_{0}^{\prime} \ldots \omega_{k}^{\prime}\right)(-1) \tilde{\rho}\left(\left(\omega_{0}^{\prime} \ldots \omega_{k}^{\prime}\right)^{-1},-\left(s_{0}^{\prime}+\ldots+s_{k}^{\prime}+\frac{k d}{2}\right) ;-a_{k} c_{k}\right) D_{(\underline{a}, c)}^{k-1}\left(\underline{\omega}^{\prime}, \underline{s}^{\prime}\right) .
\end{aligned}
$$

Proposition 2.5.5 implies that $\gamma_{k}\left(x \underline{a}, c_{k}\right)=\gamma_{k}\left(\underline{a}, x c_{k}\right)$ for $x \in \mathscr{S}_{e}$. Then by an easy induction from Theorem 3.3.3 we see that $D_{((x a, x), c)}^{k}\left(\omega^{\prime}, s^{\prime}\right)=D_{((a, 1), x c)}^{k}\left(\omega^{\prime}, s^{\prime}\right)$.
It follows that if we define $A\left(\omega^{\prime}, s^{\prime}\right)(\underline{a}, c)=\sum_{x \in \mathscr{L}_{e}} D_{((x \underline{a}, x), c)}^{k}\left(\omega^{\prime}, s^{\prime}\right)$ then $A\left(\omega^{\prime}, s^{\prime}\right)(\underline{a}, y c)=A\left(\omega^{\prime}, s^{\prime}\right)(\underline{a}, c)$ for all $y \in \mathscr{S}_{e}$. Then, for $f \in \mathcal{S}\left(V^{+}\right)$,

$$
\begin{gathered}
\sum_{x \in \mathscr{P}_{e}} \sum_{c \in \mathscr{S}_{e}^{k+1}} D_{((x \underline{a}, x), c)}^{k}\left(\omega^{\prime}, s^{\prime}\right) \mathcal{K}_{c}^{+}\left(f, \omega^{\prime}, s^{\prime}\right)=\sum_{c \in \mathscr{P}_{e}^{k+1}} A_{k}\left(\omega^{\prime}, s^{\prime}\right)(\underline{a}, c) \mathcal{K}_{c}^{+}\left(f, \omega^{\prime}, s^{\prime}\right) \\
=\sum_{\underline{c} \in \mathscr{S}_{e}^{k}} \sum_{x \in \mathscr{L}_{e}} A_{k}\left(\omega^{\prime}, s^{\prime}\right)(\underline{a},(x \underline{c}, x)) \mathcal{K}_{(x \underline{c}, x)}^{+}\left(f, \omega^{\prime}, s^{\prime}\right) \\
=\sum_{\underline{c} \in \mathscr{S}_{e}^{k}} A_{k}\left(\omega^{\prime}, s^{\prime}\right)(\underline{a},(\underline{c}, 1)) \sum_{x \in \mathscr{\mathscr { L }}_{e}} \mathcal{K}_{(x \underline{\underline{c}}, x)}^{+}\left(f, \omega^{\prime}, s^{\prime}\right) .
\end{gathered}
$$

Then by Theorem 4.3.8 and the expression of $Z_{p_{\underline{\underline{a}}}^{-}}^{-}\left(\mathcal{F} \Phi, \frac{m+1}{2}-z, \xi_{\bar{\delta}, \mu}^{a}, w\right)$ given in (4.4), we obtain that

$$
\begin{gathered}
Z_{p_{\underline{a}}}^{-}\left(\mathcal{F} \Phi, \frac{m+1}{2}-z, \xi_{\delta, \mu}^{\underline{a}}, w\right) \\
=c_{\delta, \mu}(\underline{a}) \sum_{\underline{c} \in \mathscr{Y}_{e}^{k}} A_{k}\left(\omega(\delta), s(\mu)+z-\frac{m+1}{2}\right)(\underline{a},(\underline{c}, 1)) c_{\delta, \mu}(\underline{c})^{-1} Z_{p_{\underline{\underline{c}}}}^{+}\left(\Phi, z+\frac{m-1}{2}, \xi_{\delta, \mu}^{\underline{c}}, w\right) .
\end{gathered}
$$

In order to prove the functional equation it remains to show that the functions

$$
\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)=c_{\delta, \mu}(\underline{a}) c_{\delta, \mu}(\underline{c})^{-1} A_{k}\left(\omega(\delta), s(\mu)+z-\frac{m+1}{2}\right)(\underline{a},(\underline{c}, 1))
$$

have the form requested in the statement.
From Theorem 3.3.3, we obtain

$$
\begin{gathered}
D_{((x a, x),(c, 1))}^{k}\left(\omega(\delta), s(\mu)+z-\frac{m+1}{2}\right)=D_{((\underline{a, 1),(x \underline{c}, x))}}^{k}\left(\omega(\delta), s(\mu)+z-\frac{m+1}{2}\right) \\
=\gamma_{k}(\underline{a}, x)\left(\omega_{0} \ldots \omega_{k}\right)(-1) \tilde{\rho}\left(\left(\omega_{0} \ldots \omega_{k}\right)^{-1},-\left(s_{0}+\ldots+s_{k}+z-\frac{m+1}{2}+\frac{j d}{2}\right) ;-x\right) \\
\times \prod_{j=1}^{k-1} \gamma_{j}\left(\left(a_{0}, \ldots, a_{j-1}\right), x c_{j}\right) \prod_{j=0}^{k}\left(\omega_{0} \ldots \omega_{j}\right)(-1) \tilde{\rho}\left(\left(\omega_{0} \ldots \omega_{j}\right)^{-1},-\left(s_{0}+\ldots+s_{j}+z-\frac{m+1}{2}+\frac{j d}{2}\right) ;-x a_{j} c_{j}\right) .
\end{gathered}
$$

From Definition 4.3.3 and the definition of $s(\mu)$ we have $\omega_{0} \ldots \omega_{j}=\delta_{j}^{-1}$ (if $\omega(\delta)=\left(\omega_{0}, \ldots, \omega_{k}\right)$ ), and $s_{0}+\ldots+s_{j}=\rho_{j}-\mu_{j}$. Hence

$$
\begin{aligned}
-\left(s_{0}+\ldots+s_{j}+\frac{j d}{2}+z-\frac{m+1}{2}\right) & =-\left(\frac{(k-2 j) d}{4}-\mu_{j}+\frac{j d}{2}+z-\frac{k d}{4}-1\right) \\
= & \mu_{j}-z+1
\end{aligned}
$$

Hence

$$
\begin{gathered}
D_{((x \underline{a}, x),(\underline{c}, 1))}^{k}\left(\omega(\delta), s(\mu)+z-\frac{m+1}{2}\right) \\
=\gamma_{k}(\underline{a}, x) \delta_{k}(-1) \tilde{\rho}\left(\delta_{k}, \mu_{k}-z+1 ;-x\right) \prod_{j=1}^{k-1} \gamma_{j}\left(\left(a_{0}, \ldots, a_{j-1}\right), x c_{j}\right) \prod_{j=0}^{k} \delta_{j}(-1) \tilde{\rho}\left(\delta_{j}, \mu_{j}-z+1 ;-x a_{j} c_{j}\right) .
\end{gathered}
$$

This implies the result concerning the functional equation.
It remains to show that the functions $\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)$ do not depend on the character of $\left(F^{*}\right)^{k+1}$ which defines $\delta_{\mu}$.
To see this we take $\Phi \in \mathcal{S}\left(\Omega_{p_{\underline{q}}}^{+}\right)$. Then from the functional equation we have

$$
\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)=\frac{Z_{\underline{p_{\underline{c}}}}^{-}\left(\mathcal{F} \Phi, \frac{m+1}{2}-z, \xi_{\bar{\delta}, \mu}^{c}, w\right)}{Z_{p_{\underline{\underline{a}}}}^{+}\left(\Phi, z+\frac{m-1}{2}, \xi_{\bar{\delta}, \mu}^{a}, w\right)} .
$$

By definition (4.3.1) the zeta functions do only depend on the induction parameters.

Remark 4.3.10. Of course one can also check directly that the functions $\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)$ do not depend on the choice of the character $\delta$ of $\left(F^{*}\right)^{k+1}$ defining the character $\delta_{\mu}$ of $L$.
If $\delta^{\prime}$ is another character $\left(F^{*}\right)^{k+1}$ which defines the same character $\delta_{\mu}$ then, by Lemma 4.1.2, for $j \in\{0, \ldots, k\}$, there exists a character $\chi^{j}$ of $F^{*}$ with values in $\{ \pm 1\}$ and trivial on $S_{e}$, such that $\delta_{j}(x)=\chi^{j}(x) \delta_{j}^{\prime}(x)$ and $\prod_{j=0}^{k} \chi^{j}(x)=1$ for $x \in F^{*}$. By definition (cf. Lemma 4.3.7), we have $c_{\delta, \mu}(\underline{a})=\prod_{j=0}^{k-1} \delta_{j}\left(a_{j}\right)\left|a_{j}\right|^{-\left(\rho_{j}-\mu_{j}\right)}$. Hence

$$
\begin{equation*}
c_{\delta^{\prime}, \mu}(\underline{a}) c_{\delta^{\prime}, \mu}(\underline{c})^{-1}=\prod_{j=0}^{k-1} \chi^{j}\left(c_{j}\right) \chi^{j}\left(a_{j}\right) c_{\delta, \mu}(\underline{a}) c_{\delta, \mu}(\underline{c})^{-1} \tag{4.5}
\end{equation*}
$$

From the definition of $\tilde{\rho}$ (cf. Definition 3.3.1), for a character $\tilde{\delta}$ of $F^{*}, s \in \mathbb{C}$ and $b \in \mathscr{S}_{e}$, we have

$$
\tilde{\rho}(\tilde{\delta}, s ; b)=\frac{1}{\left|\mathscr{S}_{e}\right|} \sum_{\chi \in \widehat{\mathscr{S}}_{e}} \chi(b) \rho(\tilde{\delta} \chi, s) .
$$

Then, for $y \in \mathscr{S}_{e}$ :

$$
\begin{aligned}
\tilde{\rho}\left(\delta_{k} \chi^{k}, \mu_{k}-z+1 ;-y\right) & =\chi^{k}(-y) \tilde{\rho}\left(\delta_{k}, \mu_{k}-z+1 ;-y\right) \\
\text { and } \tilde{\rho}\left(\delta_{j} \chi^{j}, \mu_{j}-z+1 ;-a_{j} c_{j} y\right) & =\chi^{j}\left(-y a_{j} c_{j}\right) \tilde{\rho}\left(\delta_{j}, \mu_{j}-z+1 ;-a_{j} c_{j} y\right) .
\end{aligned}
$$

As $\prod_{j=0}^{k} \chi^{j}(-y)=1$, relation (4.5) implies that $\mathcal{B}_{\underline{a}, \underline{c}}\left(\delta^{\prime}, \mu\right)(z)=\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)(z)$.
In the case where $e=0$ or 4 we have $\mathscr{S}_{e}=\{1\}$ and the groups $G$ and $P$ have a unique open orbit in $V^{+}$. We therefore omit the indices $p \in\{1\}$ and $a \in \mathscr{S}_{e}^{k}$. Moreover, $L / L \cap \mathcal{H}$ is isomorphic to $\left(F^{*}\right)^{k+1}$, therefore there exists a unique character $\delta$ of $\left(F^{*}\right)^{k+1}$ such that $\delta(l)=\delta\left(x_{0}(l), \ldots, \delta_{k}(l)\right)$ for $l \in L$. Then the functional equation is scalar and has the following form.

Corollary 4.3.11. Let $e=0$ or 4 . Then for $\Phi \in \mathcal{S}\left(V^{+}\right), \xi \in\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}}$ and $w \in I_{\delta, \mu}$, we have

$$
\left.Z^{-}\left(\mathcal{F} \Phi, \frac{(m+1)}{2}-z, \xi, w\right)=d(\delta, \mu, z) \quad Z^{+}\left(\Phi, z+\frac{(m-1)}{2}, \xi, w\right)\right)
$$

where $d(\delta, \mu, z)=\gamma_{\tau}(q)^{\frac{k(k+1)}{2}} \prod_{j=0}^{k} \delta_{j}(-1) \rho\left(\delta_{j}, \mu_{j}+1-z\right)$.

Proof. As $\mathscr{S}_{e}=\{1\}$, we have $\tilde{\rho}(\chi, s ; 1)=\rho(\chi, s)$ for all $\chi \in \widehat{F^{*}}$ and $s \in \mathbb{C}$. Also $\gamma_{j}(1, \ldots, 1)=$ $\gamma_{\tau}(q)^{j}$ from Proposition 2.5.5. The Corollary is then an immediate consequence of Theorem 4.3.9.

### 4.4. Another version of the functional equation.

Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$.
It is known from Theorem 4.3.8 that if $\operatorname{Re}\left(\mu_{0}\right)<-1-\frac{k d}{4}$ then $Z_{p}^{+}\left(\Phi, 0, \xi_{\delta, \mu}^{a}, w\right)$ is defined by an absolutely convergent integral for any $\Phi \in \mathcal{S}\left(V^{+}\right)$and that if $\operatorname{Re}\left(\mu_{k}\right)>1+\frac{k d}{4}$, then $Z_{p}^{-}\left(\Psi, 0, \xi_{\delta, \mu}^{a}, w\right)$ is also defined by an absolutely convergent integral for any $\Psi \in \mathcal{S}\left(V^{-}\right)$.
We will first describe the linear form $w \longmapsto Z_{p}^{ \pm}\left(\Phi, 0, \xi_{\overline{\delta, \mu}}^{a}, w\right)$ in terms of the duality (4.3).

Definition 4.4.1. Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and let $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$. Let also $p \in\left\{1, \ldots, r_{0}\right\}$ and $\underline{a} \in \mathcal{S}_{p}$. If $\Phi \in \mathcal{S}\left(V^{+}\right)$and $\Psi \in \mathcal{S}\left(V^{-}\right)$, we define the two following functions of $C\left(G, P, \delta^{*}, \mu\right)$ (cf. (4.2)).

- for $\operatorname{Re}\left(\mu_{0}\right)<-1-\frac{k d}{4}$ :
$\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)(g)=c_{\delta, \mu}(\underline{a}) \int_{V^{+}} \Phi\left(g^{-1} X\right) \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}(X) d^{*} X=\int_{G / \mathcal{H}_{p}} \Phi\left(y I_{p}^{+}\right) \mathbb{P}_{\bar{\delta}, \mu}^{a}(g y) d y \quad(g \in G)$ - for $\operatorname{Re}\left(\mu_{k}\right)>1+\frac{k d}{4}$ :
$\tilde{Z}_{p}^{-}\left(\Psi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\underline{a}}\right)(g)=c_{\delta, \mu}(\underline{a}) \int_{V^{-}} \Psi\left(g^{-1} X\right) \mathbf{P}_{\omega(\delta)^{\sharp}, s(\mu)^{\sharp}}^{\underline{a},-}(X) d^{*} X=\int_{G / \mathcal{H}_{p}} \psi\left(y I_{p}^{-}\right) \mathbb{P}_{\delta, \mu}^{a}(g y) d y \quad(g \in G)$.
(The functions $\mathbb{P}_{\delta, \mu}^{a}, \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}$ et $\mathbf{P}_{\omega(\delta)^{\sharp}, s(\mu)^{\sharp}}^{a,-}$ were given in Definition 4.2.4 and 4.3.5 and the second equalities are a consequence of Lemma 4.3.7).
Note also that these functions are well defined because the Poisson kernels $\mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}$ and $\mathbf{P}_{\omega(\delta)}^{a,-}, s(\mu)^{\sharp}$ are continuous for $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$satisfying the additional conditions $\operatorname{Re}\left(\mu_{0}\right)<-1-\frac{k d}{4}$ and $\operatorname{Re}\left(\mu_{k}\right)>$ $1+\frac{k d}{4}$ respectively (see Remark 4.3.6).

Let $C\left(K, P \cap K, \delta^{*}\right)$ be the space of continuous functions $v: K \longrightarrow \mathbb{C}$ such that $v(p k)=\delta(p)^{-1} v(k)$ for $k \in K$ and $p \in P \cap K$. The restriction to $K$ is an isomorphism from $C\left(G, P, \delta^{*}, \mu\right)$ onto $C\left(K, P \cap K, \delta^{*}\right)$.

Proposition 4.4.2. Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and let $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$. Let also $p \in$ $\left\{1, \ldots, r_{0}\right\}$ and $\underline{a} \in \mathcal{S}_{p}$

1) Let $\varphi \in C_{c}^{\infty}(G)$, the linear form $\pi_{\delta, \mu}^{*}(\varphi) \xi_{\delta, \mu}^{a}$ is given (via the duality (4.3)) by the following function in $C\left(G, P, \delta^{*}, \mu\right)$ :

$$
\pi_{\delta, \mu}^{*}(\varphi) \xi_{\delta, \mu}^{a}(g)=\int_{G} \varphi(y) \mathbb{P}_{\delta, \mu}^{\underline{a}}(g y) d y, \quad g \in G .
$$

2) If $\Phi^{ \pm} \in C_{c}^{\infty}\left(\Omega_{p}^{ \pm}\right)$we fix $\varphi^{ \pm} \in C_{c}^{\infty}(G)$ such that $\Phi^{ \pm}\left(g . I_{p}^{ \pm}\right)=\int_{\mathcal{H}_{p}} \varphi^{ \pm}(g h) d_{p} h$ for $g \in G$. Then

$$
\tilde{Z}_{p}^{ \pm}\left(\Phi^{ \pm}, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\underline{a}}\right)=\pi_{\delta, \mu}^{*}\left(\varphi^{ \pm}\right) \xi_{\delta, \mu}^{a}
$$

## Proof.

1) Using Corollary 4.2.7, we obtain for $v \in I_{\delta, \mu}$ :

$$
\left\langle\pi_{\delta, \mu}^{*}(\varphi) \xi_{\delta, \mu}^{\underline{a}}, v\right\rangle=\int_{G} \varphi(y)\left\langle\pi_{\delta, \mu}^{*}(y) \xi_{\delta, \mu}^{\underline{a}}, v\right\rangle d y=\int_{K}\left(\int_{G} \varphi(y) \mathbb{P}_{\delta, \mu}^{\underline{a}}(k y) d y\right) v(k) d k .
$$

Hence the linear form $\pi_{\delta, \mu}^{*}(\varphi) \xi_{\delta, \mu}^{a}$ is given via the duality (4.3)) by the the function $g \mapsto \int_{G} \varphi(y) \mathbb{P}_{\delta, \mu}^{a}(g y) d y$.
2) We only prove the assertion for $\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\underline{a}}\right)$, the proof for $\tilde{Z}_{p}^{-}\left(\Psi, \pi_{\delta, \mu}, \xi_{\overline{\delta, \mu}}\right)$ is similar.

From the definition of $\tilde{Z}_{p}^{+}\left(\Phi^{+}, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)$ and from 1) we get

$$
\begin{aligned}
& \tilde{Z}_{p}^{+}\left(\Phi^{+}, \pi_{\delta, \mu}, \xi_{\bar{\delta}, \mu}^{a}\right)(g)=\int_{G / \mathcal{H}_{p}} \Phi^{+}\left(y I_{p}^{+}\right) \mathbb{P}_{\delta, \mu}^{a}(g y) d y=\int_{G / \mathcal{H}_{p}}\left(\int_{\mathcal{H}_{p}} \varphi^{+}(y h) d_{p} h\right) \mathbb{P}_{\delta, \mu}^{a}(g y) d y \\
& =\int_{G} \varphi^{+}(y) \mathbb{P}_{\delta, \mu}^{a}(g y) d y=\pi_{\delta, \mu}^{*}\left(\varphi^{+}\right) \xi_{\delta, \mu}^{a}(g) .
\end{aligned}
$$

Proposition 4.4.3. Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and let $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$. Let also $p \in$ $\left\{1, \ldots, r_{0}\right\}$ and $\underline{a} \in \mathcal{S}_{p}$

1) Let $\Phi^{ \pm} \in \mathcal{S}\left(V^{ \pm}\right)$. Then the map

$$
\mu \mapsto \tilde{Z}_{p}^{+}\left(\Phi^{+}, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)_{\left.\right|_{K}} \in C\left(K, P \cap K, \delta^{*}\right)
$$

extends meromorphically from the set $\left\{\mu \in \mathbf{U} \cap \mathbf{C}^{+} ; \operatorname{Re}\left(\mu_{0}\right)<-1-\frac{k d}{4}\right\}$ to $\mathbf{U}$, and the map

$$
\mu \mapsto \tilde{Z}_{p}^{-}\left(\Phi^{-}, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)_{\left.\right|_{K}} \in C\left(K, P \cap K, \delta^{*}\right)
$$

extends meromorphically from the set $\left\{\mu \in \mathbf{U} \cap \mathbf{C}^{+} ; \operatorname{Re}\left(\mu_{k}\right)>1+\frac{k d}{4}\right\}$ to $\mathbf{U}$.
2) Using the duality bracket (4.3), the linear form on $I_{\delta, \mu}$ represented by the functions $\tilde{Z}_{p}^{ \pm}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)$ are given for $w \in I_{\delta, \mu}$, by

$$
\left\langle\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\frac{a}{\mu}}\right), w\right\rangle=Z_{p}^{+}\left(\Phi, 0, \xi_{\bar{\delta}, \mu}^{a}, w\right), \quad \text { and } \quad\left\langle\tilde{Z}_{p}^{-}\left(\Psi, \pi_{\delta, \mu}, \xi_{\bar{\delta}, \mu}^{\frac{a}{a}}\right), w\right\rangle=Z_{p}^{-}\left(\Psi, 0, \xi_{\bar{\delta}, \mu}^{a}, w\right)
$$

Proof. We only prove the two assertions for $\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\bar{\delta}, \mu}\right)$, the proof for $\tilde{Z}_{p}^{-}\left(\Psi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\underline{a}}\right)$ is similar.

1) The proof of Theorem 4.3 .8 shows that

$$
\begin{gathered}
\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\bar{\delta}, \mu}^{\underline{a}}\right)(g)=c_{\delta, \mu}(\underline{a}) \int_{V^{+}} \Phi\left(g^{-1} X\right) \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}(X) d^{*} X \\
=c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{S}_{e}} \mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(g) \Phi, \omega(\delta), s(\mu)-m)
\end{gathered}
$$

Considering the right hand side of the preceding equality, Theorem 3.2.3 implies that, for a fixed $g \in G$, the map

$$
\mu \longmapsto \tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)(g)
$$

is a rational function in the variables $q^{ \pm \mu_{j}}$ and hence extends to $\mathbf{U}$ as a meromorphic function. As the map $g \mapsto \mathcal{L}(g) \Phi$ is locally constant (because the representation $\mathcal{L}$ on $\mathcal{S}\left(V^{+}\right)$is smooth), the function $\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\bar{\delta}, \mu}^{a}\right)$ is continuous for any value of the parameter $\mu$ for which it is defined.

Moreover as $\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\underline{a}}\right)(g)=c_{\delta, \mu}(\underline{a}) \int_{V^{+}} \Phi(X) \mathbf{P}_{\omega(\delta), s(\mu)}^{a,+}(g X) d^{*} X$ for $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$such that $\operatorname{Re}\left(\mu_{0}\right)<-1-\frac{k d}{4}$, Lemma 4.3.7 implies that this function belongs to $C\left(G, P, \delta^{*}, \mu\right)$. This remains true by analytic continuation.
2) Again from the proof of Theorem 4.3.8 we get:

$$
\begin{aligned}
Z_{p}^{+}\left(\Phi, z, \xi_{\delta, \mu}^{\underline{a}}, w\right) & =c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{P}_{e}} \int_{K} \mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(k) \Phi, \omega(\delta), s(\mu)-m) w(k) d k \\
& =\int_{K}\left(c_{\delta, \mu}(\underline{a}) \sum_{x \in \mathscr{P}_{e}} \mathcal{K}_{(x \underline{a}, x)}^{+}(\mathcal{L}(k) \Phi, \omega(\delta), s(\mu)-m)\right) w(k) d k \\
& =\int_{K} \tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right)(k) w(k) d k \\
& =\left\langle\tilde{Z}_{p}^{+}\left(\Phi, \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right), w\right\rangle
\end{aligned}
$$

Consider the representation $\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}$ of $G$ on $I_{\delta, \mu}$ given by $\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}(g) w=\left|\chi_{0}(g)\right|^{-m} \pi_{\delta, \mu}(g) w$. If $p \in\left\{1, \ldots, r_{0}\right\}$, the $\mathcal{H}_{p}$-invariant linear forms on $I_{\delta, \mu}$ are the same for $\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}$ and for $\pi_{\delta, \mu}$ and for $\underline{a} \in \mathcal{S}_{p}$, we have

$$
\left(\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}\right)^{*}(g) \xi_{\bar{\delta}, \mu}^{a}=\left|\chi_{0}(g)\right|^{m} \pi_{\delta, \mu}^{*}(g) \xi_{\delta, \mu}^{a} .
$$

From the definition, if $\Phi \in \mathcal{S}\left(V^{+}\right)$and $w \in I_{\delta, \mu}$, we have

$$
\begin{gathered}
Z_{p}^{+}\left(\Phi, m, \xi_{\delta, \mu}^{a}, w\right)=\int_{\Omega_{p}^{+}} \Phi(X)\left|\Delta_{0}(X)\right|^{m}\left\langle\pi_{\delta, \mu}^{*}(X) \xi_{\delta, \mu}^{a}, w\right\rangle d^{*} X \\
=\int_{\Omega_{p}^{+}} \Phi(X)\left\langle\left(\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}\right)^{*}(X) \xi_{\delta, \mu}^{a}, w\right\rangle d^{*} X
\end{gathered}
$$

As in Definition 4.4.1, for $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$such that $\operatorname{Re}\left(\mu_{0}\right)<\frac{k d}{4}$ and $\Phi \in \mathcal{S}\left(V^{+}\right)$, we define

$$
\begin{equation*}
\tilde{Z}_{p}^{+}\left(\Phi,\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}, \xi_{\delta, \mu}^{\underline{a}}\right)(g)=c_{\delta, \mu}(\underline{a}) \int_{V^{+}} \Phi\left(g^{-1} X\right)\left|\Delta_{0}\left(g^{-1} X\right)\right|^{m} \mathbf{P}_{\omega(\delta), s(\mu)}^{\underline{a},+}(X) d^{*} X . \tag{4.6}
\end{equation*}
$$

Then the same arguments as in the proof of Proposition 4.4.3 show that

$$
\begin{equation*}
\left\langle\tilde{Z}_{p}^{+}\left(\Phi,\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right), w\right\rangle=Z_{p}^{+}\left(\Phi, m, \xi_{\delta, \mu}^{a}, w\right) \tag{4.7}
\end{equation*}
$$

Definition 4.4.4. Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and $\mu \in \mathbf{U}$. Let $\xi=\left(\xi_{1}, \ldots, \xi_{r_{0}}\right) \in$ $\prod_{p=1}^{r_{0}}\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$. For $\Phi \in \mathcal{S}\left(V^{+}\right), \Psi \in \mathcal{S}\left(V^{-}\right)$, we define the following linear forms on $I_{\delta, \mu}$ :

$$
\tilde{Z}^{+}\left(\Phi,\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}, \xi\right)=\sum_{p=1}^{r_{0}} \tilde{Z}_{p}^{+}\left(\Phi,\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}, \xi_{p}\right)
$$

and also

$$
\tilde{Z}^{-}\left(\Psi, \pi_{\delta, \mu}, \xi\right)=\sum_{p=1}^{r_{0}} \tilde{Z}_{p}^{-}\left(\Psi, \pi_{\delta, \mu}, \xi_{p}\right)
$$

## Theorem 4.4.5. (Main Theorem, version 2)

Let $\delta$ be a unitary character of $\left(F^{*}\right)^{k+1}$ and $\mu \in \mathbf{U}$. There exists an operator $A^{\delta, \mu} \in \operatorname{End}\left(\prod_{p=1}^{r_{0}}\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}\right)$ such that for all $\Phi \in \mathcal{S}\left(V^{+}\right)$and all $\xi \in \prod_{p=1}^{r_{0}}\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ the following functional equation is satisfied:

$$
\tilde{Z}^{-}\left(\mathcal{F}(\Phi), \pi_{\delta, \mu}, \xi\right)=\tilde{Z}^{+}\left(\Phi,\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}, A^{\delta, \mu} \xi\right)
$$

The operator $A^{\delta, \mu}$ is represented by a square matrix of size $r_{0}$ whose coefficients $A_{p, q}^{\delta, \mu}$ belong to $\operatorname{Hom}\left(\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{q}},\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}\right)$. In the bases $\left(\xi_{\delta, \mu}^{a}\right)_{\underline{a} \in \mathcal{S}_{p}}$ and $\left(\xi_{\delta, \mu}^{c}\right)_{\underline{c} \in \mathcal{S}_{q}}$ of $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{p}}$ and $\left(I_{\delta, \mu}^{*}\right)^{\mathcal{H}_{q}}$ respectively, the matrix of of $A_{p, q}^{\delta, \mu}$ is given by:

$$
\left(A_{p, q}^{\delta, \mu}\right)_{\underline{a}, \underline{c}}=\mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)\left(\frac{m+1}{2}\right),
$$

where $\mathcal{B}_{a, \underline{c}}(\delta, \mu)(z)$ has been defined in Theorem 4.3.9.

## Proof.

Soit $p \in\left\{1, \ldots, r_{0}\right\}$ et $\underline{a} \in \mathcal{S}_{p}$.
Using Proposition 4.4.3, Theorem 4.3.9 and (4.6), we obtain for $w \in I_{\delta, \mu}$ :

$$
\begin{aligned}
& \left\langle\tilde{Z}_{p}^{-}\left(\mathcal{F}(\Phi), \pi_{\delta, \mu}, \xi_{\delta, \mu}^{a}\right), w\right\rangle=Z_{p}^{-}\left(\mathcal{F}(\Phi), 0, \xi_{\delta, \mu}^{\underline{a}}, w\right)=\sum_{\underline{c} \in \mathcal{J}_{e}^{k}} \mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)\left(\frac{m+1}{2}\right) Z_{p_{\underline{c}}}^{+}\left(\Phi, m, \xi_{\delta, \mu}^{c}, w\right) \\
& =\sum_{q=1}^{r_{0}} \sum_{\underline{c} \in \mathcal{S}_{q}} \mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)\left(\frac{m+1}{2}\right) Z_{q}^{+}\left(\Phi, m, \xi_{\delta, \mu}^{c}, w\right) \\
& =\sum_{q=1}^{r_{0}} \sum_{\underline{c} \in \mathcal{S}_{q}} \mathcal{B}_{\underline{a}, \underline{c}}(\delta, \mu)\left(\frac{m+1}{2}\right)\left\langle\tilde{Z}_{q}^{+}\left(\Phi, \chi_{0}^{-m} \otimes \pi_{\delta, \mu}, \xi_{\delta, \mu}^{c}\right), w\right\rangle \\
& =\left\langle\tilde{Z}^{+}\left(\Phi,\left|\chi_{0}\right|^{-m} \otimes \pi_{\delta, \mu}, A^{\delta, \mu} \xi\right), w\right\rangle .
\end{aligned}
$$

## 4.5. $L$-functions and $\varepsilon$-factors.

In this section we will always suppose that $e=0$ or 4 . This implies that the groups $G$ and $P$ have both a unique open orbit in $V^{ \pm}$which we denote by $\Omega^{ \pm}$and $\mathcal{O}^{ \pm}$respectively.
Then $\Omega^{ \pm} \simeq G / H$ where $H$ is the centralizer of $I^{ \pm}$in $G$.
We fix a unitary character $\delta=\left(\delta_{0}, \ldots, \delta_{k}\right) \in{\widehat{F^{*}}}^{k+1}$ and $\mu \in \mathbf{U}$. As before we denote by $\left(\pi_{\delta, \mu}, I_{\delta, \mu}\right)$ the minimal spherical principal series. As $e=0$ or 4 , the group $S_{e}$ is equal to $F^{*}$ and hence $\mathscr{S}_{e}=\{1\}$. Therefore, in what follows, we will omit the indexes in this space. The space $\left(I_{\delta, \mu}^{*}\right)^{H}$ is 1-dimensional and we fix a non zero linear form $\xi$ in this space.

The aim of this section is to prove an analogue of ([7] Theorem 3.3.3) for the minimal spherical principal series.

## Definition 4.5.1.

(1) An Euler factor is a function $L$ on $\mathbb{C}$ of the form $L(s)=\frac{1}{P\left(q^{-s}\right)}$ where $P \in \mathbb{C}[T]$ is a polynomial such that $P(0)=1$.
(2) We denote by $\mathcal{E}^{ \pm}$the set of Eulor factors $L^{ \pm}(z)$ such that for all $\Phi^{ \pm} \in \mathcal{S}\left(V^{ \pm}\right)$and all $w \in I_{\delta, \mu}$ the quotient $\frac{Z^{ \pm}\left(\Phi^{ \pm}, z+\frac{1}{2}(m-1), \xi, w\right)}{L^{ \pm}(z)}$ is a polynomial in the variables $q^{-z}$ and $q^{z}$.

We know from Theorem 4.3.8, that there exist polynomials $\mathcal{R}^{ \pm}(\delta, \mu, z)$ in the variable $q^{-z}$, which are products of polynomials of the form $\left(1-c q^{-N z}\right)\left(c \in \mathbb{C}\right.$ and $\left.N \in \mathbb{N}^{*}\right)$ such that, for all $w \in I_{\delta, \mu}$ and for all $\Phi^{ \pm} \in \mathcal{S}\left(V^{ \pm}\right)$, the product $\mathcal{R}^{ \pm}(\delta, \mu, z) Z^{ \pm}\left(\Phi^{ \pm}, z, \xi, w\right)$ is a polynomial in the variables $q^{-z}$ and $q^{z}$.

Hence $\mathcal{E}^{ \pm} \neq \emptyset$.

## Lemma 4.5.2.

(1) Let $L_{0}^{+}(z)=P_{0}\left(q^{-z}\right)^{-1} \in \mathcal{E}^{+}$. We denote by $\mathcal{J}_{P_{0}}$ the set of Laurent polynomials $P \in \mathbb{C}\left[T, T^{-1}\right]$ such that there exists finite families $\left(\Phi_{j}\right)_{j \in J}$ in $\mathcal{S}\left(V^{+}\right)$and $\left(w_{j}\right)_{j \in J}$ in $I_{\delta, \mu}$ such that

$$
\sum_{j \in J} Z^{+}\left(\Phi_{j}, z+\frac{1}{2}(m-1), \xi, w_{j}\right)=\frac{P\left(q^{-z}, q^{z}\right)}{P_{0}\left(q^{-z}\right)}
$$

Then $\mathcal{J}_{P_{0}}$ is an ideal of $\mathbb{C}\left[T, T^{-1}\right]$.
(2) Let $L_{0}^{-}(z)=Q_{0}\left(q^{-z}\right)^{-1} \in \mathcal{E}^{-}$. We denote by $\mathcal{J}_{Q_{0}}$ the set of Laurent polynomials $Q \in \mathbb{C}\left[T, T^{-1}\right]$ such that there exists finite families $\left(\Psi_{j}\right)_{j \in J}$ in $\mathcal{S}\left(V^{+}\right)$and $\left(w_{j}\right)_{j \in J}$ in $I_{\delta, \mu}$ such that

$$
\sum_{j \in J} Z^{-}\left(\Psi_{j}, z+\frac{1}{2}(m-1), \xi, w_{j}\right)=\frac{Q\left(q^{-z}, q^{z}\right)}{Q_{0}\left(q^{-z}\right)}
$$

Then $\mathcal{J}_{Q_{0}}$ is an ideal of $\mathbb{C}\left[T, T^{-1}\right]$.
Proof. We only prove assertion (1), the proof of (2) is similar. As $e=0$ or 4, one has $\chi_{0}(G)=F^{*}$ ([8] Theorem 3.8.8), and therefore there exists $g \in G$ such $\left|\chi_{0}(g)\right|=q^{-r}$ (for any $r \in \mathbb{Z}$ ).
Let $\Phi \in \mathcal{S}\left(V^{+}\right)$and $w \in I_{\delta, \mu}$. Define:

$$
\Phi_{r}(X)=\Phi\left(g^{-1} X\right)\left|\chi_{0}(g)\right|^{-\frac{1}{2}(m-1)} \text { and } w_{r}=\pi_{\delta, \mu}(g) w
$$

As $m=1+\frac{k d}{2}$ in our case, we know from Theorem 4.3.8(1)(a), that for $\mu=\mu_{0} \lambda_{0}+\ldots+\mu_{k} \lambda_{k} \in$ $\mathbf{U} \cap \mathbf{C}^{+}$such that $\operatorname{Re}\left(z-\mu_{0}\right)>1$, the zeta function $Z^{+}\left(\Phi_{r}, z+\frac{1}{2}(m-1), \xi, w_{r}\right)$ is defined by an absolutely convergent integral. More precisely we have:

$$
\begin{aligned}
Z^{+}\left(\Phi_{r}, z+\frac{1}{2}(m-1), \xi, w_{r}\right) & =\int_{V^{+}} \Phi_{r}(X)\left|\Delta_{0}(X)\right|^{z+\frac{1}{2}(m-1)}\left\langle\pi_{\delta, \mu}^{*}(X) \xi, w_{r}\right\rangle d^{*} X \\
& =\int_{V^{+}} \Phi\left(g^{-1} X\right)\left|\chi_{0}(g)\right|^{-\frac{1}{2}(m-1)}\left|\Delta_{0}(X)\right|^{z+\frac{1}{2}(m-1)}\left\langle\pi_{\delta, \mu}^{*}(X) \xi, \pi_{\delta, \mu}(g) w\right\rangle d^{*} X \\
& =\int_{V^{+}} \Phi\left(g^{-1} X\right)\left|\chi_{0}(g)\right|^{-\frac{1}{2}(m-1)}\left|\Delta_{0}(X)\right|^{z+\frac{1}{2}(m-1)}\left\langle\pi_{\delta, \mu}^{*}\left(g^{-1} X\right) \xi, w\right\rangle d^{*} X \\
& =\int_{V^{+}} \Phi(X)\left|\chi_{0}(g)\right|^{z}\left|\Delta_{0}(X)\right|^{z+\frac{1}{2}(m-1)}\left\langle\pi_{\delta, \mu}^{*}(X) \xi, w\right\rangle d^{*} X \\
& =q^{-z r} Z^{+}\left(\Phi, z+\frac{1}{2}(m-1), \xi, w\right) .
\end{aligned}
$$

By analytic continuation we obtain the following equality of rational functions:

$$
Z^{+}\left(\Phi_{r}, z+\frac{1}{2}(m-1), \xi, w_{r}\right)=q^{-r z} Z^{+}\left(\Phi, z+\frac{1}{2}(m-1), \xi, w\right)
$$

This shows that if $P\left(T, T^{-1}\right) \in \mathcal{J}_{P_{0}}$ then, for all $r \in \mathbb{Z}, T^{r} P\left(T, T^{-1}\right) \in \mathcal{J}_{P_{0}}$. Hence $\mathcal{J}_{P_{0}}$ is an ideal (the fact that $\mathcal{J}_{P_{0}}$ is stable under addition is obvious from the definition).

## Proposition 4.5.3.

(1) There exist unique Euler factors $L^{ \pm}\left(\pi_{\delta, \mu}, z\right)$ (called L-functions) satisfying the two following conditions:
(a) For all $\Phi^{ \pm} \in \mathcal{S}\left(V^{ \pm}\right)$and $w \in I_{\delta, \mu}$, the quotients

$$
\frac{Z^{ \pm}\left(\Phi^{ \pm}, z+\frac{m-1}{2}, \xi, w\right)}{L^{ \pm}\left(\pi_{\delta, \mu}, z\right)}
$$

are polynomials in the variables $q^{z}$ and $q^{-z}$,
(b) There exists two finite families $\left(\Phi_{i}^{ \pm}, v_{i}\right)_{i \in I}$ in $\mathcal{S}\left(V^{ \pm}\right) \times I_{\delta, \mu}$ such that

$$
\sum_{i \in I} \frac{Z^{ \pm}\left(\Phi_{i}^{ \pm}, z+\frac{m-1}{2}, \xi, v_{i}\right)}{L^{ \pm}\left(\pi_{\delta, \mu}, z\right)}=1
$$

(2) Moreover, if $L^{ \pm} \in \mathcal{E}^{ \pm}$, then the quotients $\frac{L^{ \pm}\left(\pi_{\delta, \mu}, z\right)}{L^{ \pm}(z)}$ are polynomials in $q^{-z}$.

## Proof.

We only prove the result for $L^{+}\left(\pi_{\delta, \mu}, z\right)$. The proof for $L^{-}\left(\pi_{\delta, \mu}, z\right)$ is similar.
Let $L_{0}(z)=P_{0}\left(q^{-z}\right)^{-1} \in \mathcal{E}^{+}$. From Lemma 4.5.2, the set $\mathcal{J}_{P_{0}}$ is an ideal of the principal ideal domain $\mathbb{C}\left[T, T^{-1}\right]$. Hence there exists a polynomial $R_{0} \in \mathbb{C}[T]$ such that $\mathcal{J}_{P_{0}}=R_{0}(T) \mathbb{C}\left[T, T^{-1}\right]$ and we can suppose that either $R_{0}=0$ or $R_{0}(0)=1$.

We show first that $R_{0} \neq 0$.
Let $w \in I_{\delta, \mu}$ such that $\langle\xi, w\rangle \neq 0$. As $w$ is right invariant under an open compact subgroup, there exists an open compact neighborhood $\mathcal{V}$ of $I^{+}$in $\Omega^{+}$such that for all $X \in \mathcal{V},\left\langle\pi_{\delta, \mu}^{*}(X) \xi, w\right\rangle=$ $\langle\xi, w\rangle \neq 0$. Let $\Phi \in \mathcal{S}\left(V^{+}\right)$be the characteristic function of $\mathcal{V}$. Then for all $z \in \mathbb{C}$, we have $Z^{+}\left(\Phi, z+\frac{1}{2}(m-1), \xi, w\right)=\langle\xi, w\rangle \int_{\mathcal{V}}\left|\Delta_{0}(X)\right|^{z+\frac{1}{2}(m-1)} d^{*} X \neq 0$. Hence $\mathcal{J}_{P_{0}} \neq\{0\}$ and $R_{0} \neq 0$.

Therefore we can take $R_{0}(0)=1$.
Let $Q(T)$ be the HCF of $R_{0}$ and $P_{0}$ normalized by the condition $Q(0)=1$. There exist coprime polynomials $R_{1}$ and $P_{1}$ de $\mathbb{C}[T]$ such that $R_{0}=R_{1} Q, P_{0}=P_{1} Q$ and $P_{1}(0)=R_{1}(0)=1$.

If $R_{1} \neq 1$ then $R_{1}$ has a non zero root, and it exists $z_{1} \in \mathbb{C}$ such that

$$
R_{1}\left(q^{-z_{1}}\right)=0, \quad \text { and } \quad P_{1}\left(q^{-z_{1}}\right) \neq 0
$$

In that case, for all $\Phi \in \mathcal{S}\left(V^{+}\right)$and $w \in I_{\delta, \mu}$ we would have $Z^{+}\left(\Phi, z_{1}+\frac{1}{2}(m-1), \xi, w\right)=0$, and this is not possible (take for example $w$ and $\Phi$ as above).

Therefore $R_{1}=1, Q=R_{0}$ and $P_{0}=P_{1} R_{0}$. Hence for any $P \in \mathbb{C}\left[T, T^{-1}\right]$, there exist finite families $\left(\Phi_{i}\right)_{i \in I}$ in $\mathcal{S}\left(V^{+}\right)$and $\left(w_{i}\right)_{i \in I}$ in $I_{\delta, \mu}$ such that

$$
\sum_{i \in I} Z^{+}\left(\Phi_{i}, z+\frac{1}{2}(m-1), \xi, w_{i}\right)=\frac{R_{0}(T) P\left(T, T^{-1}\right)}{P_{0}(T)}=\frac{P\left(T, T^{-1}\right)}{P_{1}(T)}
$$

Define $L^{+}\left(\pi_{\delta, \mu}, z\right)=\frac{1}{P_{1}\left(q^{-z}\right)}$. Then from the discussion above we see that this Euler factor satisfies condition (1) (a). Moreover if we take $P=1$ in the equation above we obtain the condition (1)(b). If $\tilde{L}$ is another Euler factor satisfying conditions (1) (a) (1)(b), then $\frac{L^{+}\left(\pi_{\delta, \mu}, z\right)}{\tilde{L}(z)} \in \mathbb{C}\left[q^{-z}\right]$ and $\frac{\tilde{L}(z)}{L^{+}\left(\pi_{\delta, \mu}, z\right)} \in \mathbb{C}\left[q^{-z}\right]$. Hence $\tilde{L}(z)=L\left(\pi_{\delta, \mu}, z\right)$ and the uniqueness is proved.
Let us show assertion (2). From the construction of $L\left(\pi_{\delta, \mu}, z\right)$ above we see that we can take $L^{+}=L_{0}$. Then $\frac{L\left(\pi_{\delta, \mu}, z\right)}{L_{0}(z)}=\frac{P_{0}\left(q^{-z}\right)}{P_{1}\left(q^{-z}\right)}=R_{0}\left(q^{-z}\right)$.

## Definition 4.5.4.

If $w \in I_{\delta, \mu}, \Phi \in \mathcal{S}\left(V^{+}\right)$and $\Psi \in \mathcal{S}\left(V^{-}\right)$, we define

$$
\Xi^{+}(\Phi, z, \xi, w)=\frac{Z^{+}\left(\Phi, z+\frac{1}{2}(m-1), \xi, w\right)}{L^{+}\left(\pi_{\delta, \mu}, z\right)}
$$

and

$$
\Xi^{-}(\Psi, z, \xi, w)=\frac{Z^{-}\left(\Psi, z+\frac{1}{2}(m-1), \xi, w\right)}{L^{-}\left(\pi_{\delta, \mu}, z\right)}
$$

From Proposition 4.5.3, these two functions are polynomials in $q^{-z}$ and $q^{z}$.
If $k=0$ (that is in the case of Tate's theory) we denote by $L_{0}(\delta, z)$ the $L$-function associated to the character $t \longmapsto \delta(t)|t|^{z}$ (remember that here $\delta$ is a character of $F^{*}$ ). It is given by

$$
L_{0}(\delta, z)=\left\{\begin{array}{cl}
\left(1-\delta(\pi) q^{-z}\right)^{-1} & \text { if } \delta \text { is unramified }  \tag{4.8}\\
1 & \text { if } \delta \text { is ramified }
\end{array}\right.
$$

(see [5] (23.4.1))
We define now the $\varepsilon$-factor $\varepsilon_{0}(\delta, z, \psi)$ by the equation:

$$
\begin{equation*}
\delta(-1) \rho\left(\delta^{-1}, 1-z\right)=\rho(\delta, z)^{-1}=\frac{L_{0}\left(\delta^{-1}, 1-z\right) \varepsilon_{0}(\delta, z, \psi)}{L_{0}(\delta, z)} \tag{4.9}
\end{equation*}
$$

where Tate's $\rho$ function was defined in section 3.3. (This is the Definition given in ([5], §23.4 p.142), taking into account that our $\rho$ is the inverse of the $\gamma$ function of Bushnell and Henniart).
The function $\varepsilon_{0}(z, \delta, \psi)$ is explicitly known ([5] Theorem 23.4 p .144 ). It is always of the form $c_{0} q^{-n_{0} z}$ where $c_{0} \in \mathbb{C}$ and $n_{0} \in \mathbb{Z}$.
Moreover we know from ([5] (23.4.2), p.142) that

$$
\begin{equation*}
\varepsilon_{0}(\delta, z, \psi)=\frac{\delta(-1)}{\varepsilon_{0}\left(\delta^{-1}, 1-z, \psi\right)} \tag{4.10}
\end{equation*}
$$

## Theorem 4.5.5.

(1) Let $\Phi \in \mathcal{S}\left(V^{+}\right)$and $\Psi \in \mathcal{S}\left(V^{-}\right)$. The functions $\Xi^{+}(\Phi, z, \xi, w)$ and $\Xi^{-}(\Psi, z, \xi, w)$ satisfy the following functional equations:

$$
\begin{aligned}
& \Xi^{-}(\mathcal{F}(\Phi), 1-z, \xi, w)=\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \Xi^{+}(\Phi, z, \xi, w), \\
& \Xi^{+}(\mathcal{F}(\Psi), 1-z, \xi, w)=\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right) \Xi^{-}(\Psi, z, \xi, w),
\end{aligned}
$$

where

$$
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right)=\gamma_{\psi}(q)^{\frac{k(k+1)}{2}} \frac{L^{+}\left(\pi_{\delta, \mu}, z\right)}{L^{-}\left(\pi_{\delta, \mu}, 1-z\right)} \prod_{j=0}^{k} \frac{L_{0}\left(\delta_{j}, 1-\left(z-\mu_{j}\right)\right)}{L_{0}\left(\delta_{j}^{-1}, z-\mu_{j}\right)} \varepsilon_{0}\left(\delta_{j}^{-1}, z-\mu_{j}, \psi\right),
$$

and

$$
\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right)=\gamma_{\psi}(q)^{-\frac{k(k+1)}{2}} \frac{L^{-}\left(\pi_{\delta, \mu}, z\right)}{L^{+}\left(\pi_{\delta, \mu}, 1-z\right)} \prod_{j=0}^{k} \frac{L_{0}\left(\delta_{j}^{-1}, 1-\left(\mu_{j}+z\right)\right)}{L_{0}\left(\delta_{j}, \mu_{j}+z\right)} \varepsilon_{0}\left(\delta_{j}, \mu_{j}+z, \psi\right)
$$

(2) The $\varepsilon$-factors $\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right)$ and $\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right)$ are monomials of the form $c q^{-n z}$ where $c \in \mathbb{C}$ and $n \in \mathbb{Z}$, and they satisfy the relation:

$$
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \varepsilon^{-}\left(\pi_{\delta, \mu}, 1-z, \psi\right)=\left(\delta_{0} \ldots \delta_{k}\right)(-1)
$$

## Proof.

Let $\Phi \in \mathcal{S}\left(V^{+}\right)$. Corollary 4.3.11 implies that

$$
\begin{gathered}
\Xi^{-}(\mathcal{F}(\Phi), 1-z, \xi, w)=\frac{1}{L^{-}\left(\pi_{\delta, \mu}, 1-z\right)} Z^{-}\left(\mathcal{F}(\Phi), 1-z+\frac{1}{2}(m-1), \xi, w\right) \\
=\frac{d(\delta, \mu, z)}{L^{-}\left(\pi_{\delta, \mu}, 1-z\right)} Z^{+}\left(\Phi, z+\frac{1}{2}(m-1), \xi, w\right)=d(\delta, \mu, z) \frac{L^{+}\left(\pi_{\delta, \mu}, z\right)}{L^{-}\left(\pi_{\delta, \mu}, 1-z\right)} \Xi^{+}(\Phi, z, \xi, w),
\end{gathered}
$$

where $d(\delta, \mu, z)=\gamma_{\psi}(q)^{\frac{k(k+1)}{2}} \prod_{j=0}^{k} \delta_{j}(-1) \rho\left(\delta_{j}, \mu_{j}+1-z\right)$. We define then

$$
\begin{equation*}
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right)=d(\delta, \mu, z) \frac{L^{+}\left(\pi_{\delta, \mu}, z\right)}{L^{-}\left(\pi_{\delta, \mu}, 1-z\right)} \tag{4.11}
\end{equation*}
$$

From (4.9) and (4.10) we obtain

$$
d(\delta, \mu, z)=\gamma_{\psi}(q)^{\frac{k(k+1)}{2}} \prod_{j=0}^{k} \varepsilon_{0}\left(\delta_{j}^{-1}, z-\mu_{j}, \psi\right) \frac{L_{0}\left(\delta_{j}, 1-\left(z-\mu_{j}\right)\right)}{L_{0}\left(\delta_{j}^{-1}, z-\mu_{j}\right)}
$$

and this proves the first functional equation.
Let now $\Psi \in \mathcal{S}\left(V^{-}\right)$. Applying Corollary 4.3.11 to the function $\Phi=\mathcal{F}(\Psi)$, we get

$$
\begin{equation*}
Z^{-}\left(\mathcal{F} \circ \mathcal{F}(\Psi), \frac{m+1}{2}-z, \xi, w\right)=d(\delta, \mu, z) Z^{+}\left(\mathcal{F}(\Psi), z+\frac{m-1}{2}, \xi, w\right) . \tag{4.12}
\end{equation*}
$$

As $\mathcal{F} \circ \mathcal{F}(\Psi)(Y)=\Psi(-Y)$, Theorem 4.3 .8 (2)(a) implies that for $z \in \mathbb{C}$ and $\mu \in \mathbf{U} \cap \mathbf{C}^{+}$such that $\operatorname{Re}\left(\mu_{k}-z\right)>0$, we have:

$$
Z^{-}\left(\mathcal{F} \circ \mathcal{F}(\Psi), \frac{m+1}{2}-z, \xi, w\right)=\int_{V^{-}} \Psi(-Y)\left|\nabla_{0}(Y)\right|^{\frac{m+1}{2}-z}\left\langle\pi^{*}(Y) \xi, w\right\rangle d^{*} Y
$$

Remember that there exists an element $m_{-1} \in G$ which acts by -1 on $V^{+}$and $V^{-}$and trivially on $\mathfrak{g}$ (cf. Definition 1.1.5). Hence $m_{-1}$ is central in $G$ and from the definition we have $\pi_{\delta, \mu}\left(m_{-1}\right)=$ $\prod_{j=0}^{k} \delta_{j}(-1) \operatorname{Id}_{\mathrm{I}_{\delta, \mu}}$. Therefore

$$
\begin{equation*}
Z^{-}\left(\mathcal{F} \circ \mathcal{F}(\Psi), \frac{m+1}{2}-z, \xi, w\right)=\left(\prod_{j=0}^{k} \delta_{j}(-1)\right) Z^{-}\left(\Psi, \frac{m+1}{2}-z, \xi, w\right) \tag{4.13}
\end{equation*}
$$

By analytic continuation, this equality between these two rational functions in the variables $q^{-z}$ and $q^{z}$ remains true for all $\mu \in \mathbf{U}$. From (4.12), we get

$$
Z^{+}\left(\mathcal{F}(\Psi), z+\frac{m-1}{2}, \xi, w\right)=\frac{\left(\delta_{0} \ldots \delta_{k}\right)(-1)}{d(\delta, \mu, z)} Z^{-}\left(\Psi, \frac{m+1}{2}-z, \xi, w\right) .
$$

Making the change of variable $z \rightarrow 1-z$, we get

$$
Z^{+}\left(\mathcal{F}(\Psi), \frac{m+1}{2}-z, \xi, w\right)=\frac{\left(\delta_{0} \ldots \delta_{k}\right)(-1)}{d(\delta, \mu, 1-z)} Z^{-}\left(\Psi, z+\frac{m-1}{2}, \xi, w\right),
$$

and hence

$$
\Xi^{+}(\mathcal{F}(\Psi), 1-z, \xi, w)=\frac{\left(\delta_{0} \ldots \delta_{k}\right)(-1)}{d(\delta, \mu, 1-z)} \frac{L^{-}\left(\pi_{\delta, \mu}, z\right)}{L^{+}\left(\pi_{\delta, \mu}, 1-z\right)} \Xi^{-}(\Psi, z, \xi, w)
$$

Therefore we set:

$$
\begin{equation*}
\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right)=\frac{\left(\delta_{0} \ldots \delta_{k}\right)(-1)}{d(\delta, \mu, 1-z)} \frac{L^{-}\left(\pi_{\delta, \mu}, z\right)}{L^{+}\left(\pi_{\delta, \mu}, 1-z\right)} \tag{4.14}
\end{equation*}
$$

From the knowledge of $d(\delta, \mu, z)$ (Corollary 4.3.11) and (4.9), we obtain

$$
\begin{aligned}
\frac{\left(\delta_{0} \ldots \delta_{k}\right)(-1)}{d(\delta, \mu, 1-z)} & =\gamma_{\psi}(q)^{-\frac{k(k+1)}{2}} \prod_{j=0}^{k} \rho\left(\delta_{j}, \mu_{j}+z\right)^{-1} \\
& =\gamma_{\psi}(q)^{-\frac{k(k+1)}{2}} \prod_{j=0}^{k} \frac{L_{0}\left(\delta_{j}^{-1}, 1-\left(\mu_{j}+z\right)\right)}{L_{0}\left(\delta_{j}, \mu_{j}+z\right)} \epsilon_{0}\left(\delta_{j}, \mu_{j}+z, \psi\right) .
\end{aligned}
$$

This gives the second functional equation and ends the proof of assertion (1).
Let $\Phi \in \mathcal{S}\left(V^{+}\right)$. Define $\Psi(Y)=\mathcal{F}(\Phi)(-Y)$, then $\Phi=\mathcal{F}(\Psi)$. From (4.13), we get

$$
\begin{equation*}
\Xi^{-}(\mathcal{F}(\Phi), 1-z, \xi, w)=\left(\delta_{0} \ldots \delta_{k}\right)(-1) \Xi^{-}(\Psi, 1-z, \xi, w) . \tag{4.15}
\end{equation*}
$$

Using the two functional equations and (4.15) we obtain

$$
\begin{gathered}
\Xi^{-}(\mathcal{F}(\Phi), 1-z, \xi, w)=\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \Xi^{+}(\Phi, z, w)=\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \Xi^{+}(\mathcal{F}(\Psi), z, w) \\
=\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \varepsilon^{-}\left(\pi_{\delta, \mu}, 1-z, \psi\right) \Xi^{-}(\Psi, 1-z, \xi, w) \\
=\left(\delta_{0} \ldots \delta_{k}\right)(-1) \varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \varepsilon^{-}\left(\pi_{\delta, \mu}, 1-z, \psi\right) \Xi^{-}(\mathcal{F}(\Phi), 1-z, \xi, w),
\end{gathered}
$$

which implies that

$$
\begin{equation*}
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \varepsilon^{-}\left(\pi_{\delta, \mu}, 1-z, \psi\right)=\left(\delta_{0} \ldots \delta_{k}\right)(-1) . \tag{4.16}
\end{equation*}
$$

We know from Proposition 4.5.3, that there exist finite families $\left(\Phi_{i}^{ \pm}\right)_{i \in I} \in \mathcal{S}\left(V^{ \pm}\right)$and $\left(w_{i}^{ \pm}\right)_{i \in I} \in I_{\delta, \mu}$ such that $\sum_{i \in I} \Xi^{ \pm}\left(\Phi_{i}^{ \pm}, z, \xi, w_{i}^{ \pm}\right)=1$ and such that $\Xi^{ \pm}\left(\mathcal{F}\left(\Phi_{i}^{ \pm}\right), z, \xi, w_{i}^{ \pm}\right)$are polynomials in $q^{-z}$ and $q^{z}$. The two preceding functional equations imply then that $\varepsilon^{ \pm}\left(\pi_{\delta, \mu}, z, \psi\right)$ are polynomials in $q^{-z}$ and $q^{z}$. Finally equation (4.16) implies that there are in fact monomials in $q^{-z}$. This ends the proof of the Theorem.

Remark 4.5.6. The relation

$$
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right) \varepsilon^{-}\left(\pi_{\delta, \mu}, 1-z, \psi\right)=\left(\delta_{0} \ldots \delta_{k}\right)(-1)
$$

generalizes the one for $G L(n, F)$ (see [7] p. 33 and [5] (23.4.2) p. 142)

## Corollary 4.5.7.

(1) There exists a positive integer $d(\delta, \mu)$ and a polynomial $Q_{\delta_{\mu}}^{+}(T)=\prod_{r=1}^{d(\delta, \mu)}\left(1-a_{r}\left(\delta_{\mu}\right) T\right) \in \mathbb{C}[T]$ such that

$$
L^{+}\left(\pi_{\delta, \mu}, z\right)=\frac{1}{Q_{\delta_{\mu}}^{+}\left(q^{-z}\right)} \prod_{j=0}^{k} L_{0}\left(\delta_{j}^{-1}, z-\mu_{j}\right)
$$

Then if we set $Q_{\delta_{\mu}}^{-}(T)=\prod_{r=1}^{d(\delta, \mu)}\left(1-a_{r}\left(\delta_{\mu}\right)^{-1} q T\right)$ we have also

$$
L^{-}\left(\pi_{\delta, \mu}, z\right)=\frac{1}{Q_{\delta_{\mu}}^{-}\left(q^{-z}\right)} \prod_{j=0}^{k} L_{0}\left(\delta_{j}, z+\mu_{j}\right)
$$

(2) Let $\delta \in{\widehat{\widehat{O}_{F}^{*}}}^{k+1}$. There exist roots of the unit $u_{r}$ and rational numbers $p_{r}, p_{r, j} \in \mathbb{Q}(r=$ $1, \ldots, d(\delta, \mu)$ and $j=0, \ldots, k)$, such that

$$
a_{r}\left(\delta_{\mu}\right)=u_{r} q^{-p_{r}-\sum_{j=0}^{k} p_{r, j} \mu_{j}} .
$$

Proof. From the definition of Euler factor, there exist polynomials $P_{\delta_{\mu}}^{ \pm}(T) \in \mathbb{C}[T]$ such that $P_{\delta_{\mu}}^{ \pm}(0)=$ 1 and $L^{ \pm}\left(\pi_{\delta, \mu}, z\right)=\frac{1}{P_{\delta_{\mu}}^{ \pm}\left(q^{-z}\right)}$. Let us denote by

$$
P_{\delta, \mu}^{+}(T)=\prod_{r=1}^{N}\left(1-a_{r} T\right), \quad \text { and } \quad P_{\delta, \mu}^{-}(T)=\prod_{t=1}^{N^{\prime}}\left(1-b_{t} T\right), \quad\left(a_{r}, b_{t} \in \mathbb{C}\right)
$$

the decomposition into prime factors of these two polynomials.
As the factors $\varepsilon_{0}\left(\delta_{j}^{-1}, z-\mu_{j}, \psi\right)$ and $\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right)$ are monomials in $q^{-z}$ (Theorem 4.5 .5 (2)), we obtain that there exists $C \in \mathbb{C}$ and $n \in \mathbb{Z}$ such that

$$
C q^{-n z}=\frac{L^{+}\left(\pi_{\delta, \mu}, z\right)}{L^{-}\left(\pi_{\delta, \mu}, 1-z\right)} \prod_{j=0}^{k} \frac{L_{0}\left(\delta_{j}, 1-\left(z-\mu_{j}\right)\right)}{L_{0}\left(\delta_{j}^{-1}, z-\mu_{j}\right)}
$$

Here $L_{0}(\chi, s)=P_{0}\left(\chi, q^{-s}\right)^{-1}$ where $P_{0}(\chi, T) \in \mathbb{C}[T]$ and $P_{0}(\chi, T)=1$ if $\chi$ is ramified and $P_{0}(\chi, T)=1-\chi(\pi) T$ if $\chi$ is non ramified (see (4.8)).

Then, we obtain easily

$$
\begin{equation*}
C T^{n} P_{\delta_{\mu}}^{+}(T) \prod_{j=0}^{k} P_{0}\left(\delta_{j}, q^{-1-\mu_{j}} T^{-1}\right)=P_{\delta_{\mu}}^{-}\left(q^{-1} T^{-1}\right) \prod_{j=0}^{k} P_{0}\left(\delta_{j}^{-1}, q^{\mu_{j}} T\right) \tag{4.17}
\end{equation*}
$$

And if all the $\delta_{j}$ 's are ramified, the preceding relation becomes

$$
C T^{n} \prod_{r=1}^{N}\left(1-a_{r} T\right)=\prod_{t=1}^{N^{\prime}}\left(1-b_{t}(q T)^{-1}\right)=T^{-N^{\prime}} \prod_{t=1}^{N^{\prime}}\left(-b_{t} q^{-1}\right) \prod_{t=1}^{N^{\prime}}\left(1-b_{t}^{-1} q T\right)
$$

This implies that $N=N^{\prime}$ and that $\left\{a_{1}, \ldots, a_{N}\right\}=\left\{q b_{1}^{-1}, \ldots, q b_{N}^{-1}\right\}$, and hence assertion (1) is proved in this case by taking $Q_{\delta_{\mu}}^{ \pm}(T)=P_{\delta_{\mu}}^{ \pm}(T)$.

Suppose now that at least one $\delta_{j}$ is non ramified. Up to a change of the indexation of the $\delta_{j}$ 's, one can suppose that there exists $k_{0} \geq 0$ such that $\delta_{j}$ is non ramified for $0 \leq j \leq k_{0}$ and $\delta_{j}$ is ramified for $j>k_{0}$.
Equation (4.17) becomes then

$$
\begin{align*}
& P_{\delta_{\mu}}^{-}\left(q^{-1} T^{-1}\right) \prod_{j=0}^{k_{0}}\left(1-\delta_{j}^{-1}(\pi) q^{\mu_{j}} T\right)=C T^{n} P_{\delta_{\mu}}^{+}(T) \prod_{j=0}^{k_{0}}\left(1-\delta_{j}(\pi) q^{-1-\mu_{j}} T^{-1}\right) \\
& \quad=C T^{n-\left(k_{0}+1\right)}\left(\prod_{j=0}^{k_{0}}\left(-\delta_{j}(\pi) q^{-1-\mu_{j}}\right) P_{\delta_{\mu}}^{+}(T) \prod_{j=0}^{k_{0}}\left(1-\delta_{j}(\pi)^{-1} q^{1+\mu_{j}} T\right)\right. \tag{4.18}
\end{align*}
$$

This shows that the polynomial $\prod_{j=0}^{k_{0}}\left(1-\delta_{j}^{-1}(\pi) q^{\mu_{j}} T\right)$ divides $P_{\delta_{\mu}}^{+}(T)$. We set

$$
Q_{\delta_{\mu}}^{+}(T)=\frac{P_{\delta_{\mu}}^{+}(T)}{\prod_{j=0}^{k_{0}}\left(1-\delta_{j}^{-1}(\pi) q^{\mu_{j}} T\right)} .
$$

Relation (4.18) can now be written as

$$
P_{\delta_{\mu}}^{-}\left(q^{-1} T^{-1}\right)=C T^{n} Q_{\delta_{\mu}}^{+}(T) \prod_{j=0}^{k_{0}}\left(1-\delta_{j}(\pi) q^{-1-\mu_{j}} T^{-1}\right)
$$

Therefore $\prod_{j=0}^{k_{0}}\left(1-\delta_{j}(\pi) q^{-\mu_{j}} T\right)$ divides $P_{\delta_{\mu}}^{-}(T)$ and we set

$$
Q_{\delta_{\mu}}^{-}(T)=\frac{P_{\delta_{\mu}}^{-}(T)}{\prod_{j=0}^{k_{0}}\left(1-\delta_{j}(\pi) q^{-\mu_{j}} T\right)} .
$$

Then

$$
C T^{n} Q_{\delta_{\mu}}^{+}(T)=Q_{\delta_{\mu}}^{-}\left(q^{-1} T^{-1}\right) .
$$

As before, we obtain then the asserted form for the functions $L^{ \pm}\left(\pi_{\delta, \mu}, z\right)$.
Let us now show assertion (2).
From Theorem 3.2.3, we know that for $\omega \in{\widehat{\mathscr{O}_{F}^{*}}}^{k+1}$, there exists a polynomial

$$
\begin{equation*}
R^{+}(\omega, s)=\prod_{r=1}^{d_{0}}\left(1-q^{-N_{r}-\sum_{j=0}^{k} N_{r, j} s_{j}}\right), \quad N_{r} \in \mathbb{N}, N_{r, j} \in \mathbb{N} \tag{4.19}
\end{equation*}
$$

such that, for all $\Phi \in \mathcal{S}\left(V^{+}\right)$, the function $R^{+}(\omega, s) \mathcal{K}^{+}(\Phi, \omega, s)$ is a polynomial is the variables $q^{s_{j}}$ and $q^{-s_{j}}$.
Remember that $\omega(\delta)=\left(\omega_{0}, \ldots, \omega_{k}\right)=\left(\delta_{0}^{-1}, \delta_{0} \delta_{1}^{-1}, \ldots, \delta_{k-1} \delta_{k}^{-1}\right)$ and that $s(\mu)=\left(s_{0}, \ldots, s_{k}\right)$ is defined by the relations $s_{0}+\ldots+s_{j}=\frac{d}{4}(k-2 j)-\mu_{j}$ (see Definition 4.3.3). Theorem 4.3.8 implies that for $\Phi \in \mathcal{S}\left(V^{+}\right) w \in I_{\delta, \mu}$ and $\xi \in\left(I_{\delta, \mu}^{*}\right)^{H}$, the function $R^{+}(\omega(\delta), s(\mu)+z-m) Z^{+}(\Phi, z, \xi, w)$ is a polynomial in $q^{-z}$ and $q^{z}$.
Set $\mathcal{P}(T)=\prod_{r=1}^{d_{0}}\left(1-c_{r}\left(\delta_{\mu}\right) T^{N_{r, 0}}\right)$ with $c_{r}\left(\delta_{\mu}\right)=q^{-N_{r}+\frac{N_{r, 0}}{2}(m+1)-\sum_{j=0}^{k} N_{r, j} s_{j}}$. Then $\mathcal{P}\left(q^{-z}\right)=$ $R^{+}\left(\omega(\delta), s(\mu)+z-\frac{1}{2}(m+1)\right)$.
As $z+\frac{1}{2}(m-1)-m=z-\frac{1}{2}(m+1)$, it is easily seen that the function $L^{+}(z)=\frac{1}{\mathcal{P}\left(q^{-z}\right)}$ is an Euler factor in $\mathcal{E}^{+}$(see Definition 4.5.1 (2)).

Then from Proposition 4.5.3, 2), the polynomial $P_{\delta, \mu}^{+}$divides $\mathcal{P}$ in $\mathbb{C}[T]$. Hence, up to permutations of the families $\left(N_{r}, N_{r, 0}, \ldots, N_{r, k}\right)$, there exists $r_{0}^{+} \leq d_{0}$, and for all $r \in\left\{1, \ldots, r_{0}^{+}\right\}$, a finite family
$U_{r}^{+}$of $N_{r, 0^{-}}$th root of unity such that

$$
P_{\delta, \mu}^{+}(T)=\prod_{r=1}^{r_{0}^{+}} \prod_{u \in U_{r}^{+}}\left(1-u b_{r}\left(\delta_{\mu}\right) T\right), \text { with } b_{r}\left(\delta_{\mu}\right)=c_{r}\left(\delta_{\mu}\right)^{1 / N_{r, 0}}=q^{-\frac{N_{r}}{N_{r, 0}}+\frac{m+1}{2}-\sum_{j=0}^{k} \frac{N_{r, j}}{N_{r, 0}} s_{j}} .
$$

As $s_{0}=\frac{k d}{4}-\mu_{0}$ and $s_{j}=\mu_{j-1}-\mu_{j}-\frac{d}{2}$, we obtain assertion (2).

We will now describe how the $\varepsilon$-factors $\varepsilon^{ \pm}\left(\pi_{\delta, \mu}, z, \psi\right)$ depend on the additive character $\psi$.
Let $a \in F^{*}$ Remember that $m_{a}$ is the element in $G$ which acts by multiplication by $a$ on $V^{+}$, by multiplication by $a^{-1}$ on $V^{-}$and trivially on $\mathfrak{g}$ (Definition 1.1.5). Therefore $m_{a}$ is central in $G$. Let $\mu=\mu_{0} \lambda_{0}+\ldots \mu_{k} \lambda_{k}$ and define $\varpi(a)=\left(\delta_{0} \ldots \delta_{k}\right)(a)|a|^{\mu_{0}+\ldots+\mu_{k}}$. Then $\pi_{\delta, \mu}\left(m_{a}\right)=\varpi(a) \operatorname{Id}_{I_{\delta, \mu}}$.

Proposition 4.5.8. . Let $a \in F^{*}$. Denote by $\psi^{a}$ the character of $F$ given by $\psi^{a}(t)=\psi(a t)$. Let $\left(d^{a} X, d^{a} Y\right)=\left(c_{a} d X, d_{a} d Y\right)$, with $c_{a}, d_{a}>0$, a pair of measures on $\left(V^{+}, V^{-}\right)$which are dual for the Fourier transform $\mathcal{F}^{a}$ defined by $\psi^{a}$. Then $c_{a} d_{a}=|a|^{\operatorname{dim} V^{+}}$and

$$
\begin{aligned}
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi^{a}\right) & =\frac{\varpi(a)^{-1}|a|^{(k+1)\left(\frac{m-1}{2}+z\right)}}{c_{a}} \varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi^{a}\right), \\
\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi^{a}\right) & =c_{a} \varpi(a)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)} \varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right) .
\end{aligned}
$$

If $d_{a}=c_{a}=|a|^{\frac{\operatorname{dim}^{+}}{2}}=|a|^{m \frac{(k+1)}{2}}$, the preceding formulas become

$$
\begin{gathered}
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi^{a}\right)=\varpi(a)^{-1}|a|^{(k+1)\left(z-\frac{1}{2}\right)} \varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right), \\
\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi^{a}\right)=\varpi(a)|a|^{(k+1)\left(z-\frac{1}{2}\right)} \varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right) .
\end{gathered}
$$

## Proof.

From the definitions we have:

$$
\begin{equation*}
\mathcal{F}^{a}(\Phi)(Y)=c_{a} \int_{V^{+}} \Phi(X) \psi(a b(X, Y)) d X=c_{a} \mathcal{F}(\Phi)(a Y) . \tag{4.20}
\end{equation*}
$$

It is easily seen that the measures $c_{a} d X$ and $d_{a} d Y$ are dual for $\mathcal{F}^{a}$ if and only if

$$
c_{a} d_{a}=|a|^{\operatorname{dim} V^{+}} .
$$

From (4.11) and (4.14), the functions $\varepsilon^{ \pm}\left(\pi_{\delta, \mu}, z, \psi\right)$ are uniquely determined by $d(\delta, \mu, z)$ which appears in the functional equation satisfied by $Z^{ \pm}(\Phi, z, \xi, w)$. The definition of these functions depends on the choice of the dual measures $(d X, d Y)$ on $V^{+} \times V^{-}$. Let $Z^{a, \pm}(\Phi, z, \xi, w)$ be the new zeta functions relative to $\left(c_{a} d X, d_{a} d Y\right)$. Then $Z^{1, \pm}(\Phi, z, \xi, w)=Z^{ \pm}(\Phi, z, \xi, w)$.

Let $\Phi \in \mathcal{S}\left(V^{+}\right)$and $w \in I_{\delta, \mu}$. Let also $z \in \mathbb{C}$ such that $\operatorname{Re}\left(\mu_{k}-z\right)>0$. Then $Z^{-}\left(\mathcal{F}(\Phi), \frac{1}{2}(m+\right.$ $1)-z, \xi, w)$ is given by an integral (Theorem 4.3.8 (2)(a)). Using (4.20) and the $G$-invariance of $d^{*} Y$ under the central element $m_{a}$, we obtain:

$$
\begin{gathered}
\left.Z^{a,-}\left(\mathcal{F}^{a}(\Phi), \frac{m+1}{2}-z, \xi, w\right)=Z^{a,-}\left(c_{a} \mathcal{F}(\Phi)(a \cdot)\right), \frac{m+1}{2}-z, \xi, w\right) \\
=|a|^{\operatorname{dim} V^{+}} \int_{V^{-}} \mathcal{F}(\Phi)\left(m_{a}^{-1} \cdot Y\right)\left|\nabla_{0}(Y)\right|^{\frac{m+1}{2}-z}\left\langle\pi_{\delta, \mu}^{*}(Y) \xi, w\right\rangle d^{*} Y \\
=|a|^{\operatorname{dim} V^{+}} \int_{V^{-}} \mathcal{F}(\Phi)(Y) \frac{1}{|a|^{(k+1)\left(\frac{m+1}{2}-z\right)}}\left|\nabla_{0}(Y)\right|^{\frac{m+1}{2}-z}\left\langle\pi_{\delta, \mu}^{*}\left(m_{a} . Y\right) \xi, w\right\rangle d^{*} Y
\end{gathered}
$$

$$
\begin{aligned}
& =|a|^{\operatorname{dim} V^{+}} \int_{V^{-}} \mathcal{F}(\Phi)(Y) \frac{1}{|a|^{(k+1)\left(\frac{m+1}{2}-z\right)}}\left|\nabla_{0}(Y)\right|^{\frac{m+1}{2}-z}\left\langle\pi_{\delta, \mu}^{*}(Y) \xi, \pi_{\delta, \mu}\left(m_{a}^{-1}\right) w\right\rangle d^{*} Y \\
& =\varpi(a)^{-1}|a|^{\operatorname{dim} V^{+}} \int_{V^{-}} \mathcal{F}(\Phi)(Y) \frac{1}{|a|^{(k+1)\left(\frac{m+1}{2}-z\right)}}\left|\nabla_{0}(Y)\right|^{\frac{m+1}{2}-z}\left\langle\pi_{\delta, \mu}^{*}(Y) \xi, w\right\rangle d^{*} Y
\end{aligned}
$$

As $m=\frac{\operatorname{dim} V^{+}}{k+1}$ we have

$$
Z^{a,-}\left(\mathcal{F}^{a}(\Phi), \frac{m+1}{2}-z, \xi, w\right)=\varpi(a)^{-1}|a|^{(k+1)\left(\frac{m-1}{2}+z\right)} Z^{-}\left(\mathcal{F}(\Phi), \frac{m+1}{2}-z, \xi, w\right) .
$$

Therefore $Z^{a,-}\left(\mathcal{F}^{a}(\Phi), \frac{m+1}{2}-z, \xi, w\right)=d^{a}(\delta, \mu, z) Z^{a,+}\left(\Phi, z+\frac{m-1}{2}, \xi, w\right)$ where

$$
d^{a}(\delta, \mu, z)=d(\delta, \mu, z) \frac{\varpi(a)^{-1}|a|^{(k+1)\left(\frac{m-1}{2}+z\right)}}{c_{a}}
$$

which implies that

$$
\varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi^{a}\right)=\frac{\varpi(a)^{-1}|a|^{(k+1)\left(\frac{m-1}{2}+z\right)}}{c_{a}} \varepsilon^{+}\left(\pi_{\delta, \mu}, z, \psi\right)
$$

Similarly, taking again $z \in \mathbb{C}$ such that $\operatorname{Re}\left(\mu_{k}-z\right)>0$, one has

$$
\mathcal{F}^{a}(\Psi)(X)=d_{a} \int_{V^{+}} \Psi(Y) \psi(a b(X, Y)) d Y=d_{a} \mathcal{F}(\Psi)(a X)
$$

and

$$
\begin{gathered}
Z^{a,+}\left(\mathcal{F}^{a}(\Psi), \frac{m+1}{2}-z, \xi, w\right)=|a|^{\operatorname{dim} V^{+}} \int_{V^{+}} \mathcal{F}(\Psi)(a X)\left|\Delta_{0}(X)\right|^{\frac{m+1}{2}-z}\left\langle\pi_{\delta, \mu}^{*}(X) \xi, w\right\rangle d^{*} X \\
=|a|^{\operatorname{dim} V^{+}} \int_{V^{+}} \mathcal{F}(\Psi)(X)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)}\left|\Delta_{0}(X)\right|^{\frac{m+1}{2}-z}\left\langle\pi_{\delta, \mu}^{*}\left(m_{a}^{-1} \cdot X\right) \xi, w\right\rangle d^{*} X \\
=|a|^{\operatorname{dim} V^{+}} \varpi(a)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)} Z^{+}\left(\mathcal{F}(\Psi), \frac{m+1}{2}-z, \xi, w\right)
\end{gathered}
$$

If we divide both sides of the preceding identity by $L\left(\pi_{\delta, \mu}, 1-z\right)$ we obtain

$$
\begin{aligned}
\Xi^{a,+}\left(\mathcal{F}^{a}(\Psi), 1-z, \xi, w\right) & =|a|^{\operatorname{dim} V^{+}} \varpi(a)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)} \Xi^{+}(\mathcal{F}(\Psi), 1-z, \xi, w) \\
& =|a|^{\operatorname{dim} V^{+}} \varpi(a)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)} \varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right) \Xi^{-}(\Psi, z, \xi, w) \\
& =\frac{1}{d_{a}}|a|^{\operatorname{dim} V^{+}} \varpi(a)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)} \varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right) \Xi^{a,-}(\Psi, z, \xi, w)
\end{aligned}
$$

And hence

$$
\varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi^{a}\right)=c_{a} \varpi(a)|a|^{-(k+1)\left(\frac{m+1}{2}-z\right)} \varepsilon^{-}\left(\pi_{\delta, \mu}, z, \psi\right) .
$$
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