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Abstract. Industry 4.0 is witnessing the emergence of new hybrid teams, com-

posed of human operators and intelligent, autonomous cyber-physical systems. 

Within these teams, new questions regarding cooperation arise, especially con-

cerning human trust in the artificial agents able to provide recommendations 

based on data or processing capabilities that humans lack. This paper explores 

the issue of trust through two case studies, modeling the various layers of trust, 

examining their impact on the acceptance of recommendations, and investigat-

ing whether agent transparency affects trust.1 
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1 Introduction 

Human-autonomy teams in Industry 4.0 involve the collaboration between human 

workers and autonomous systems, including robots and AI, to enhance efficiency, 

productivity, and competitiveness in industrial environments. These teams harness the 

complementary skills and strengths of both humans and machines to perform tasks 

and make decisions, resulting in better performance and customer satisfaction [1, 2, 

3]. In this new era of manufacturing, human-autonomy teams are essential in shaping 

the future of work and industry competitiveness. 

In many industrial contexts, these hybrid teams operate through a vertical coopera-

tion structure, where a higher-level hierarchical agent oversees and holds authority, 

while the lower-level agent offers advice [4]. Specifically, artificial intelligence (AI) 

can analyze a situation and suggest a course of action to a human operator. The hu-

man can choose to trust and follow the AI's recommendation or consider and debate 

the AI's advice before making a decision. 

1.1 Different layers of Human-Autonomy Trust 

According to [5], in the relationship between humans and AI, the human acts as 

the trustor and the AI as the trustee, with the trust relationship heavily influenced by 

 
1 This paper is a modified version of [23] presented in the French-Speaking Conference CIGI 



the situation's characteristics (such as task goals and environmental constraints). Trust 

in AI is shaped by three interrelated layers [6, 7], as illustrated in Figure 1: 

• Dispositional trust: This refers to the a priori trust in technology, influenced by 

personal traits such as age, gender, and general propensity to trust technology. 

• Trust in signal: Also known as learned trust [6], this layer pertains to how humans 

perceive and interact with the accuracy of the AI's messages over time. It is affect-

ed by the perceived reliability of the AI both before and during interactions, as well 

as the explanations provided by the AI. 

• Situational trust: This involves elements related to the environment that impact 

trust, such as the perceived risk of a situation and the evaluation of the conse-

quences if we follow agent’s advice. 

Furthermore, there may be a moderating effect between trust in signal and situa-

tional trust [7]. Humans primarily base their decision to comply with the AI on trust 

in the signal. However, the perception of risk associated with the situation can influ-

ence this trust, altering the degree to which humans choose to comply with the AI. 

 
Fig. 1. 3 layers of trust, as explaining factors of human compliance with autonomous systems 

1.2 Agent transparency to correct and calibrate trust 

Recent research on Human-Autonomy Teaming [8, 9] indicates that transparency 

play a crucial role in the way a human intends to cooperate with an autonomous 

agent. By adjusting agent transparency, it is possible to correct misplaced trust—

whether undue distrust or overconfidence—and to calibrate trust, aligning compliance 

rates more closely with system reliability [10]. As highlighted in recent literature 

reviews on transparency [11, 12], there are two primary approaches to describing and 

operationalizing transparency: the Situation Awareness-based Agent Transparency 

(SAT) model by Chen et al. [13], and Lyons's framework for transparency in human-

robot interaction [14]. 

The SAT model defines three levels of agent transparency based on Situation 

Awareness theory [13]. Level 1 is dedicated to the communication of basic infor-

mation about the current states and the actions of the agent. Level 2 deals with the 

rationales and the explanations underlying the agent’s actions or decisions. That al-



lows the human to understand the information processing of the agents, as well as its 

work constraints and its rooms for actions. Finally, level 3 is more focused on the 

sharing of information related to estimated or projected outcomes, as well as the 

communication of the probability metrics associated with these projections and these 

estimations. 

According to Lyons [14], transparency can also be considered in different models 

related to cooperative situations, divided into two main dimensions. The robot-TO-

human (rTOh) transparency deals with what the agent communicates about itself to 

the human operator, including its goals (intentional model), the tasks it carries out 

(task model), its reasoning (analytical model), and its work situation (environmental 

model). Conversely, robot-OF-human (rOFh) transparency concerns what the agent 

communicates about the human operator to this human. The agent plays the role of a 

kind of a virtual “mirror” for the human partner. This rOFh transparency can encom-

pass the cognitive and physical state of the human (operator model) as well as the 

organization of the activity between the human and the agent (the teamwork model). 

1.3 Research questions 

Drawing from the various concepts and models discussed above, this paper ad-

dresses three main research questions or hypotheses: 

• R1: We aim to investigate how each of the three layers of trust [6] in autonomy 

influences and drives compliance with AI. 

• R2: In line with the literature and the hypotheses proposed by Chancey et al. [7], 

we seek to explore how situational trust can moderate the impact of trust in signal 

on compliance with autonomy. 

 
Fig. 2. agent transparency, as moderator of trust in signal and situational trust 

 

• R3: As depicted in Figure 2, we assume compliance with and trust in AI can be 

adjusted and enhanced by varying agent transparency across different levels and 

dimensions. Specifically, transparency related to situational risk and operator 

workload (provided by Robot-OF-human models [14]) could affect situational 



trust, while transparency related to the agent’s processes generating recommenda-

tions (provided by Robot-To-Human models [14]) may influence trust in signal. 

2 Method 

2.1 Human-autonomy teaming and trust at different levels of activity in 

Industry 4.0 

Industry 4.0 introduces new human-machine systems, comprising human opera-

tors and cyber-physical components, whose multifaceted interactions at operational, 

tactical, and strategic levels will aid in monitoring and managing manufacturing sys-

tems. These interactions can be examined through various frameworks. Schmidt [16] 

employs a functional-structural approach, identifying three types of cooperation: 

• Augmentative cooperation boosts physical or intellectual teamwork by adding 

agents with identical skills to handle a workload that a single agent cannot manage. 

• Confrontative cooperation improves solutions and reduces errors by comparing 

views between agents, requiring mutual monitoring and control, following 

Reagan’s principle, “trust but verify.” 

• Integrative cooperation involves agents with complementary skills working to-

gether. 

Additionally, Hoc's [17] functional approach highlights the resulting interferences 

between human and artificial agents, which must be managed at three levels: 

• Cooperation in action: Involves managing operational activities in real-time and 

short-term, including creating (e.g., disagreement), detecting (e.g., redundancy), 

anticipating, and resolving interferences. 

• Cooperation in planning: Encompasses tactical activities for managing common 

goals and plans, and dividing functions. 

• Meta-cooperation: Supports the previous levels by developing a shared communi-

cation code and models for both self and partner. 

2.2 Two case studies to explore transparency and trust 

The research presented in this paper stems from two French national projects. First, 

the SEANATIC project, supported by ADEME (the French Agency for Environment 

and Sustainable Development), brought together the expertise of academic and indus-

trial partners, including Lab-STICC UMR CNRS 6285, Azimut, IoT.bzh, Thalos, and 

Piriou. This project focused on developing a comprehensive set of solutions to collect, 

analyze, and present technical data to aid mechanical engineers and fleet managers in 

improving preventive maritime maintenance using new intelligent and predictive tools 

based on machine learning. Second, the HUMANISM project, funded by ANR (the 

French National Research Agency), was conducted by three academic partners: Lab-

STICC UMR CNRS 6285, CReSTIC EA 3804, and LAMIH UMR CNRS 8201. The 

project aimed to model and develop new mechanisms for function allocation, dia-

logue, and HMI to facilitate human-machine cooperation in Industry 4.0, particularly 



with intelligent robots and AI at operational, tactical, and strategic levels. Table 1 lists 

the characteristics of these two case studies, presented in sections 3 and 4, highlight-

ing their differences in addressing the question of human-autonomy trust across vari-

ous settings, such as different levels of activity management and agent accuracy. 

Table 1. characteristics of the two use cases studied in two research projects 

 Humanism project Seanatic project 

ACTIVITY IN INDUSTRY 

4.0 

Order picking at dif-

ferent stations in a pro-

duction line 

Maintenance opera-

tion planning in mari-

time domain 

HUMAN-MACHINE 

COOPERATION TYPES [16] 

Confrontative cooperation: agent proposes ac-

tions, human decides to accept or not 

Integrative cooperation: agent processes and 

shares information that a human could hardly manage 

LEVEL OF 

COOPERATION 

INTERFERENCES [17] 

Cooperation in action, 

at operational level 

Cooperation in plan-

ning, at tactical level 

ABILITY AND 

ACCURACY OF 

AUTONOMOUS AGENT 

Robot always myopic  
Strong and reliable 

predictive model 

Systemic inaccuracy 

in recommendation  

High accuracy (90%) 

in recommendation 

KNOWLEDGE OF 

PARTICIPANTS 

Accuracy unknown by 

participants  

Accuracy known by 

participants 

2.3 Evaluation of trust and compliance 

Various questionnaires and metrics are proposed in the literature to evaluate the 

different layers of trust, as well as the compliance rate of human participants with AI 

recommendations. Table 2 details what we used in our experiments (cf. §3 and §4). 

Table 2. Measures of trust and compliance 

Trust layers Metrics, questionnaires and references 

COMPLIANCE - Measured in each situation after the participant's decision (accept 

or reject agent’s recommendation). 

TRUST IN 

SIGNAL 

- Measured at the beginning and after each situation using the 

IMOTRIS scale (French translation of [18]). 

- Measured using a trust signal item after each situation. 

SITUATIONAL 

TRUST 

- Perception of risk measured with risk perception scales (French 

translation of [19]). 

- Mental workload measured with ISA (French translation of [20]) 

after each situation. 

DISPOSITIONAL 

TRUST 

- Participant's affinity towards technology using the ATI scale 

(French translation of [21]). 

- Participant's propensity to trust technology using the PTT scale 

(French translation of [22]). 



2.4 Data processing and analysis 

Finally, we analyzed the relationships between the different layers of trust and 

agent transparency settings by computing logistic regressions and linear mixed mod-

els with the lme4 package in R studio. In all statistical models, we included in our 

models the dimensions of transparency and situation characteristics as interacting 

categorical predictors, and we included a random intercept for participants. We also 

used stepwise model selection using AIC to select the best model.  

3 1st case study: HAT in operational activities of order picking 

3.1 Experiment 

In Humanism project, the experiment was designed to instantiate a cooperation be-

tween human operators and a collaborative robot (i.e. cobot), preparing different cus-

tomer orders at their own workstation, sharing the same resources (the parts are stored 

in the warehouse, and supplied to the different stations through a common conveyor 

belt) (Figure 3). Regularly, there is a seeming interference between the human and the 

agent, taking the form of a stock-out of a shared resource (cf. Figure 3). The cobot 

asked some help from the participant, playing the role of the supervisor of the produc-

tion facility, by taking some parts in the stock of another human operator and by 

transferring in the cobot stock, to solve this problem of stock-out. However, this re-

quest could be irrelevant, due to an informational myopia of the cobot, which is not 

able to verify if it can be supplied from the warehouse with these missing parts. 

 
Fig. 3. Order Picking experiment 

53 students specialized in industrial engineering (17 women, 36 men, mean age = 

21.34 years, SD = 1.67) participated to this experiment. They were presented to re-

peated situations, in which the transparency varied in levels (cf. SAT framework 



[13]), along two different dimensions [14], as explained in the table 3. This experi-

ment aims to answer two of our research questions: 

• R1. Which kind of trust really drive compliance with AI? 

• R2. How situational trust moderates the effect of trust in signal upon compliance? 

Table 3. Transparency conditions in Humanism 

CONDITION 

TRANSPARENCY LEVEL ON 

ANALYTICAL MODEL, RELATED 

TO TRUST IN SIGNAL 

TRANSPARENCY LEVEL ON 

OPERATOR MODEL, RELATED 

TO SITUATIONAL TRUST 

S1 
A_L2: Cobot alerts on a po-

tential problem of missing re-

sources, but without transparen-

cy on its myopia. Participant 

could think cobot had consid-

ered the warehouse stock. 

O_L0: there is no transpar-

ency on teammate taskload 

S2 
O_L1+: human teammate 

is less busy than cobot 

S3 

O_L1-: human teammate is 

busier than cobot, and cobot 

request can disturb human 

activity 

S4 
A_L3: Additionally, cobot 

specified it did not consider the 

warehouse's in-stock, being 

transparent on its myopia.  Par-

ticipants were certain about 

cobot limitations. 

O_L0: described above 

S5 O_L1+: described above 

S6 O_L1-: described above 

3.2 Results 

R1. Relationship between compliance and trust layers 

• Dispositional trust. We did not find any significant effect of participant's affinity 

towards technology (using the ATI scale) and participant's propensity to trust tech-

nology (using the PTT scale) upon compliance.   

• Trust in signal. Compliance and trust in signal were significantly correlated with 

Mann-Whitney tests. Compared to non-compliant participants, participants follow-

ing the cobot's proposal reported to better understand to cobot (W=50846, p = 

.008), to feel it as more reliable (W=51383, p = .004), as well as more trustworthy 

(W=55450, p < .001).  

• Situational trust. Similarly, there was a significant relationship between compli-

ance and risk perception. Indeed, participants accepting the cobot’s proposal per-

ceived lower risk of the situation than participants declining their help to the cobot 

(W=23378, p=.038). 



 

Fig. 4. Mixed effect of trust layers on compliance 

R2. Moderation effect of situational trust on compliance 

Compliance is significantly higher when cobot is non-transparent on the situation 

(condition O_L0, with no information on human teammate activity), compared to 

condition O_L1-, where cobot is transparent about the fact that the teammate is busier 

than itself (OR = 8.47, p < .001).  

Moreover, situational trust was analyzed as interacting with trust in signal upon 

compliance. Indeed, participants complied less with a cobot having a low transparen-

cy on the analytical model and a high transparency on the negative state of the opera-

tor (A_L2 and O_L1-),  than when they cooperated with a cobot very transparent on 

the analytical model and on the positive state of the teammate (A_L3 and O_L1+) 

(OR = 7.29, p < .01).  

4 2nd case study: HAT in tactical planning activities 

4.1 Experiment 

In Seanatic project, a case study was designed, with a human and an AI cooperat-

ing in planning maintenance; AI can suggest advancing or postponing operations, and 

human decides to accept this modification, or decline it and keep the initial date from 

the CMMS tool (cf. Figure 5, left side). 39 participants (25 men, 14 women, mean age 

= 22.15 years, SD = 2.77), students in industrial engineering, were presented to re-

peated situations, where AI suggested different decisions (advance or postpone a 

maintenance operation) in different context (critical or non-critical part to change), 

with different level of agent transparency. In addition to default transparency of AI on 

analytical and environmental models in every situation, as illustrated in Figure 5 

(right), information was added, either on system reliability (in condition Rel, display-

ing information supporting trust in signal), or on environment risk on equipment and 



logistics (in condition Risk, displaying information related to situational trust). A last 

condition (Rel&Risk) combined both previous settings. In this experiment, we aim to 

answer two of our main research questions: 

• R1. Which kind of trust does really drive compliance with AI? 

• R3. How may transparency settings play upon the different layers of trust? 

         
Fig. 5. Maintenance planning experiment (left) and transparency conditions in Seanatic (right) 

4.2 Results 

R1. Relationship between compliance and trust layers 

• Dispositional trust. We did not find any significant effect of participant's affinity 

towards technology (using the ATI scale) and participant's propensity to trust tech-

nology (using the PTT scale) upon compliance.   

• Trust in signal. Mann-Whitney analyses showed that trust in signal and compli-

ance are significantly associated, with higher trust for participants complying with 

the predictive maintenance tool (W = 3857.5, p < .001). 

• Situational trust. Similarly, compliance was found to be correlated with risk per-

ception. Participants complying with predictive maintenance suggestions signifi-

cantly reported the perception of a lower risk (W=13911, p < .001). 

R3. Effect of transparency on trust in signal and situational trust 

As depicted in Figure 6, when AI was transparent only on "Reliability" (“Rel” 

condition), there was an increase in trust in signal compared to situations where AI 

communicated risks (respectively for "Rel & Risk": OR = 0.39, p < .05; and for 

"Risk": OR = 0.26, p = .001). Moreover, for risk perception, when AI was transparent 

only on Reliability (“Rel” condition), there was a decrease in risk perception com-

pared to situations where AI was transparent about risks (respectively for 

"Rel&Risk": OR = 4.73, p < .001; and for "Risk": OR = 6.02, p < .001). Finally, the 



criticality of maintenance operations did not influence trust in the signal. On the con-

trary, we observed that when the criticality of the proposal is "Moderate," the percep-

tion of risk was higher compared to a "High" criticality (OR = 3.21, p < .005). 

 
Fig. 6. Effect of transparency on different trust layers 

5 Discussion 

These two case studies have explored the relationships between agent transparen-

cy, trust, and compliance, within human-autonomy teams (HAT) involved in activities 

representative of Industry 4.0. We were thus able to study these relationships both in 

operational activities (cooperation in doing) and tactical activities (cooperation in 

planning), as well as with intelligent systems that are more or less reliable (very my-

opic and uncertain for Humanism, very reliable for Seanatic). 

These different experiments showed some convergence and reproducibility of the 

results, particularly regarding question R1. Contrary to what we might have expected 

from the results of our two experiments, dispositional trust does not significantly af-

fect compliance. We argue here that dispositional trust is not directly link to behav-

ioural measure because it is more influenced by factors relatives to the situation. Our 

following results are congruent with this explanation. The other two layers of trust are 

strongly correlated with compliance: compliance increases with a higher trust in sig-

nal and a lower risk perception (risk perception being linked with situational trust). 

Moreover, the findings related to question R2 and presented in Humanism case 

study were therefore congruent with the assumptions of Chancey et al. [7], posing that 

risk perception can be considered as a moderator of the human trust in autonomous 

agent’s reliability, and that moderating effect impacts human compliance with a robot. 

Finally, considering the question R3, we have found that playing on agent trans-

parency levels and dimensions can significantly modify trust in signal and situational 

trust, and subsequently compliance with intelligent systems (cf.  Figure 6). This find-



ing corroborates the different research works mentioned in §1.2, and open new per-

spectives, in design or operation stages, to correct or better calibrate trust in autono-

my, to avoid distrust, mistrust and complacency effect. 

6 Conclusion 

This research work investigated the question of trust in human-autonomy teams 

(HAT) within Industry 4.0 situations. This paper articulates the different conceptual 

works on trust in autonomy, in terms of behavioural performance (compliance with 

AI) and trust layers (dispositional trust, situational trust and trust is signal). Moreover, 

based on two case studies, it provides insights on how each trust layer can play upon 

compliance and how these layers are interrelated. Finally, it demonstrates how trust 

and compliance can be modified and manipulated by varying agent transparence. It 

opens perspectives for the design and operational control of HAT by incorporating a 

bidirectional dialog between the operator and the autonomous agent. 
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