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Noisy integrate-and-fire equation: continuation after blow-up

Xu’an Dou∗ Benôıt Perthame† Delphine Salort‡§ Zhennan Zhou¶‖

September 20, 2024

Abstract

The integrate and fire equation is a classical model for neural assemblies which can exhibit finite
time blow-up. A major open problem is to understand how to continue solutions after blow-up.

Here we study an approach based on random discharge models and a change of time which
generates a classical global solution to the expense of a strong absorption rate 1/ε. We prove
that in the limit ε → 0+, a global solution is recovered where the integrate and fire equation is
reformulated with a singular measure. This describes the dynamics after blow-up and also gives
information on the blow-up phenomena itself.

The major difficulty is to handle nonlinear terms. To circumvent it, we establish two new
estimates, a kind of equi-integrability of the discharge measure and a L2 estimate of the density.
The use of the new timescale turns out to be fundamental for those estimates.

2020 Mathematics Subject Classification. 35Q84; 35Q92; 35B25; 35B44; 92B20

Keywords and phrases. Blow-up; Neural assemblies; Integrate-and-fire; Fokker-Planck equations.

1 Introduction

The nonlinear noisy leaky integrate-and-fire equation (NNLIF in short) has been introduced to rep-
resent some homogeneous neural networks, see [4, 3] and the references therein. In this model, each
neuron is governed by the integrate-and-fire dynamics with noise, and each neuron receives instanta-
neously the mean activity of the network. It is now a well-established continuous description derived
from random finite size networks, [13, 1, 20, 23]. The NNLIF equation describes the probability p(t, v)
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†Sorbonne Université, CNRS, Université de Paris, Inria, Laboratoire Jacques-Louis Lions, F-75005 Paris. Email :

Benoit.Perthame@sorbonne-universite.fr
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to find a neuron with membrane potential v, which takes the form of the drift-diffusion equation

∂p

∂t
+

∂

∂v

[(

− v + bN(t)
)

p
]

− a
∂2p

∂v2
= N(t)δVR

(v), t ≥ 0, v ≤ VF , (1.1)

p(t, VF ) = 0, N(t) := −a∂p(t, VF )
∂v

. (1.2)

Here the reset and firing potentials are given numbers satisfying VR < VF . The parameter b represents
the network connectivity and gives rise to the mathematical interest of the equation since it generates a
quadratic non-linearity with two difficulties: the non-linearity arises from the boundary flux according
to (1.2) and acts on the drift. When b ≤ 0 (inhibitory or non-connected network), Eq. (1.1) admits
global bounded solutions [10]. This is also the case when b > 0 is small enough and if the initial data
is “well-behaved”, see [11, 12, 9, 29], see also [16] for a probability viewpoint and [7, 5] for recent
progress on the long time behavior.
However, when b > 0, solutions may blow up in finite time, [6, 13], where the blow-up time may rep-

resent the network synchronisation [19], and is connected to the multiple firing event in computational
neuroscience [32]. This situation is more intriguing and the question of understanding what happens
after the blow-up had a growing interest in recent years. Theoretical construction of the solution after
blow-up has been achieved, with a probabilistic viewpoint, in [13]. It has generated broader interests,
mainly with probability approaches, as blow-ups of similar nature also arise in models beyond neuro-
science, including financial models [21, 27] and the supercooled Stefan problem [15] (see also [10, 24]
for the connection between NNLIF and Stefan equations). Numerical investigations with the help of
a finite neuron network have been carried out in [9, 18].
An analytical approach towards defining the solution after blow-up, based on PDE tools, has been

proposed and studied, independently and differently, in [17] and [31, 30]. The key idea is to introduce
a new timescale, which is related to the firing rate N(t) and dilates the time near the blow-up when
N(t) = +∞. Both [17] and [31, 30] treat the case when the diffusion coefficient depends linearly on the
network activity. Indeed, this assumption allows to preserve a uniform lower bound for the diffusion
coefficient, even after dilating time. Here we extend this approach when the diffusion coefficient is
constant; the main difficulty is that, after time dilation, the equation degenerates near the blow-up
time, and so we have to derive a new analysis in order to overcome this new difficulty. We also refer
to [12] where the new timescale becomes the key for analyzing the long time behavior.
To introduce our approach, we first rewrite (1.1) before blow-up as an equation on the whole line

as in [22]










∂p
∂t +

∂
∂v

[(

− v + bN(t)
)

p
]

− a∂2p
∂v2

= N(t)δVR
(v)−N(t)δVF

(v), t ≥ 0, v ∈ R,

p(t, v) = 0 for v > VF , N(t) := −a∂p(t,V −
F

)
∂v .

Following [31, 30, 17], we introduce a change of time

N(t)dt = dτ, n(τ, v) = p(t, v), and Q(τ) =
1

N(t)
. (1.3)

The new timescale τ is called the dilated timescale in [17] as it dilates the time when N(t) approaches
infinity. A simple use of the chain rule shows that the NNLIF equation becomes

∂n

∂τ
+

∂

∂v

[(

− vQ(τ) + b
)

n
]

− aQ(τ)
∂2n

∂v2
= δVR

(v)− δVF
(v). (1.4)
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However, in order to take into the boundary condition after blow-up, our construction gives a triple
(n,Q,S) such that

∂n

∂τ
+

∂

∂v

[(

− vQ(τ) + b
)

n
]

− aQ(τ)
∂2n

∂v2
= δVR

(v)− S(τ, v), τ ≥ 0, v ∈ R. (1.5)

The probability measure S(v) replaces the Dirichlet boundary condition at VF just as δVF
(v) does in

(1.4) before blow-up. To include continuation after blow-up, since, in the degenerate case when the
Dirichlet condition cannot be imposed, it will satisfy























































S(τ, v) ≥ 0,
∫ +∞
−∞ S(τ, v)dv = 1, S(τ, v) = 0 for v < VF ,

τ 7→
∫∞
VF
n(τ, v)dv is continuous,

when
∫∞
VF
n(τ, v)dv > 0, then Q(τ) = 0,

when
∫∞
VF
n(τ, v)dv = 0, then S(τ, v) = δVF

(v),

when Q(τ) > 0, then
∫∞
VF
n(τ, v)dv = n(τ, VF ) = 0 and − a∂vn(τ, VF )Q(τ) = 1.

(1.6)

The blow-up times, i.e. N(t) = ∞, correspond to Q(τ) = 0 and the change of variable (1.3) is
singular. Then Eq. (1.5) degenerates, propagating information beyond VF since it is reduced to

∂n

∂τ
+ b

∂n

∂v
= δVR

(v)− S(τ, v), in {τ ∈ (0,∞)

∫ ∞

VF

n(τ, v)dv > 0}. (1.7)

In any interval where Q(τ) > 0, one can check that the conclusion S(τ, v) = δVF
(v) means that the

solution corresponds, in the variable t, to a solution of the NNLIF problem (1.1)–(1.2). Indeed, (Q,S)
might be viewed as a Lagrangian multiplier to keep n(τ, ·) as a probability measure, regardless of
whether or not a blow-up is occurring.
We use the notation M for the space of bounded measures and M+ ⊂ M for the non-negative ones.

Our purpose is to prove the

Theorem 1.1. Let the initial data n0 satisfy

n0 ≥ 0,

∫

R

n0 = 1,

∫

R

v2n0 <∞,

∫

R

(n0)2 <∞. (1.8)

Then, there is a global weak solution of (1.5)–(1.6) with n ∈ L∞((0,∞);L1(R)
)

, and for all τ0 > 0,
in each interval (0, τ0), Q(·) ∈ M+(0, τ0), n ∈ L∞((0, τ0);L2(R)

)

and
∫

R
v2n(τ, v) ≤ C(τ0). Further-

more, for all ψ ∈ L2 + Cb(R),
∫

R
ψ(v)n(τ, v)dv ∈ C(0,∞) and the complementary relation holds

Q(τ)

∫ +∞

VF

n(τ, v)dv = 0, ∀τ > 0. (1.9)

This theorem not only establishes the global existence of the solution in τ timescale, but it also
has several consequences on the continuation after the blow-up in t timescale (see Theorem 6.4): the
blow-up size and the post-blow-up profile, as well as the lifespan in t timescale. In particular, global
solution is obtained as soon as b < VF −VR while, when b > VF −VR, the time t lifespan can be finite.
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Theorem 1.1 follows from Theorems 2.2 and 2.3 below. Our proof strategy differs deeply from the
previous works [14, 15, 17, 31]: we use a random discharge equation set on the full line [8, 25] which
is described in Section 2. This involves a strong absorption term of strength ε−1 and generates an
approximate solution (nε, Qε,Sε). The question is then to find appropriate estimates to pass to the
limit ε → 0+, for which the use of the new timescale turns out to be essential. Two key estimates, a
uniform estimate on Qε and a uniform L2 estimate on nε are established in Section 3 and 4. Those
estimates allow us to pass to the limit ε → 0+ and characterize the limit solution in Section 5. More
properties of the solution are given in Section 6. Finally, conclusions and discussion are given in
Section 7.

2 Regularized problem and moment estimates

The blow-up phenomena is related to the firing mechanism in (1.1)-(1.2): neurons fire as soon as
their voltages reach the fixed threshold VF , as reflected in the boundary flux definition of N(t) (1.2).
As a regularized problem, we consider a model with a random firing mechanism, called the random
discharge (or firing) model, see [8, 25]. In this regularized problem, the deterministic firing is relaxed
to a random firing with its firing intensity proportional to 1

ε for v > VF . The firing rate is defined as
an integral which is bounded a priori by 1

ε , thus ensuring a global solution.

Our goal is to prove the ε → 0+ limit which could/might give a solution beyond blow-ups for the
original problem. A key perspective here is to work in the dilated timescale τ as defined in (1.3),
which allows us to establish various estimates uniformly in ε.

2.1 Random discharge in dilated timescale

For ε > 0 given, the random discharge model in the original timescale t reads







∂tpε + ∂v[
(

− v + bNε(t)
)

pε]− a∂vvpε = Nε(t)δVR
(v)− φε(v)pε(t, v), t ≥ 0, v ∈ R,

Nε(t) :=
∫ +∞
VF

φε(v)pε(t, v),
(2.1)

with the absorption profile (only chosen for its simplicity) defined as

φε(v) =
1

ε
φ(v) =

1

ε
Iv≥VF

, (2.2)

which gives a priori in (2.1)

Nε ≤
1

ε
. (2.3)

Remark 2.1. For ε > 0, Nε is also bounded from below. A positive lower bound for Nε cannot be
established pointwise, as it can vanish initially if the initial data is supported on (−∞, VF ]. However,
we have integral-in-time positive lower bounds, see Prop. 3.2 in Section 3.

The bound (2.3) ensures that the solution is global in time for every fixed ε > 0. Intuitively, when
ε→ 0+, this random discharge model converges to the model with the fixed threshold VF , see e.g. [25]
for a justification in the linear case when b = 0. However, it is difficult to prove uniform-in-ε bounds
when b > 0, as the limit N(t) can blow up. Here, in contrast to previous literature [8, 25] in timescale t,
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we consider the regularized problem in the dilated timescale τ defined in (1.3),



















∂τnε(τ, v) + ∂v[(−vQε(τ) + b)nε]− aQε(τ)∂vvnε = δVR
(v)−Qε(τ)φεnε, τ ≥ 0, v ∈ R,

Qε(τ) =
(

∫

R
φε(v)nε(τ, v)dv

)−1
,

nε(τ = 0, v) = n0(v), v ∈ R,

(2.4)

where our choice of φε in (2.2) and (2.3) give a priori

Qε ≥ ε. (2.5)

For a fixed ε > 0, the change of time (1.3) is regular, thanks to the upper bound and the integrate-
in-time positive lower bound of Nε(t), see Remark 2.1. Therefore (2.1) and (2.4) are effectively
equivalent, when ε > 0 is fixed. However, it is in the new timescale τ that we can prove various
uniform-in-ε bounds and establish the global-in-time limit as ε → 0+, even across intervals where
Q(τ) = 0, corresponding to blow-up for N(t).

We define the loss term in the right hand side of (2.4) as

Sε(τ, v) := Qε(τ)φε(v)nε(τ, v) =
1

ε
Qε(τ)nε(τ, v)Iv≥VF

=
nε(τ, v)Iv≥VF
∫ +∞
VF

nε(τ, v)dv
, (2.6)

which we shall show converges to the measure S in Theorem 1.1. The following properties of Sε are
directly derived from its definition

∫

R

Sε(τ, v)dv = 1, supp Sε(τ, ·) ⊆ [VF ,+∞).

2.2 Main results on the regularized problem

In the timescale τ , we are able to establish the limit ε→ 0+ and in this way construct a global solution
of (1.5), thus proving Theorem 1.1. We make this precise in the two following theorems

Theorem 2.2 (Uniform-in-ε bounds). Assume (1.8) on initial data. The solution (nε, Qε, Sε) of (2.4)
satisfies the following bounds with uniform-in-ε constants, on every finite time interval (0, τ0),

∫

R

v2nε(τ, v)dv ≤ C(τ0),

∫

R

n2ε(τ, v)dv ≤ C(τ0),

τ 7→
∫

R

ψ(v)nε(τ, v)dv is continuous uniformly in ε for all ψ ∈ L2 + Cb,

∫ τ0

0

∫

R

(v − VF )
2
+Sε(τ, v)dτdv ≤ C(τ0),

∫ τ0

0
Qε(τ)dτ ≤ C(τ0),

∫ τ+δ

τ
Qε(s)ds ≤

C(τ0)

| − ln δ| ,

which holds for 0 < ε < 1, 0 ≤ τ ≤ τ0 and 0 < δ ≤ 1
2 .
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In the above bounds, the first line gives the second moment and L2 estimates of nε while the second
line states a weak continuity in time of nε, where ψ is allowed to be in the sum space L2 + Cb. The
third line gives a tightness bound for Sε. In the fourth line, two L1 estimates on Qε is given: one
on [0, τ0] and a refined one on a small interval [τ, τ + δ].
Based on these estimates, we can derive the

Theorem 2.3 (The ε → 0+ limit). Assume (1.8) on initial data. As ε → 0+, after extracting
subsequences, the solution of (2.4) (nε, Qε, Sε) converges to (n,Q, S) in the weak sense following the
estimates of Theorem 2.2. Furthermore, (n,Q, S) is a global-in-time weak solution of the limit system
(1.5), and (1.6) holds as stated in Prop. 5.3 and Prop. 5.4.

Remark 2.4. We stress that the limit solution is global in time, which reflects an advantage working
in τ -timescale. For ε > 0, both the t-system (2.1) and the τ -system (2.4) have global solutions.
However, this might not be the case in the limit, and we need additional efforts to recover the obtained
global solution in t from the global solution in τ , see Section 6.2.

The proof of Theorem 2.3 is given in Section 5, where we also specify the sense of the convergence.
It relies on the uniform-in-ε estimates summarized in Theorem 2.2.
For Theorem 2.2, we divide and prove it in four propositions: The estimates using moments are

given in Prop. 2.5 below. The more intriguing ones: the refined uniform bound for Qε and the L2

estimate for nε are given in Prop. 3.1 in Section 3 and Prop. 4.3 in Section 4, respectively. Then in
Prop. 5.1, we prove the weak continuity in time for nε.
Before starting the proof, we note that for fixed ε > 0 it is standard to show the existence of a weak

solution of (2.4), satisfying that for each test function ψ(v) ∈ C2
b (R),

d

dτ

∫

R

ψ(v)nε(τ, v)dv =

∫

R

b∂vψ(v)nε(τ, v)dv + ψ(VR)

+Qε(τ)

∫

R

(

a∂vvψ − v∂vψ − φε(v)ψ(v)
)

nε(τ, v)dv.

(2.7)

2.3 Second moment and related controls

Our first goal is to prove the simplest estimates useful for the sequel, which we recall here

Proposition 2.5 (Second moment of nε and integrability of Qε). Assuming (1.8), the solution of
(2.4) satisfies the following bounds with constants independent of ε, for all τ0 > 0 and 0 ≤ τ ≤ τ0.

∫

R

v2nε(τ, v)dv ≤ C(τ0), (2.8)

∫ τ0

0
Qε(τ)dτ ≤ C(τ0), (2.9)

∫ τ0

0
Qε(τ)

∫

R

(v − VF )
2
+nε(τ, v)dvdτ ≤ C(τ0)ε. (2.10)

Remark 2.6. We note that (2.10) can be reformulated as a tightness bound for Sε defined in (2.6)
∫ τ0

0

∫

R

(v − VF )
2
+Sε(τ, v)dτdv ≤ C(τ0).

The rest of this section is devoted to the proof of Prop. 2.5.
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Moment control for v > VF . Taking ψ(v) = 1
2 (v − VF )

2
+ (integrate φ(v) twice), then we have

ψ′′(v) = φ(v) and

d

dτ

∫

R

1

2
(v − VF )

2
+nε(τ, v)dv =

∫

R

b(v − VF )+nε(τ, v)dv + 0

+Qε(τ)

∫ +∞

VF

(

a− v(v − VF )+)nε(τ, v)dv −Qε(τ)

∫

R

1

2ε
(v − VF )

2
+nε(τ, v)dv

Note that by definition of Qε(τ)

Qε(τ)

∫ +∞

VF

anε(τ, v)dv = aε,

which gives

d

dτ

∫

R

1

2
(v − VF )

2
+nε(τ, v)dv +Qε(τ)

∫

R

(

(v − VF )
2
+ + VF (v − VF )+

)

nε(τ, v)dv

+Qε(τ)

∫

R

1

2ε
(v − VF )

2
+nε(τ, v)dv = b

∫

R

(v − VF )+nε(τ, v)dv + aε

≤ b

(
∫

R

(v − VF )
2
+nε(τ, v)dv

)1/2

+ aε.(2.11)

Using (v − VF )
2
+ + VF (v − VF )+ ≥ −V 2

F

4 for v > VF (regardless of the sign of VF ), we get

Qε(τ)

∫

R

(

(v − VF )
2
+ + VF (v − VF )+

)

nε(τ, v)dv ≥ −V
2
F

4
Qε(τ)

∫ +∞

VF

nε(τ, v)dv = −V
2
F

4
ε,

which together with (2.11) gives

d

dτ

∫

R

1

2
(v − VF )

2
+nε(τ, v)dv +Qε(τ)

∫

R

1

2ε
(v − VF )

2
+nε(τ, v)dv

≤ b

(
∫

R

(v − VF )
2
+nε(τ, v)dv

)1/2

+

(

a+
V 2
F

4

)

ε

≤ b2
(
∫

R

(v − VF )
2
+nε(τ, v)dv

)

+ 1 + Cε,

where in the last line we used
√
x ≤ x+ 1. By the Gronwall lemma, we conclude that

∫

R

1

2
(v − VF )

2
+nε(τ0, v)dv +

∫ τ0

0
Qε(τ)

∫

R

1

2ε
(v − VF )

2
+nε(τ, v)dvdτ ≤ C(τ0),

which proves the statement (2.10).

Control of the second moment. Taking ψ(v) = v2 we obtain

d

dτ

∫

R

v2nε(τ, v)dv = 2b

∫

R

vnε(τ, v)dv + V 2
R +Qε(τ)

∫

R

(

2a− 2v2 − φε(v)v
2
)

nε(τ, v)dv. (2.12)

7



From this we deduce

d

dτ

∫

R

v2nε(τ, v)dv ≤ b2 + V 2
R +

∫

R

v2nε(τ, v)dv +Qε(τ)
(

2a− 2

∫

R

v2nε(τ, v)dv
)

,

which can be rewritten as

d

dτ

(
∫

R

v2nε(τ, v)dv − a

)

≤ C + (1− 2Qε(τ))

(
∫

R

v2nε(τ, v)dv − a

)

,

from which we deduce by the Gronwall lemma that
∫

R

v2nε(τ, v)dv ≤ C(τ).

thus proving the first statement (2.8) of Prop. 2.5.
Furthermore, integrating in time (2.12) and using (2.8) and (2.10), we also get

−C(τ0) ≤
∫ τ0

0
Qε(τ)

∫

R

(v2 − a)nε(τ, v)dv ≤ C(τ0). (2.13)

This is not enough to derive the integrability of Qε since v2 − a can be negative when |v| ≤ √
a. This

motivates us to find a local estimate.

Local integrability of Qε(τ). To prove integrability of Qε(τ) we need to combine the relation
(2.13) with a local version. To do so, we choose a test function ψA(v) ∈ C1(R), for A large, as follows

a∂vvψA − v∂vψA = a in (−A,A]

and ψA(v) = 0 for v ≤ −A, and ψA(v) is affine for v ≥ A. The explicit formula for ψA is deduced
from its derivative that, for v ∈ [−a, a], we choose as

∂vψA(v) = e
v
2

2a

∫ v

−A
e−

w
2

2a dw > 0 thus ∂vψA(−A) = 0.

In the weak formulation (2.7), all the the terms are under control (note that ψA(v) ≤ C(1 + v+) and
ψ′
A, ψ

′′
A are bounded, and we can also choose A > VF ) from the previous estimates and we infer that

∫ τ0

0
Qε(τ)

∫ A

−A
nε(τ, v)dv ≤ C(τ0).

We may now conclude, combining the above estimate and (2.13), that
∫ τ0

0
Qε(τ)dτ =

∫ τ0

0
Qε(τ)

∫

R

nε(τ, v)dvdτ ≤
∫ τ0

0
Qε(τ)

[

1

A2

∫

R

v2nε(τ, v)dv +

∫ A

−A
nε(τ, v)dv

]

dτ

≤ 1

A2

∫ τ0

0
Qε(τ)

[
∫

R

(v2 − a)nε(τ, v)dv + a

∫

R

nε(τ, v)dv

]

dτ + C

≤ a

A2

∫ τ0

0
Qε(τ)dτ +C

and, taking A2 > a, we conclude (2.9)
∫ τ0

0
Qε(τ)dτ ≤ C(τ0).

This concludes the proof of Prop. 2.5.

8



3 Refined uniform bounds for Qε

The previous controls in Prop. 2.5 are not enough to pass to the limit in the nonlinear terms of (2.4).
In particular, we need to improve the simple L1 bound on Qε (2.9). In the following, we turn to prove
a refined uniform bound which shows that the integral of Qε is small on a small interval. This will
imply the weak continuity in time of nε in Prop. 5.1, which is crucial for passing the limit in nonlinear
terms.

3.1 Statement of the refined bound

Proposition 3.1 (Refined uniform bounds for Qε(τ)). Assume (1.8) and fix a τ0 > 0. For the solution
of (2.4), there is a constant C(τ0) such that for all 0 ≤ τ < τ0, 0 < ε < 1 and 0 < δ ≤ 1

2 , we have

∫ τ+δ

τ
Qε(s)ds ≤

C(τ0)

| − ln δ| . (3.1)

We stress that the constant C(τ0) depends on τ0 only through the second moment of nε(τ0, v).

Recall that Qε(τ) = 1/Nε(t) and dt =
1

Nε(t)
dτ . Therefore the right hand side in (3.1) corresponds to

the time duration in t-timescale. This motivates us to return to the t-timescale to prove the following
counterpart of (3.1)

Proposition 3.2. Assume (1.8) and fix a t0 > 0. For 0 < ε < 1 and a time duration 0 < t < 1/2, we
have an integrated-in-time lower bound for the firing rate in t-timescale in (2.1),

∫ t0+t

t0

Nε(s)ds ≥ exp(−C/t), (3.2)

where the constant C > 0 only depends on the second moment of the density pε(t0, ·).

We first show how to go from Prop. 3.2 to Prop. 3.1.

Proof of Prop. 3.1. Note that as Nε ≥ 0, we can extend (3.2) from time interval (0, 1/2) to all t > 0
as

δ :=

∫ t0+t

t0

Nε(s)ds ≥
{

exp(−C/t), 0 < t < 1
2 ,

exp(−2C), t ≥ 1/2.
(3.3)

The left hand side, denoted as δ, is a time duration in the τ timescale. If we restrict to the case when
δ < exp(−2C) =: c, then we are in the first regime of (3.3), which gives

exp(−C/t) ≤ δ.

This is equivalent to

t ≤ C

| − ln δ| . (3.4)

Note that the time duration t corresponds to the integral
∫ τ0+δ
τ0

Qε(s)ds in the new timescale. There-

fore, from (3.4) we deduce (3.1) with 0 < δ < c. We can extend the result to 0 < δ ≤ 1
2 by dividing

a larger interval into smaller ones and possibly enlarging C by a factor of ( 1
2c + 2). Note that the

dependence of the constant C on second moment can be transformed to that on time τ0 thanks to
Prop. 2.5.
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3.2 Proof of Prop. 3.2

We recall the random discharge system in t-timescale (2.1)



















∂tpε(t, v) + ∂v[(−v + bNε(t))pε]− a∂vvpε + φεpε = Nε(t)δVR
, t ≥ 0, v ∈ R,

Nε(t) :=
∫

R
φε(v)pε(t, v)dv

pε(t = 0, v) = n0(v), v ∈ R.

(3.5)

Without loss of generality, we set t0 = 0.

Proof of Prop. 3.2. The goal is to make a comparison to a Fokker-Planck equation for which analytical
calculations are tractable, namely







∂τ p̃ε(t, v) + ∂v[(−v + bNε(t))p̃ε]− a∂vv p̃ε = 0, t ≥ 0, v ∈ R,

p̃ε(t = 0, v) = n0(v), v ∈ R.
(3.6)

To this end, we introduce an auxiliary problem similar to [25, 26]







∂tp
not
ε (t, v) + ∂v [(−v + bNε(t))p

not
ε ]− a∂vvp

not
ε + φεp

not
ε = 0, t ≥ 0, v ∈ R,

pnotε (t = 0, v) = n0(v), v ∈ R.
(3.7)

Compared with (3.5), (3.7) does not have the reset term and thus pε in (3.5) is a supersolution of the
linear equation (3.7). Therefore, we have a pointwise comparison

pnotε (t, v) ≤ pε(t, v), t ≥ 0, v ∈ R, (3.8)

which implies

Nnot
ε (t) :=

∫

R

φεp
not
ε (t, v)dv ≤

∫

R

φεpε(t, v)dv = Nε(t). (3.9)

Compared with (3.6), (3.7) has an additional loss term and thus p̃ε(t, v) in (3.6) is also a supersolution
of (3.7). Therefore, we have another pointwise comparison

pnotε (t, v) ≤ p̃ε(t, v), t ≥ 0, v ∈ R (3.10)

We now estimate Nnot
ε (t). Integrating Eq. (3.7) in v, we find that the total mass is decreasing

d

dt

∫

R

pnotε (t, v)dv = −
∫

R

φεp
not
ε (t, v)dv =: −Nnot

ε (t),

and, as the initial mass is 1, we obtain

∫ t

0
Nnot

ε (s)ds = 1−
∫

R

pnotε (t, v)dv

=

∫

R

[(p̃ε(t, v) − pnotε (t, v)]dv ≥
∫ ∞

VF

[p̃ε(t, v)− pnotε (t, v)]dv,
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where in the last line we first used that p̃ε(t, ·) is always of integral one thanks to the mass conservation
in (3.6), and then used the pointwise comparison (3.10). Substituting the definition of Nnot

ε (3.9), we
obtain

∫ t

0
Nnot

ε (s)ds ≥
∫ ∞

VF

p̃ε(t, v)dv − εNnot
ε (t).

Therefore, we conclude that

d

dt

(

et/ε
∫ t

0
Nnot

ε (s)ds

)

≥ 1

ε
et/ε

∫ ∞

VF

p̃ε(t, v)dv,

and, recalling (3.9), we finally arrive at
∫ t

0
Nε(s)ds ≥

∫ t

0
Nnot

ε (s)ds ≥
∫ t

0

1

ε
e(s−t)/ε

∫ ∞

VF

p̃ε(s, v)dvds.

Combined with Lemma 3.3 below, we derive that
∫ t

0
Nε(s)ds ≥

∫ t

t

2

1

ε
e(s−t)/ε e−C/sds ≥ e−2C/t

∫ t

t

2

1

ε
e(s−t)/ε ds

= e−2C/t(1− e−
t

2ε ),

which concludes the proof of Prop. 3.2.

Lemma 3.3. Assuming n0 ≥ 0 satisfies
∫

n0 = 1 and
∫

v2n0(v)dv ≤ C0, then there is a constant C

independent of Nε ≥ 0 such that the solution of (3.6) satisfies
∫∞
VF
p̃ε(t0, v)dv ≥ e

− C

t0 for 0 < t0 <
1
2 .

Proof. Step 1. A subsolution to the dual problem. We consider the following auxillary problem
{

−∂tψ(t, v) + v∂vψ − a∂vvψ = 0, t ∈ (0, t0), v ∈ R,

ψ(t0, v) = 1I{v≥VF }.
(3.11)

We claim that ψ is a subsolution of the backward equation of (3.6), satisfying
{

−∂tψ(t, v) − (−v + bNε(t))∂vψ − a∂vvψ ≤ 0, t ∈ (0, t0), v ∈ R,

ψ(t0, v) = 1I{v≥VF }.

Indeed, it follows from that bNε(t)∂vψ ≥ 0, because w := ∂vψ ≥ 0 since it satisfies
{

−∂tw(t, v) + v∂vw +w − a∂vvw = 0, t ∈ (0, t0), v ∈ R,

w(t0, v) = δv=VF
≥ 0.

Then by duality, we have
∫ ∞

VF

p̃ε(t0, v)dv =

∫

R

p̃εψ(t0, v)dv ≥
∫

R

n0(v)ψ(0, v)dv. (3.12)

Step 2. Using the second moment. It remains to estimate the left hand side of (3.12). We first take
A > 0 large such that A2 > 2C0 and A > |VF |+ 2 (to be used later) and deduce

∫ ∞

−A
n0 = 1−

∫ −A

−∞
n0 ≥ 1−

∫ −A

−∞

v2

A2
n0 ≥ 1− C0

A2
=

1

2
.
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Therefore, using that ψ, ∂vψ ≥ 0 and (3.12) we derive

∫ ∞

VF

p̃ε(t0, v)dv ≥
∫ +∞

−A
n0(v)ψ(0, v)dv

≥
∫ +∞

−A
n0(v)ψ(0,−A)dv ≥ 1

2
ψ(0,−A). (3.13)

Step 3. Estimate ψ. Indeed, the solution of (3.11) can be computed as follows: Define the time
variable s = a(t) by

da(t)

dt
= −e2(t−t0), a(t0) = 0, and set S = a(0) > 0,

and note that t0/e ≤ t0e
−2t0 ≤ S ≤ t0 as t0 < 1/2. Consider

ψ̃(a(t), v) := ψ(t, vet0−t),

which satisfies
{

∂sψ̃(s, v)− a∂vvψ̃ = 0, s ∈ (0, S), v ∈ R,

ψ̃(0, v) = 1I{v≥VF }.

As a consequence, we have

ψ̃(S, v) =
C√
S

∫ ∞

VF

e−
|v−w|2

4aS dw, and thus ψ(0, v) =
C√
S

∫ ∞

VF

e−
|ve−t0−w|2

4aS dw.

In particular, recalling (3.13) we deduce that

∫ ∞

VF

p̃ε(t0, v)dv ≥ 1

2
ψ(0,−A) = C√

S

∫ ∞

VF

e−
|Ae−t0+w|2

4aS dw

≥ C√
S

∫ VF+1

VF

e−
|Ae

−t0+w|2

4aS dw ≥ C√
S
e−

|Ae
−t0+VF+1|2

4aS ≥ e
− C

t0 ,

where in the last step we used 1/e ≤ S/t0 ≤ 1. Thus the proof of Lemma 3.3 is complete.

Thanks to diffusion we intuitively know
∫∞
VF
p̃ε(t0, v)dv shall be positive, and Lemma 3.3 gives a

quantitative bound.

Remark 3.4. A probabilistic proof of Lemma 3.3 is given in Appendix A, using stochastic differential
equations (Ornstein–Uhlenbeck process).

3.3 Remarks on the auxiliary problems

In the proof of Prop. 3.2, we introduced p̃ε which solves the more standard Fokker-Planck equation
(3.6). Compared to (3.6), there are two additional effects in the random discharge problem (3.5): spike
(loss) and reset (gain), which make a direct comparison principle between (3.5) and (3.6) unavailable.
This motivates us to introduce pnotε , which solves (3.7) and satisfies the comparisons (3.8) and (3.10).
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Indeed, a further decomposition of pε holds as in [25, 26]

pε(t, v) = pnotε (t, v) + pspikeε (t, v). (3.14)

Here pnotε (τ, v) represents the population that has not spiked yet and pspikeε (τ, v) is the part that has
spiked at least once. The latter satisfies a system with zero initial data







∂tp
spike
ε (t, v) + ∂v[(−v + bNε(t))p

spike
ε ]− a∂vvp

spike
ε + φεp

spike
ε = Nε(t)δVR

, t ≥ 0, v ∈ R,

pspikeε (t = 0, v) = 0, v ∈ R.
(3.15)

We have

Nε(t) = Nnot
ε (t) +N spike

ε (t), N spike
ε (t) :=

∫

R

φεp
spike
ε (t, v)dv,

d

dt

∫

R

pspikeε (t, v)dv = Nnot
ε (t) = − d

dt

∫

R

pnotε (t, v)dv,

and
∫

R

[pnotε (t, v) + pspikeε (t, v)]dv = 1.

In Section 4 we will also introduce another auxiliary problem p̄ε, satisfying (4.7)

∂tp̄ε + ∂v[(−v + bNε(t))p̄ε]− a∂vv p̄ε = Nε(t)δVR
(v), p̄ε(0, v) = 0.

This system does not have the loss term, compared to (3.15). Therefore, we have another pointwise

comparison pspikeε ≤ p̄ε.

For readers’ convenience we remark on the later usages of these auxiliary problems. The decompo-
sition (3.14) will be used in Section 4.2. Besides, p̄ε plays an important role in Section 4, where we
will also detail the motivations to introduce it.

4 The bound nε ∈ L∞
τ,loc(L

2
v)

The controls of nε so far only guarantee weak limits in the space of measures, not integrable functions.
In particular, the possibility that a Dirac mass is formed at VF is not ruled out, making it ambiguous to
define

∫ +∞
VF

ndv, which is an important quantity in the limit. This motivates us to prove the following

L2 estimate.

Proposition 4.1. Assume (1.8). Then, for all τ0 > 0, there exists a constant C(τ0) > 0 such that,
for all ε > 0, the solution of (2.4) nε satisfies

∫

R

n2ε(τ, v)dv ≤ C(τ0), 0 ≤ τ ≤ τ0. (4.1)

We emphasize that, despite its seemingly simple statement, Prop. 4.1 involves a subtle interplay of
various mechanisms. We will first explain these intuitions before presenting the proof.
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4.1 Observations and Intuitions

To explain the intuitions we recall (2.4) for convenience

∂τnε(τ, v) + ∂v[(−vQε(τ) + b)nε]− aQε(τ)∂vvnε = δVR
(v)−Qε(τ)φεnε, τ ≥ 0, v ∈ R.

The main difficulty towards a uniform-in-ε L2 estimate is the Dirac source term δVR
(v) in the right

hand side. It physically corresponds to the reset of the voltage after the spike.
First, we note that the result cannot be directly derived using the parabolic regularization effect

from the diffusion term aQε(τ)∂vvnε, since the diffusion coefficient aQε(τ) does not have a uniform-
in-ε positive lower bound. Indeed, aQε(τ) can degenerate as ε → 0+ (c.f. (2.5)), which corresponds
to the blow-up of the firing rate in the limit. This motivates us to consider the following toy problem,
obtained by setting Q ≡ 0 in (1.5) and neglecting the absorption term

∂τm1 + b∂vm1 = δVR
, τ ≥ 0, v ∈ R, m1(τ = 0, v) = 0. (4.2)

There is no diffusion in (4.2), but its solution can be computed explicitly as

m1(τ, v) =

∫ τ

0
δVR

(v − bs)ds =
1

b
IVR<v<VR+bτ , τ > 0, v ∈ R.

The solution is not only in L2
v but indeed in L∞

v ! Thanks to the transport, Dirac masses starting from
different times disperse in space (i.e. they don’t concentrate), which allows for this L∞ bound.
The analysis above shows that the toy problem (4.2) has a mechanism that regularizes the Dirac

mass, in the absence of diffusion. Next, we examine whether such a mechanism persists for the full
equation (2.4). To this end, it is convenient to work in t timescale and consider

∂tq1 + bN(t)∂vq1 = N(t)δVR
, t ≥ 0, v ∈ R, q1(t = 0, v) = 0. (4.3)

By a change of time dτ = N(t)dt from (4.2), we know the solution of (4.3) is also bounded in L∞ for
N(t) ∈ L1

+,
To understand the effects of other terms in the full equation, we extend (4.3) to the following two

toy problems

∂tq2 + ∂v((−v + bN(t))q2) = N(t)δVR
, t ≥ 0, v ∈ R, q2(t = 0, v) = 0, (4.4)

∂tq3 + bN(t)∂vq3 = a∂vvq3 +N(t)δVR
, t ≥ 0, v ∈ R, q3(t = 0, v) = 0. (4.5)

In (4.4) we include the relaxation term “−v” in the drift. Then the drift can degenerate at v = VR
if bN(t) ≡ VR. In this case, the Dirac mass generated at VR accumulates and q2 can itself become a
Dirac mass, given by

q2(t, v) =

∫ t

0
N(s)dsδVR

(v) =
tVR
b
δVR

(v),

which of course is not in any Lp
v! This singular solution only appears when VR > 0 since bN ≥ 0. For

the full equation, we may avoid such a singularity using the diffusion term.
Eq. (4.5) is obtained by adding the diffusion term to (4.3). Surprisingly, for (4.5) a L∞

v estimate can
not be expected, in contrast to the pure transport case (4.2)-(4.3). Consider the following example:

for a = 1
2 , fixed T > 0, we choose N(t) = 2√

T−t
and therefore

∫ T
t N =

√
T − t, and

q3(T, VR) =

∫ T

0

C√
T − s

exp

(

−
(b
∫ t
T−sN(u)du)2

T − s

)

N(s)ds =

∫ T

0

C

T − s
ds = +∞. (4.6)
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Diffusion and transport fights against each other. A reason behind is that for a given x, the Gaussian
density (≈ 1√

t
exp(−x2

t )) at x with variance t is not monotone in t: it first increases and achieves the

maximum when x ≈
√
t and then decreases. Such a blow-up in L∞ reflects that the maximum of

different Gaussians starting from different times, can localize at the same spatial point, if the transport
by N is chosen properly as in (4.6).

To summarize, b > 0 is essential for the integrability especially if N is large, as in (4.2)-(4.3). When
VR > 0, the transport velocity can degenerate when bN = VR. In that case we may expect the diffusion
from a > 0 to help. Nevertheless, the diffusion and the transport can interact in a subtle way as in
the example (4.6). This motivates us to look for a L2 estimate instead of a L∞ one.

Next, we introduce an auxiliary problem which combines (4.4) and (4.5), a careful study of which
will be the core of proof of the L2 estimate.

Remark 4.2. Physically the condition VR > 0 means that VR > VL + I, where VL is the leaky voltage
and I is the strength of an external input. We have followed a convention in some mathematical
literature to assume VL + I = 0 without loss of generality, since otherwise we can translate in v and
use e.g. VR − (VL + I) in place of VR.

4.2 Reduction to a simpler equation

To prove the L2 estimate as stated in Prop. 4.1, we first make a reduction to a simpler problem.
Consider the following equation in t-timescale with zero initial data

{

∂tp̄ε + ∂v[(−v + bNε(t))p̄ε]− a∂vv p̄ε = Nε(t)δVR
(v),

p̄ε(0, v) = 0.
(4.7)

Here Nε(t) is the firing rate of the random discharge problem in t-timescale with a given initial data,
as in (3.5). We note that Nε(t) is a non-negative function which is in L1

loc by (2.3). Compared to (3.5),
in (4.7) the loss term is removed and the initial data is set to zero, but all the other terms are kept.
It is simpler than (3.5) but more complicated than the toy problems discussed in Section 4.1.

The following proposition for p̄ε is the key towards Prop. 4.1.

Proposition 4.3. For p̄ε defined in (4.7), where Nε(t) ≥ 0 is taken from (3.5) with an initial data
satisfying (1.8), we have

∫

R

p̄ε(t, v)
2dv ≤ C (T )

∫ T

0
Nε(s)ds, ∀ t ∈ [0, T ]. (4.8)

Before proving Prop. 4.3, we first show how it implies Prop. 4.1.

Proof of Prop. 4.1. Step 1. Estimate in t. Consider pε(t, v), the solution of the random discharge
model in t-timescale (3.5). We shall make use of the decomposition (3.14) in Section 3.3, pε =

pnotε + pspikeε , which was originally introduced in [25, 26].

For pnotε , it satisfies (3.7), the equation without any Dirac sources. Multiplying (3.7) by pnotε and
integrating by parts, it is standard to prove

d

dt

∫

R

1

2
(pnotε )2dv +

∫

R

a|∂vpnotε |2dv +
∫

R

φε(p
not
ε )2dv =

∫

R

1

2
(pnotε )2dv,
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which implies thanks to the Gronwall lemma
∫

R

(pnotε )2(t, v)dv ≤ et
∫

R

(n0)2(v)dv ≤ C(T ), ∀ t ∈ [0, T ].

For pspikeε which satisfies (3.15), we make a comparison with p̄ε, the solution of Eq. (4.7). Indeed,

pspikeε is then a subsolution of (4.7) since the additional term φεp
spike
ε ≥ 0, which is in the left hand

side of (3.15). Therefore we have pointwise 0 ≤ pspikeε ≤ p̄ε, leading to

∫

R

(pspikeε )2(t, v)dv ≤
∫

R

(p̄ε)
2(t, v)dv ≤ C (T )

∫ T

0
Nε(s)ds, ∀ t ∈ [0, T ].

In the last step we used Prop. 4.3.
All together using the decomposition (3.14) we derive a L2 bound in t-timescale

∫

R

(pε)
2(t, v)dv ≤ 2

∫

R

(pnotε )2(t, v)dv + 2

∫

R

(pspikeε )2(t, v)dv

≤ C

(

T,

∫ T

0
Nε(s)ds

)

, ∀ t ∈ [0, T ].

Step 2. Return to τ . Due to (1.3) we have T =
∫ τ0
0 Qε(τ)dτ with τ0 =

∫ T
0 Nε(s)ds. Then in τ timescale

the above estimate becomes, for 0 ≤ τ ≤ τ0,

∫

R

(nε)
2(τ, v)dv ≤ C

(
∫ τ0

0
Qε(τ)dτ, τ0

)

≤ C(τ0).

In the last inequality we used the L1 bound
∫ τ0
0 Qε(τ)dτ ≤ C(τ0) proved in Prop. 2.5. This proves

Prop. 4.1.

Remark 4.4. Step 2. of the above proof shows an advantage of working in τ timescale: the L1 bound
on N(t) is automatically guaranteed. Considerations on the time-t duration are detailed in Section 6.2.

4.3 Proof of Prop. 4.3

Note that the dependence on ε in (4.7) is only through Nε ≥ 0, an external input which determines
the solution p̄ε. For the sake of simplifying notations, we drop the dependence on ε in p̄ε and Nε, and
seek an estimate of the form (4.8) for a given N(t) ≥ 0 in L1

loc and p̄ satisfying

∂tp̄+ ∂v[(−v + bN(t))p̄]− a∂vv p̄ = N(t)δVR
(v), t > 0, v ∈ R, p̄(0, v) = 0, v ∈ R. (4.9)

Proof of Prop. 4.3. We work with the simplified notations as in (4.9).
Step 1. Duhamel Representation. The solution of (4.9) can be represented by the Duhamel formula

p̄(t, v) =

∫ t

0
N(s)G(s, t, v)ds, t ≥ 0, v ∈ R, (4.10)

where G(s, t, v) is the Green function starting from v = VR at time s for the (inhomogeneous) linear
part of (4.9). More precisely, it satisfies

∂tG+ ∂v [(−v + bN(t))G] − a∂vvG = 0, t > s, v ∈ R, G(s, s, v) = δVR
(v), s ≥ 0, v ∈ R.
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The Green function G has a closed form expression as the probability density of the Gaussian random
variable

G(s, t, v) =
1√

2πσ(s, t)
exp

(

−(v − V (s, t))2

2σ2(s, t)

)

, t > s, v ∈ R,

where its mean V (s, t) is given by

V (s, t) := es−tVR + b

∫ t

s
eu−tN(u)du, (4.11)

and the variance is given by

σ2(s, t) := 2a

∫ t

s
e2(u−t)du = a(1− e−2(t−s)), σ(s, t) > 0. (4.12)

Step 2. An identity. Now we compute the L2 norm of p̄. Using (4.10) we have

p̄2(t, v) =

∫ t

0
N(s)G(s, t, v)ds

∫ t

0
N(s)G(s, t, v)ds

=

∫ t

0

∫ t

0
N(s1)N(s2)G(s1, t, v)G(s2, t, v)ds1ds2.

Hence, using the Fubini theorem, we derive
∫

R

p̄2(t, v)dv =

∫

R

∫ t

0

∫ t

0
N(s1)N(s2)G(s1, t, v)G(s2, t, v)ds1ds2dv

=

∫ t

0

∫ t

0
N(s1)N(s2)

(
∫

R

G(s1, t, v)G(s2, t, v)dv

)

ds1ds2.

Here appears an integral of a pair of Green functions starting from different times, which can be
computed explicitly

∫

R

G(s1, t, v)G(s2, t, v)dv =
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1+σ2

2) ,

where we use the shorthands

Vi := V (si, t), σi := σ(si, t), i = 1, 2. (4.13)

Therefore, we arrive at an expression for the L2 norm

∫

R

p̄2(t, v)dv =

∫ t

0

∫ t

0
N(s1)N(s2)

1
√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1
+σ2

2
) ds1ds2. (4.14)

Step 3. Elementary Preparations. We shall estimate the L2 norm using (4.14). As preparations, we
note the following elementary facts from the definitions of Vi and σi (4.13), (4.11) and (4.12). Firstly
using es1−t − es2−t = −

∫ s2
s1
eu−tdu we have

V1 − V2 = b

∫ s2

s1

eu−tN(u)du+ (es1−t − es2−t)VR

=

∫ s2

s1

eu−t(bN(u)− VR)du. (4.15)
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We also notice that

2ae−t
(

t− si
)

≤ σ2i = 2a

∫ t

si

e2(u−t)du ≤ 2a
(

t− si
)

, (4.16)

which implies
2ae−t

(

t− s1 + t− s2
)

≤ σ21 + σ22 ≤ 2a
(

t− s1 + t− s2
)

. (4.17)

We can rewrite (4.14) using the symmetry between s1, s2, only treating the part 0 ≤ s1 ≤ s2 ≤ t,

∫

R

p̄2(t, v)dv = 2

∫ t

0
N(s1)

(

∫ t

s1

N(s2)
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1+σ2

2) ds2

)

ds1.

This identity allows us to conclude

∫

R

p̄2(t, v)dv ≤ C(T )

∫ t

0
N(s1)ds1, ∀t ∈ [0, T ],

and thus the result (4.8), if we can show the following uniform-in-s1 bound

∫ t

s1

N(s2)
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1
+σ2

2
) ds2 ≤ C(T ), ∀s1 ∈ [0, t], t ∈ [0, T ], (4.18)

It remains to prove the claim (4.18). We first consider the case VR ≤ 0 for which a simpler proof
can be given.
Step 4. Decomposition: Case VR ≤ 0. To show (4.18), now we fix s1 ∈ [0, t]. Note that when VR ≤ 0,
we have bN(u) − VR ≥ 0. Therefore by (4.15) the map s2 7→ (V1 − V2) ≥ 0 is non-decreasing for
s2 ∈ [s1, t). Therefore, since s2 7→ (σ21 + σ22) is decreasing (4.16), we deduce that the map

s2 7→
(V1 − V2)

2

2(σ21 + σ22)
is (continuous and) non-decreasing for s2 ∈ [s1, t). (4.19)

Note that the non-decreasing map (4.19) ranges from its value at s2 = s1, which is zero, to its value
at s2 = t. The latter is finite for each fixed s1 < t, but can go to infinity when s1 → t−. As we are
looking for a bound that is uniform in s1, for fixed s1 we define the following smaller intervals thanks
to (4.19)

[αk, αk+1) := {s2 ∈ [s1, t), k ≤ (V1 − V2)
2

2(σ21 + σ22)
< k + 1}, k ≥ 0, k ∈ Z, (4.20)

which gives a decomposition of [s1, t) as

[s1, t) =

∞
⋃

k=0

[αk, αk+1).

Therefore for fixed s1

I :=

∫ t

s1

N(s2)
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1
+σ2

2
) ds2 =

∞
∑

k=0

∫ αk+1

αk

N(s2)
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1
+σ2

2
) ds2

=:

∞
∑

k=0

Ik. (4.21)
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Step 5. Estimates: Case VR ≤ 0. Now we estimate the integral Ik defined on each sub-interval
[αk, αk+1). First, by the lower bound in (4.20) we deduce

Ik ≤
∫ αk+1

αk

N(s2)
√

2π(σ21 + σ22)
e−kds2 = e−k

∫ αk+1

αk

N(s2)
√

2π(σ21 + σ22)
ds2. (4.22)

Also, recalling the formula (4.15), by the upper bound in (4.20) we derive for any s2 ∈ [αk, αk+1),

∫ s2
s1
eu−t(bN(u)− VR)du
√

2(σ21 + σ22)
=

V1 − V2
√

2(σ21 + σ22)
<

√
k + 1,

Therefore, using VR ≤ 0 we obtain

be−t

∫ s2
s1
N(u)du

√

2(σ21 + σ22)
≤
∫ s2
s1
eu−tbN(u)du
√

2(σ21 + σ22)
≤

√
k + 1,

which gives
∫ s2
s1
N(u)du

√

2π(σ21 + σ22)
≤ et

√
k + 1

b
√
π

, ∀s2 ∈ [αk, αk+1).

By continuity this also holds for s2 = αk+1. Now, using that s2 7→ (σ21 + σ22) is decreasing (4.16), we
deduce in (4.22)

Ik ≤ e−k

∫ αk+1

αk
N(s2)ds2

√

2π(σ21 + σ22)|s2=αk+1

≤ e−k

∫ αk+1

s1
N(s2)ds2

√

2π(σ21 + σ22)|s2=αk+1

≤ et
√
k + 1

b
√
π

e−k,

which gives the estimate for each term Ik. Summing up in k we conclude using (4.21)

I ≤
∞
∑

k=0

et

b
√
π

√
k + 1e−k =

et

b
√
π

∞
∑

k=0

√
k + 1e−k ≤ C(T ) < +∞. (4.23)

This proves the claim (4.18), and therefore completes the proof for the case VR ≤ 0.

Step 6. Case VR > 0. Now we prove (4.18) for the case VR > 0. We still fix s1 ∈ [0, t]. This
case is more subtle as we no longer have the monotonicity in (4.19). Nevertheless, we still define the
(measurable) sets

Ak := {s2 ∈ [s1, t] : k ≤ (V1 − V2)
2

2(σ21 + σ22)
≤ k + 1}, k ≥ 0, k ∈ Z,

which gives a decomposition of [s1, t] as [s1, t] =
⋃∞

k=0Ak. Therefore, for fixed s1 we obtain

I :=

∫ t

s1

N(s2)
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1
+σ2

2
) ds2 ≤

∞
∑

k=0

∫

Ak

N(s2)
1

√

2π(σ21 + σ22)
e
− (V1−V2)

2

2(σ2
1
+σ2

2
) ds2

=:

∞
∑

k=0

Jk. (4.24)
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To estimate each Jk, we first use the lower bound in (4.20) to deduce

Jk ≤
∫

Ak

N(s2)
√

2π(σ21 + σ22)
e−kds2 = e−k

∫

Ak

N(s2)
√

2π(σ21 + σ22)
ds2. (4.25)

Then, we recall (4.15) and use the upper bound in (4.20) to get for any s2 ∈ Ak,
∫ s2
s1
eu−t(bN(u)− VR)du
√

2(σ21 + σ22)
=

V1 − V2
√

2(σ21 + σ22)
≤

√
k + 1. (4.26)

Now we need to face the difficulties from VR > 0. The key observation is that VR only gives a bounded
perturbation of the right hand side of (4.26). More precisely, thanks to (4.17) we derive, recalling
s1 ≤ s2 ≤ t,

∫ s2
s1
eu−tVRdu

√

2(σ21 + σ22)
≤

∫ s2
s1
VRdu

√

4ae−t
(

t− s1 + t− s2
)

=
(s2 − s1)VR

√

4ae−t
(

t− s1 + t− s2
)

≤ (t− s1)VR
√

4ae−t
(

t− s1 + t− s2
)

≤
√
t− s1VR√
4ae−t

≤ 1√
4a
e

1
2
t
√
tVR.

As a consequence, using (4.26) we obtain for s2 ∈ Ak

be−t

∫ s2
s1
N(u)du

√

2(σ21 + σ22)
≤
∫ s2
s1
eu−tbN(u)du

√

2(σ21 + σ22)
+

∫ s2
s1
eu−tVRdu

√

2(σ21 + σ22)

≤
√
k + 1 +

1√
4a
e

1
2
t
√
tVR,

which gives
∫ s2
s1
N(u)du

√

2π(σ21 + σ22)
≤ et

√
k + 1

b
√
π

+
1√
4πa

e
3
2
t
√
tVR, ∀s2 ∈ Ak.

In particular this holds for s2 = α∗
k+1 =: sups2∈Ak

s2, the rightmost point in Ak. Then, we use that
s2 7→ (σ21 + σ22) is decreasing in s2 thanks to (4.16) to deduce in (4.25)

Jk ≤ e−k

∫

Ak
N(s2)ds2

√

2π(σ21 + σ22)|s2=α∗
k+1

≤ e−k

∫ α∗
k+1

s1
N(s2)ds2

√

2π(σ21 + σ22)|s2=α∗
k+1

≤ et
√
k + 1

b
√
π

e−k +
1√
4πa

e
3
2
t
√
tVRe

−k.

Taking the sum in k we conclude using (4.24)

I ≤
∞
∑

k=0

(

et
√
k + 1

b
√
π

+
1√
4πa

e
3
2
t
√
tVR

)

e−k

=
et

b
√
π

∞
∑

k=0

√
k + 1e−k +

1√
4πa

e
3
2
t
√
tVR

∞
∑

k=0

e−k ≤ C(T ) < +∞. (4.27)

This proves the claim (4.18) for the case VR > 0, and therefore completes the proof.
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In the right hand side of (4.8), the term C(T )
∫ T
0 N(s)ds depends linearly on the integral of N . This

might not be obvious since p2 depends on N in a nonlinear way (c.f. (4.14)). Moreover, in the proof
we achieve more concrete information on the constant C(T ) as (c.f. (4.23) and (4.27))

C(T ) =
C1(T )

b
+
C2(T )√

a
max(VR, 0),

where C1(T ) and C2(T ) do not depend on a, b or VR. This constant is independent of a if VR ≤ 0 but
will blow up as a → 0+ if VR > 0. And it always blows up if b → 0+. These are consistent with the
intuitive discussions on toy problems in Section 4.1.

5 Passing to the limit

We are now in a position to pass to the limit and establish Theorem 2.3 and thus also Theorem 1.1.
For that we first need to complete the proof of Theorem 2.2.

5.1 Regularity in time

We establish here the strong time continuity statement in Theorem 2.2, that is

Proposition 5.1. Assume (1.8). The solution of (2.4) nε satisfies that for any given ψ(v) in Cb+L
2,

the map

τ 7→
∫

R

ψ(v)nε(τ, v)dv

is equi-continuous with respect to ε on every finite interval [0, τ0].

Proof. We recall the weak formulation (2.7), for test functions ψ ∈ C2
b (R) we have

d

dτ

∫

R

ψ(v)nε(τ, v)dv =

∫

R

b∂vψ(v)nε(τ, v)dv + ψ(VR)

+Qε(τ)

∫

R

(

a∂vvψ − v∂vψ
)

nε(τ, v)dv −
∫

R

ψ(v)Sε(τ, v)dv,

(5.1)

where Sε(τ, v) is defined in (2.6) with
∫

R
Sε(τ, v)dv = 1. Using the second moment bound (2.8) for nε

in Prop. 2.5, we deduce that

∣

∣

∣

∣

d

dτ

∫

R

ψ(v)nε(τ, v)dv

∣

∣

∣

∣

≤b‖∂vψ‖∞ + ‖ψ‖∞

+Qε(τ) (a‖∂vvψ‖∞ + C(τ)‖∂vψ‖∞) + ‖ψ‖∞.

Thanks to the estimates on Qε in Prop. 3.1, this proves the (local-in-time) equi-continuity statement
for ψ ∈ C2

b . Using that nε(τ, ·) ∈ P(R), the result extends to ψ ∈ Cb by a density argument. Similarly
using the uniform L2 bound in Prop. 4.1, the result extends to ψ ∈ L2. Finally, by linearity the result
holds for ψ ∈ Cb + L2.
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5.2 Convergent subsequences and the limit equation

With usual tools of functional analysis, see [28, 2], and the bounds in Theorem 2.2, we may extract
subsequences (not relabeled) such that for all τ0 > 0, the followings hold.
For nε, the tightness bound (2.8), L2 bound (4.1) and the equal-continuity in Prop. 5.1 imply that

there is a (subsequential) limit n(τ) satisfying

n(τ) ∈ P(R),

∫

R

v2n(τ, v)dv +

∫

R

n2(τ, v)dv ≤ C(τ0), 0 ≤ τ ≤ τ0. (5.2)

Here the limit is in the following sense. For any ψ(v) in Cb + L2, as functions in time
∫

R

ψ(v)nε(τ, v)dv →
∫

R

ψ(v)n(τ, v)dv in C([0, τ0]). (5.3)

For Qε(τ), by (2.9) and (3.1) we can take a weak limit in measure. More precisely, there exists
Q ∈ M+(0, τ0) such that for all φ(τ) ∈ C[0, τ0]

∫ τ0

0
φ(τ)Qε(τ)dτ →

∫ τ0

0
φ(τ)Q(dτ). (5.4)

Moreover, the refined bound (3.1) ensures that the limit measure Q does not contain Dirac masses.
Finally the singular term Sε(τ, v) as defined in (2.6), which is a probability measure for all τ , satisfies







Sε(τ, v)⇀ S(τ, v) ∈ L∞((0, τ0);P(R)), weak* in M
(

(0, τ0)× R
)

,
∫

R
S(τ, dv) = 1 for a.e. τ > 0, supp S ⊆ [0,∞) × [VF ,+∞),

(5.5)

thanks to the tightness implied by (2.10).

With these convergence results, we now pass to the limit in the weak formulation (5.1) to obtain
that for each test function ψ(v) ∈ C2

b (R)

d

dτ

∫

R

ψ(v)n(τ, v)dv =

∫

R

b∂vψ(v)n(τ, v)dv + ψ(VR)

+Q(τ)

∫

R

(

a∂vvψ − v∂vψ
)

n(τ, v)dv −
∫

R

ψ(v)S(τ, v)dv. (5.6)

Here the time derivative d
dτ is in the weak sense as before. To justify the limit, we only need to take

care of the nonlinear terms, which are the products of Q and n. The limit of the product can be shown
to be the product of limits by a weak-strong convergence argument, using the weak convergence in
(5.4) and the strong convergence (as functions in time) in (5.3).
To summarize, we have extracted subsequences from the solution of (2.4) (nε, Qε, Sε) that converge

to (n,Q, S) in the weak senses. Moreover, the limit satisfies the weak form of Eq. (1.5).

5.3 Further properties of Q(τ) and S(τ, v)
To further characterize Q(τ) and S(τ, v), first we aim to derive the complementary relation (1.9)

Q(dτ)

∫ +∞

VF

n(τ, v)dv = 0. (5.7)
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Note that ψ(v) = Iv>VF
belongs to Cb + L2. Therefore the strong limit in time (5.3) holds and in the

limit we have

τ 7→M(τ) :=

∫ +∞

VF

n(τ, v)dv ∈ C
(

[0,∞)
)

. (5.8)

Thus the right hand side of (5.7) is well defined as a measure multiplied by a continuous function. To
derive (5.7), we depart from the definition of Qε in (2.4)

Qε(τ)

∫ +∞

VF

nε(τ, v)dv = ε,

and pass to the limit, using the weak convergence of Qε in (5.4) and the strong convergence in (5.3)
with ψ(v) = Iv>VF

. Thus (5.7) is established.
The complementary relation (5.7) gives information on Q in an implicit way. To state more precise

characterizations, since M(τ) is continuous we define the sets

Ibl := {τ ≥ 0 :M(τ) > 0}, an open set, (5.9)

Icl := {τ ≥ 0 :M(τ) = 0}, a closed set.

Here Ibl is for “blow-up” and Icl is for “classical solution”.

Remark 5.2. The set Icl may contain blow-up points (i.e. Q(τ) = 0) therefore it can be strictly
larger than the set of times when we can indeed recover classical solutions. This is partially because
the complementary relation (5.7) does not exclude times when both Q(τ) and M(τ) are zero. We give
such an example in Section 6.2, see (6.11) with b = VF − VR.

5.3.1 The interior of the classical points

In the interior of the “classical points” I̊cl ⊆ Icl we can go much further. We characterize S and
recover the standard boundary conditions when Q > 0.

Proposition 5.3. For τ ∈ I̊cl, we have

S(τ, v) = δVF
(v), (5.10)

lim
ε→0+

Qε(τ)nε(τ, VF ) = 0, lim
ε→0+

(

aQε(τ)∂vnε(τ, VF ) + bnε(τ, VF )
)

= 1, (5.11)

where the convergence holds in the weak sense of measures.

In particular, when Q > 0 in the limit, (5.11) gives the Dirichlet boundary condition for n and the
classical definition of the firing rate:

n(τ, VF ) = 0, aQ(τ)∂vn(τ, VF ) = 1.

Proof. We first prove (5.10). The definition of Icl implies that n(τ, v) ≡ 0 for τ ∈ Icl and v > VF .
Therefore, for τ in the interior I̊cl, we consider the weak formulation (5.6) with ψ ∈ C∞

c (VF ,+∞) such
that ψ ≥ 0 to obtain

0 =
d

dτ

∫

R

ψ(v)n(τ, v)dv = −
∫

R

ψ(v)S(τ, v)dv ≤ 0.
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Therefore the equality holds, which implies
∫

R

ψ(v)S(τ, v)dv = 0,

for all non-negative ψ ∈ C∞
c ((VF ,+∞)). Therefore we deduce that the support of S does not contain

any v > VF for τ ∈ I̊cl. Combining this with (5.5), we deduce that

supp S(τ, v) ∩ (I̊cl × R) ⊆ I̊cl × {VF }.

In other words, for τ ∈ I̊cl the measure S(τ, v) is localized at VF . Therefore, we recall from (5.5) that
for (almost) every τ S(τ, ·) is of mass one, to conclude

S(τ, v) = δVF
, τ ∈ I̊cl.

To prove (5.11), we first work with the random discharge problem (2.4) with ε > 0. Multiply (2.4)
with a test function ψ ∈ C∞

c (R) and integrate on [VF ,+∞), and we obtain

d

dτ

∫ +∞

VF

nεψdv+

∫ +∞

VF

((−vQε + b)∂vψ + a∂vvψ)nεdv =

a∂vψ(VF )Qεnε(VF ) + ψ(VF )(aQε∂vnε(VF ) + bnε(VF ))−
∫ +∞

VF

ψSεdv.

For τ ∈ I̊cl, following the same procedure as in Section 5.2, we see that the left hand side vanishes as
ε→ 0+. Choosing ψ such that ψ(VF ) = 1 and ∂vψ(VF ) = 0, we obtain using (5.10)

lim
ε→0+

(

aQε(τ)∂vnε(τ, VF ) + bnε(τ, VF )
)

= 1.

Next, we choose ψ such that ψ(VF ) = 0 and ∂vψ(VF ) = 1 to get

lim
ε→0+

Qε(τ)nε(τ, VF ) = 0.

5.3.2 Blow-up points

For τ ∈ Ibl as defined in (5.9), we can directly compute the limits of Q and S to find

Proposition 5.4. For τ ∈ Ibl, we have

Q(τ) = lim
ε→0+

Qε(τ) = 0, Sε(τ, ·) ⇀ S(τ, ·) = n(τ, ·)I ·>VF
∫ +∞
VF

n(τ, v)dv
, weakly in P(R).

Indeed, this follows directly from passing the limits inQε(τ) =
ε∫+∞

VF
nε(τ,v)dv

and Sε(τ, ·) =
nε(τ,·)I ·>VF∫+∞
VF

nε(τ,v)dv
,

due to the strong limit (5.3) with ψ(v) = Iv>VF
. The fact that Q vanishes on Ibl can also be derived

directly from the complementary relation (5.7).

Remark 5.5. In the limit n(τ, ·) is defined for every time and is continuous in time as in (5.2)-(5.3).
For Q and S, by Prop.5.4 they are continuous in time on Ibl. In general, we do not expect Q and S
to be continuous in time on [0,+∞).

Prop. 5.4 provides a starting point to further investigate blow-ups next.
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6 More properties of the solution

6.1 More on the blow-up intervals

For the blow-up open set Ibl as defined in (5.9), we first recall from Prop. 5.4 that

Q(τ) = 0, and S(τ, ·) = n(τ, ·)I·>VF
∫ +∞
VF

n(τ, v)dv
, ∀τ ∈ Ibl, (6.1)

Using that Q ≡ 0, we simplify Eq. (1.5) into (1.7)

∂n

∂τ
+ b

∂

∂v
n = δVR

(v)− S(τ, v), τ ∈ Ibl, v ∈ R. (6.2)

Consider now a maximal interval (τ1, τ2) ⊆ Ibl with τ2 > τ1 > 0. Recall the definition of M(τ)
in (5.8). We have, by the continuity of M(·),

M(τ1) = 0, M(τ) > 0, τ ∈ (τ1, τ2), M(τ2) = 0 if τ2 <∞. (6.3)

Denote by npre(v) := n(τ1, v) the pre-blow-up profile, which is supported in (−∞, VF ]. Since the
characteristics is moving rightwards (b > 0), solving (6.2) when τ ∈ (τ1, τ2), as a transport equation
with sources, gives

n(τ, v) = npre(v − b(τ − τ1)) +
1

b
IVR≤v<VR+b(τ−τ1) −

∫ τ

τ1

S(s, v − b(τ − s))ds. (6.4)

Note that the last integral is well-defined as a L2 function in v thanks to the regularity of S in (6.1).
Moreover, it vanishes for v ≤ VF since S is supported on [VF ,+∞) and b > 0.
When τ2 <∞, n(τ2, v) is also supported in (−∞, VF ], since M(τ2) = 0, and we infer the post-blow-

up profile at τ = τ2

npost(v) := n(τ2, v) =

(

npre(v − b(τ2 − τ1)) +
1

b
IVR≤v<VR+b(τ2−τ1)

)

Iv≤VF
, v ∈ R.

Proposition 6.1. We have for M(τ) defined in (5.8)

d

dτ
M(τ) = bn(τ, VF )− 1, τ ∈ Ibl. (6.5)

Notice that n(τ, v) is not defined pointwise in v, but n(τ, VF ) is defined a.e. in τ thanks to (6.4).
Furthermore, for τ ∈ (τ1, τ2), we can write M(τ) in terms of npre via

M(τ) =



















∫ VF

VF−b(τ−τ1)
npre(v)dv − (τ − τ1), 0 ≤ τ − τ1 ≤

VF − VR
b

,

∫ VF

VF−b(τ−τ1)
npre(v)dv −

VF − VR
b

,
VF − VR

b
≤ τ − τ1.

(6.6)

Remark 6.2. Effectively the dynamics in Ibl is characterized by the pair (n(τ, v)Iv≤VF
,M(τ)). The

details of how the mass is distributed in v > VF , which depend on the specific form of S, do not play
a role in the effective dynamics.
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Indeed, the proof of Proposition 6.1 does not use the specific form of S given in (6.1), only that it is
of mass 1. In particular, if we use another absorption function φε(v) =

1
ε (v − VF )+ instead of (2.2),

then the proposition still holds with S given by

S(τ, ·) = (v − VF )+n(τ, ·)
∫ +∞
VF

(v − VF )+n(τ, v)dv
.

In other words, in the regularized problem, the absorption profile of mass for v > VF does not matter
except : i) it has a constant rate 1; ii) it keeps the non-negativity of n.

Proof. Identity (6.5) intuitively follows from integrating Eq. (6.2) on [VF ,+∞), yet we do not know
if n(τ, VF ) can be defined pointwise. It can be justified as n(τ, VF ) can be viewed as an L1 function
in time thanks to (6.4). More precisely, we integrate on [VF ,+∞) in (6.4) to obtain

M(τ) =

∫ +∞

VF

(

npre(v − b(τ − τ1)) +
1

b
IVR≤v<VR+b(τ−τ1) −

∫ τ

τ1

S(s, v − b(τ − s))ds

)

dv

=

∫ +∞

VF

(

npre(v − b(τ − τ1)) +
1

b
IVR≤v<VR+b(τ−τ1)

)

dv − (τ − τ1), (6.7)

where we use, since b > 0 and S(s, ·) is supported on [VF ,+∞),

∫ +∞

VF

∫ τ

τ1

S(s, v − b(τ − s))dsdv =

∫ τ

τ1

∫ +∞

VF

S(s, v − b(τ − s))dvds =

∫ τ

τ1

1ds = τ − τ1.

As M(τ1) = 0 we have npre(v) = 0 for v > VF , we may rewrite (6.7) as

M(τ) =

∫ VF+b(τ−τ1)

VF

(

npre(v − b(τ − τ1)) +
1

b
IVR≤v<VR+b(τ−τ1)

)

dv − (τ − τ1).

Writing v − b(s− τ1) = VF − b(s− VF−v
b − τ1) and using a change of variable, we arrive at

M(τ) =

∫ τ

τ1

(

bn(s, VF )− 1
)

ds.

Finally, (6.6) follows from rewriting the first integral in (6.7), using

∫ +∞

VF

npre(v − b(τ − τ1))dv =

∫ VF

VF−b(τ−τ1)
npre(v)dv,

∫ +∞

VF

1

b
IVR≤v<VR+b(τ−τ1)dv =

1

b

∫ max(VF ,VR+b(τ−τ1))

VF

dv = max(0, τ − τ1 −
VF − VR

b
).

Note that the term involving IVR≤v<VR+b(τ−τ1), which comes from the reset δVR
(v), only takes effect

when τ − τ1 ≥ VF−VR

b , since it takes time to transport from VR to VF with velocity b > 0.

Prop. 6.1 has some consequences on the blow-up interval τ2 − τ1.
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Corollary 6.3 (Blow-up interval). Let (τ1, τ2) ⊆ Ibl be a connected component of Ibl with τ1 > 0.
(i) When 0 < b < VF − VR, then τ2 − τ1 ≤ 1 < VF−VR

b .
(ii) If τ2 <∞, then

τ2 − τ1 =

∫ VF

VF−b(τ2−τ1)
npre(v)dv, (6.8)

and τ2 is the infimum value of τ > τ1 such that (6.8) holds.
(iii) If τ2 − τ1 >

VF−VR

b (and thus b ≥ VF − VR), then τ2 = +∞.
(iv) Denoting by npre(v) := n(τ1, v) the pre-blow-up profile, then

lim inf
δ→0+

b
∫ VF

VF−δ npre(v)dv

δ
≥ 1. (6.9)

As the absorption rate by S is one, the duration τ2− τ1 physically quantifies the number of neurons
which spike during the blow-up interval. They spike simultaneously at a single blow-up time in the
original timescale t. Eq. (6.8) gives a characterization of the number in terms of npre, see also similar
formulas in [32, 13, 17, 31]. Eq. (6.9) implies that the Dirichlet boundary condition at VF is lost at
the blow-up time, which is also known in literature e.g. [21, 31].

Proof. We begin with (i). When 0 < b < VF − VR, if 1 < τ2 − τ1, then we can choose τ ∈ (τ1, τ2) such
that 1 < τ − τ1 <

VF−VR

b . By (6.6) we have

0 < M(τ) =

∫ VF

VF−b(τ−τ1)
npre(v)dv − (τ − τ1) ≤ 1− (τ − τ1) < 0,

which is a contradiction.
To prove (iii), when τ2 − τ1 >

VF−VR

b (by the first statement, this happens only when b ≥ VF −VR),

if τ2 < ∞, then we note that both τ2 and τ1 +
VF−VR

b are in the second regime in (6.6). However, we
note that M(τ) is non-decreasing in τ in that regime, which implies

0 =M(τ2) ≥M

(

τ1 +
VF − VR

b

)

> 0,

which is a contradiction. For the last inequality, we use (6.3) and τ1 +
VF−VR

b ∈ (τ1, τ2).

Next, if τ2 < ∞ then by (iii) we have τ2 − τ1 ≤ VF−VR

b . In view of (6.6), (ii) s because M(τ2) = 0
and M(τ) > 0 for τ ∈ (τ1, τ2).
Finally, the formula (6.9) is a direct consequence of M(τ1 + δ) > 0 for small δ > 0, and the first

expression in (6.6).

The critical value b = VF − VR is related to the lifespan in t of the solution, which we discuss more
below.

6.2 Lifespan in t-timescale

Theorem 1.1 provides a global solution in τ timescale, but it may not be global in t timescale. Using
the change of time (1.3) the lifespan in t is obtained as

T ∗ =
∫ +∞

0
Q(τ)dτ. (6.10)

Then the solution in t is global if and only if T ∗ = +∞.
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Theorem 6.4 (Lifespan in t timescale). With T ∗ defined in (6.10),
(i) when 0 < b < VF − VR, we have T ∗ = +∞,
(ii) when b ≥ VF − VR, there exist examples with finite T ∗ (we may even have T ∗ = 0).

In other words, for 0 < b < VF − VR the solution is always global in t, but for b ≥ VF − VR we have
counter-examples. We note that the definition of lifespan (6.10) and this dichotomy between values
of b resemble those in [17].

Proof. To prove (i) we use the weak formulation (5.6). Take a test function ψ ∈ C2(R) such that
0 ≤ ∂vψ ≤ 1 for all v ∈ R satisfying

ψ ≡ 0, v ≤ VR − 1, ∂vψ ≡ 1, v ∈ [VR, VF ], ∂vψ ≡ 0, v ≥ VF + 1.

By construction ψ is bounded and non-decreasing. The upper bound on ∂vψ implies

∫

R

b∂vψ(v)n(τ, v)dv ≤
∫

R

bn(τ, v)dv = b.

Since S(τ, ·) is supported on [VF ,+∞) we compute

ψ(VR)−
∫

R

ψ(v)S(τ, v)dv ≤ ψ(VR)− ψ(VF ) = −(VF − VR).

Note also ∂vψ is a compactly supported C1 function, which implies a∂vvψ− v∂vψ ≤ C. Thus we have

Q(τ)

∫

R

(

a∂vvψ − v∂vψ
)

n(τ, v)dv ≤ CQ(τ)

∫

R

n(τ, v)dv = CQ(τ).

All together we derive in (5.6)

d

dτ

∫

R

ψ(v)n(τ, v)dv ≤ b− (VF − VR) + CQ(τ).

Integrating in time, we obtain

C

∫ τ

0
Q(s)ds ≥ (VF − VR − b)τ +

∫

R

ψ(v)n(τ, v)dv −
∫

R

ψ(v)n(0, v)dv

≥ (VF − VR − b)τ − C,

which goes to infinity as τ goes to infinity, provided that b < VF − VR. This proves T
∗ = +∞.

For (ii) when b ≥ VF −VR, one can immediately check that the following is a steady state of Eq. (6.2)

n(v) =











1

b
IVR≤v≤VF

, v ≤ VF ,

1

b
e−

1
bM

(v−VF ), v > VF ,
(6.11)

with M = 1 − VF−VR

b > 0 when b > VF − VR. When b = VF − VR we have M = 0 and the above is
understood as n(v) ≡ 0 for v > VF .
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A more general class of solutions of Eq. (1.5) with Q ≡ 0 is to take










n(τ, v) =
1

b
IVR≤v≤VF

, τ ≥ 0, v ≤ VF ,

M(τ) = 1− VF − VR
b

≥ 0, τ ≥ 0.

Here the profile of n(τ, v) for v > VF can be time-dependent and in Eq. (1.7), S(τ, v) adapts to satisfy
the equality for M(τ), see also Remark. 6.2. For those examples T ∗ = 0.

The examples constructed for Theorem 6.4-(ii) are related to the “plateau solutions” studied in [9],
and are called “eternal blow-up” in [17]. It means every neuron spikes for infinite times at a single
time in t timescale, which is unrealistic as it is incompatible with the refractory state.

7 Conclusions and discussion

To understand the dynamics after blow-up in the integrate-and-fire models for neural assemblies, we
study the random discharge model as a regularized problem. Using the dilated timescale τ , we are able
to obtain new estimates. Those are fundamental to pass to the strong absorption limit ε→ 0+ in the
nonlinear terms. A global limit equation is derived where the Dirichlet boundary condition is relaxed
by a measure S which is a Lagrange multiplier to keep n as a probability distribution. As consequences,
we obtain different information on the blow-up depending on the critical parameter VF−VR

b .
Several questions remain open. Mathematically, we know little about the global behavior of the

blow-up and classical sets Ibl and Icl, though we characterize the dynamics locally. For instance, we
don’t know if Ibl can have infinite number of connected components on a finite interval. These could
be potential difficulties towards the uniqueness of the limit solution. See also [15, 24, 30] for results
about related models.
From a physical point of view, our model is highly simplified. For example, among all missing

physical mechanisms, the refractory period might account for the pathological case when T ∗ = 0 in
Theorem 6.4.
Also, it will be interesting to look into the connections between various continuations after blow-up,

for instance those obtained from the finite network of neurons [14] and for the case with activity-
dependent noise [17, 30, 31].

A A Probabilistic Proof of Lemma 3.3

Here we give a probabilistic proof of Lemma 3.3, using the following inhomogenous OU process
{

dX̃ε,t = (−Xt + bNε(t))dt+
√
2adBt t > 0,

X̃ε,T=0 = X0,
(A.1)

whose Fokker-Planck equation is (3.6). That is, if initially the distribution of X0 is given by n0(v),
then the evolution of the probability density of X̃ε,t is governed by (3.6). In this way Lemma 3.3 is
reformulated as

Lemma A.1. Let X̃t,ε as defined in (A.1) with EX2
0 ≤ C0, then with some constant C independent

of Nε ≥ 0, we have P(X̃ε,t ≥ VF ) ≥ e−C/t for 0 < t < 1
2 .
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Proof. First, by Chebyshev’s inequality we have for M > 0

P(X̃ε,0 ≤ −M) ≤M−2
EX2

ε,0 =M−2
EX2

0 .

Therefore we can take M large enough such that (for later purpose we also take M > 100
√
a)

P(X̃ε,0 > −M) = 1− P(X̃ε,0 ≤ −M) ≥ 1−M−2
EX2

0 >
1

2
.

Treating bNε(t) ≥ 0 as external input, the SDE (A.1) can by solved as

X̃ε,t = e−tX̃ε,0 +

∫ t

0
bes−tNε(s)ds +

√
2a

∫ t

0
es−tdBs.

When X̃ε,0 ≥ −M , we derive using bNε(t) ≥ 0

X̃ε,t ≥ −e−tM +
√
2a

∫ t

0
es−tdBs ≥ −M +

√
2a

∫ t

0
es−tdBs.

Therefore we estimate the probability

P(X̃ε,t ≥ VF ) ≥ P(X̃ε,t ≥ VF , X̃ε,0 ≥ −M)

≥ P(−M +
√
2a

∫ t

0
es−tdBs ≥ VF , X̃ε,0 ≥ −M)

= P(
√
2a

∫ t

0
es−tdBs ≥ VF +M, X̃ε,0 ≥ −M).

As the Brownian motion is independent of initial data, we derive

P(X̃ε,t ≥ VF ) ≥ P(
√
2a

∫ t

0
es−tdBs ≥ VF +M, X̃ε,0 ≥ −M)

= P(
√
2a

∫ t

0
es−tdBs ≥ VF +M)P(X̃ε,0 ≥ −M)

≥ 1

2
P(

√
2a

∫ t

0
es−tdBs ≥ VF +M),

where in the last step we use the choice of M . Finally, we note that
√
2a
∫ t
0 e

s−tdBs is a Gaussian
random variable with zero mean and variance

σ2(t) := 2a

∫ t

0
e2(s−t)ds ≥ 1

2
at, for 0 < t <

1

2
. (A.2)

Therefore, we obtain

P(X̃ε,t ≥ VF ) ≥ P(
√
2a

∫ t

0
es−tdBs ≥ VF +M) = Ψ(

VF +M

σ(t)
), (A.3)

where Ψ(λ) is the tail probability of the standard Gaussian

Ψ(λ) :=

∫ +∞

λ

1√
2π
e−

1
2
u2
du.
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The reader can check the following (loose) lower bound: Ψ(λ) ≥ e−2λ2
, for λ > 10. Therefore

combining (A.2) and (A.3) with this tail bound (note that our choice of M ensures VF+M
σ(t) > 10) we

have

P(X̃ε,t ≥ VF ) ≥ e
−2

(VF+M)2

σ2(t) ≥ e−
4(VF +M)2

at = e−
C

t .

Then the lemma is proved.
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Poincaré Probab. Stat., 52(4):1844–1876, 2016.

[21] Ben Hambly, Sean Ledger, and Andreas Søjmark. A Mckean–Vlasov equation with positive
feedback and blow-ups. The Annals of Applied Probability, 29(4):2338–2373, 2019.

[22] Kota Ikeda, Pierre Roux, Delphine Salort, and Didier Smets. Theoretical study of the emergence
of periodic solutions for the inhibitory NNLIF neuron model with synaptic delay. Mathematical
Neuroscience and Applications, 2, 2022.

[23] Pierre-Emmanuel Jabin and Datong Zhou. The mean-field limit of sparse networks of integrate
and fire neurons, 2023. arXiv 2309.04046.

[24] Sean Ledger and Andreas Søjmark. Uniqueness for contagious McKean-Vlasov systems in the
weak feedback regime. Bull. Lond. Math. Soc., 52(3):448–463, 2020.

[25] Jian-Guo Liu, Ziheng Wang, Yantong Xie, Yuan Zhang, and Zhennan Zhou. Investigating the in-
tegrate and fire model as the limit of a random discharge model: a stochastic analysis perspective.
Math. Neurosci. Appl., 1:Art. No. 2, 36, 2021.

[26] Jian-Guo Liu, Ziheng Wang, Yuan Zhang, and Zhennan Zhou. Rigorous justification of the
Fokker-Planck equations of neural networks based on an iteration perspective. SIAM J. Math.
Anal., 54(1):1270–1312, 2022.

32



[27] Sergey Nadtochiy and Mykhaylo Shkolnikov. Particle systems with singular interaction through
hitting times: Application in systemic risk modeling. The Annals of Applied Probability, 29(1):89
– 129, 2019.

[28] Michael Reed and Barry Simon. Methods of modern mathematical physics. I. Academic Press, Inc.
[Harcourt Brace Jovanovich, Publishers], New York, second edition, 1980. Functional analysis.

[29] Pierre Roux and Delphine Salort. Towards a further understanding of the dynamics in the
excitatory NNLIF neuron model: blow-up and global existence. Kinet. Relat. Models, 14(5):819–
846, 2021.

[30] Lorenzo Sadun and Thibaud Taillefumier. Global solutions with infinitely many blowups in a
mean-field neural network, 2022. arXiv 2205.08035.

[31] Thibaud Taillefumier and Phillip Whitman. Characterization of blowups via time change in a
mean-field neural network, 2022. arXiv 2205.07155.

[32] Jiwei Zhang, Katherine Newhall, Douglas Zhou, and Aaditya Rangan. Distribution of corre-
lated spiking events in a population-based approach for integrate-and-fire networks. Journal of
computational neuroscience, 36:279–295, 2014.

33


	Introduction
	Regularized problem and moment estimates
	Random discharge in dilated timescale
	Main results on the regularized problem
	Second moment and related controls

	Refined uniform bounds for Q
	Statement of the refined bound
	Proof of Prop. 3.2
	Remarks on the auxiliary problems

	The bound nL,loc ( L2v)
	Observations and Intuitions
	Reduction to a simpler equation
	Proof of Prop. 4.3

	Passing to the limit
	Regularity in time
	Convergent subsequences and the limit equation
	Further properties of Q() and S(,v)
	The interior of the classical points
	Blow-up points


	More properties of the solution
	More on the blow-up intervals
	Lifespan in t-timescale

	Conclusions and discussion
	A Probabilistic Proof of Lemma 3.3

