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A B S T R A C T 

Reliable indirect diagnostics of LyC photon escape from galaxies are required to understand which sources were the dominant 
contributors to reionization. While multiple LyC escape fraction ( f esc ) indicators have been proposed to trace fa v ourable conditions 
for LyC leakage from the interstellar medium of low-redshift ‘analogue’ galaxies, it remains unclear whether these are applicable 
at high redshifts where LyC emission cannot be directly observed. Using a library of 14 120 mock spectra of star-forming galaxies 
with redshifts 4.64 ≤ z ≤ 10 from the SPHINX 

20 cosmological radiation hydrodynamics simulation, we develop a framework for 
the physics that leads to high f esc . We investigate LyC leakage from our galaxies based on the criteria that successful LyC escape 
diagnostics must (i) track a high-specific star formation rate, (ii) be sensitive to stellar population age in the range 3.5–10 Myr 
representing the times when supernova first explode to when LyC production significantly drops, and (iii) include a proxy for 
neutral gas content and gas density in the interstellar medium. O 32 , � SFR 

, M UV 

, and H β equi v alent width select for one or fe wer 
of our criteria, rendering them either necessary but insufficient or generally poor diagnostics. In contrast, UV slope ( β), and 

E ( B − V ) match two or more of our criteria, rendering them good f esc diagnostics (albeit with significant scatter). Using our 
library, we build a quantitative model for predicting f esc based on direct observables. When applied to bright z > 6 Ly α emitters 
observed with JWST, we find that the majority of them have f esc � 10 per cent . 

K ey words: galaxies: e volution – galaxies: high-redshift – dark ages, reionization, first stars – early Universe. 
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 I N T RO D U C T I O N  

arious astrophysical (e.g. Kulkarni et al. 2019 ; Keating et al. 2020 ;
ecker et al. 2021 ) and cosmological (Planck Collaboration VI 2020 )
robes indicate that the Universe had transitioned from a neutral to an
onized state by the redshift interval 5 � z � 6. Ho we ver, the onset of
eionization and the sources responsible for it, as well as the neutral
raction evolution during the transition remain uncertain. Both upper 
 z ∼ 20) and lower ( z ∼ 15) limits on the onset of cosmic dawn are
rovided by the Cosmic Microwave Background (e.g. Heinrich & Hu 
021 ) and star formation histories (SFHs) of high-redshift galaxies 
e.g. Laporte et al. 2021 ). Although often model-dependent, neutral 
raction evolution constraints can be derived from the decreasing 
re v alence of Ly α emitters (e.g. Stark et al. 2010 ; Pentericci et al.
011 ; Mason et al. 2018 ; Goovaerts et al. 2023 ; Jones et al. 2023 ),
he damping wings of high-redshift quasars (e.g. Davies et al. 2018 ;
reig, Mesinger & Ba ̃ nados 2019 ; Ďuro v ̌c ́ıko v ́a et al. 2020 ), and the
pacity of the Ly α forest (e.g. Fan et al. 2006 ; Bosman et al. 2022 ).
o we ver, only limited observational constraints exist on the sources

esponsible for reionization. 
 E-mail: nicholas.choustikov@physics.ox.ac.uk 
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Understanding the sources of reionization is of key importance. 
he topology of reionization is strongly affected by the source model,
hich not only impacts the shape and amplitude of the 21 cm signal,

e.g. Zaldarriaga, Furlanetto & Hernquist 2004 ; McQuinn et al. 2007 ;
ulkarni et al. 2017 ), but also controls which dwarf galaxies and
laments are regulated by radiation feedback (Katz et al. 2020a ).
urthermore, the temperature the IGM reaches during reionization 

s sensitive to the spectral energy distribution (SED) of the sources
esponsible. 

Some debate exists about whether these sources are active galactic 
uclei (AGN) or star-forming galaxies. AGN-dominated models 
f late reionization have been suggested to explain observational 
onstraints such as the low optical depth to Thompson scattering (e.g.
rissom, Ballantyne & Wise 2014 ; Madau & Haardt 2015 ; Chardin,
uchwein & Haehnelt 2017 ; Torres-Alb ̀a, Bosch-Ramon & Iw asaw a
020 ). Furthermore, recent observations have identified numerous 
GN-candidates at high redshift (Fujimoto et al. 2023 ; Larson et al.
023 ; Maiolino et al. 2023 ), suggesting that there may be more
f them than previously expected (Greene et al. 2023 ). In contrast,
odels (Faucher-Gigu ̀ere 2020 ) based on the local X-ray background 

Parsa, Dunlop & McLure 2018 ), the fact that helium reionization
as completed significantly later at z ∼ 3 (e.g. Furlanetto & Oh
008 ) and an apparent drop in the AGN luminosity function with
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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1 The maximum level of refinement corresponds to a physical scale of ∼10 pc 
at z = 6 while the star and dark matter particles have masses of 400 M � and 
2 × 10 5 M �, respectively. 
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ncreasing redshift (Kulkarni et al. 2019 ) (although this is based on
bservations taken before the launch of JWST) all indicate that AGN
ad a sub-dominant effect on the reionization history of the Universe.
his agrees with other results indicating that AGN only became a
ominant source of ionizing photons at redshifts of z ∼ 4 (e.g. Dayal
t al. 2020 ; Trebitsch et al. 2021 ). 

As a result, Star-forming galaxies are often considered the primary
andidates for providing the bulk of the LyC photons for reionization
e.g. Robertson et al. 2015 ; Livermore, Finkelstein & Lotz 2017 ;
aidu et al. 2020 ). Within the galaxy population, it is generally

ssumed that reionization was driven by dwarf galaxies due to the
teep observed faint-end slopes of the high-redshift UV luminosity
unction (e.g. Bouwens et al. 2022a ; Harikane et al. 2023 ). Ho we ver,
his latter assumption is highly dependent on the amount of LyC
hotons that are produced per unit star formation (or UV luminosity)
s well as the fraction of LyC photons that leak ( f esc ) as a function of
ass (or UV luminosity). 
The former can be estimated from stellar population synthesis
odels (e.g. Leitherer et al. 1999 ; Stanway & Eldridge 2018 ).
hile uncertainties in the ionizing photon production rate exist

ue to systematic differences between stellar population models
e.g. binaries, rotation, IMF, etc.), the escape fraction is far less
onstrained. This is due to the fact that it emerges from complex
ighly non-linear physics (describing e.g. the state of the ISM) and,
ore importantly, it cannot be directly detected during the epoch

f reionization due to the increasingly neutral IGM (Inoue et al.
014 ). For these reasons, constraints on f esc are derived indirectly, for
xample, by observing samples of low-redshift LyC leaking galaxies
hat are considered ‘analogues’ of those that form during the epoch of
eionization (e.g. Izotov et al. 2018a ; Flury et al. 2022a ), by directly
odelling LyC leakage with cosmological radiation hydrodynamics

imulations (e.g. Paardek ooper, Khochf ar & Dalla Vecchia 2015 ;
osdahl et al. 2018 ), or by correlating galaxies with Ly α forest

ransmission (e.g. Kakiichi et al. 2018 ). 
The number of observational measurements of f esc are rapidly

rowing. LyC photons are directly detectable with space-based
acilities, such as at z ∼ 0.3 with the cosmic origins spectrograph
n HST (Green et al. 2012 ; Leitherer et al. 2016 ) or at even
igher redshifts with AstroSat (Saha et al. 2020 ). Ground-based and
pace-based observatories have pushed the redshift frontier of LyC
easurements to z � 3 (e.g. Vanzella et al. 2010 ; Steidel et al. 2018 ;
letcher et al. 2019 ; Saxena et al. 2022 ). The Low Redshift Lyman
ontinuum Surv e y (LzLCS; Flury et al. 2022a , 2022b ) in particular
as significantly increased the total number of low-redshift galaxies
ith detected LyC emission. Ho we ver, it remains unclear whether

hese ‘analogues’ are truly representative of the high-redshift galaxy
opulation (Brinchmann 2022 ; Katz et al. 2022b ; Schaerer et al.
022b ; Katz et al. 2023c ). Moreo v er, it is not al w ays clear how to
eneralize results from observations of individual objects or surv e ys
ith complex selection functions to the general population of high-

edshift galaxies. 
Numerical simulations provide a complementary framework to

nderstand the physics of LyC leakage. Ho we ver, self-consistently
odelling the production and transfer of LyC photons through a

esolved multiphase ISM remains a technically challenging prob-
em. Nevertheless, simulations of individual or a few high-redshift
alaxies are commonplace (e.g. Kimm & Cen 2014 ; Kimm et al.
017 ; Trebitsch et al. 2017 ; Ma et al. 2020 ), though these suffer
rom similar generalizability ar guments. Lar ger volume or full-box
osmological radiative transfer simulations that resolve the ISM for
housands of galaxies are now becoming technically feasible (e.g.
NRAS 529, 3751–3767 (2024) 
u et al. 2016 ; Rosdahl et al. 2018 ). SPHINX 

20 (Rosdahl et al.
022 ) represents such an effort where the connection between f esc 

nd various galaxy properties (such as stellar and halo mass, UV
uminosity, star formation rate (SFR), specific star formation rate
sSFR), metallicity, etc.) can be studied across a sample of > 10 000
alaxies per snapshot between 4.64 ≤ z � 15. 

Unfortunately, the connection between simulations and observa-
ions remains limited. With the exception of Ly α (e.g. Verhamme
t al. 2015 ; Kimm et al. 2019 ; Kakiichi & Gronke 2021 ; Kimm
t al. 2022 ; Maji et al. 2022 ), simulations tend to focus on how
 esc varies with ‘unobservable’ quantities such as halo mass. Efforts
ave been made to mock observations (e.g. Zackrisson et al. 2017 ;
arrow et al. 2020 ; Katz et al. 2020b ; Mauerhofer et al. 2021 )
nd infer LyC escape; ho we ver, these remain a small minority.
n contrast, observational-based studies often focus on indirect
iagnostics of f esc . For example, such diagnostics include high
O III ] λ5007/[O II ] λλ3726, 3728 (O 32 ) ratios (e.g. Jaskot & Oey
013 ; Nakajima & Ouchi 2014 ; Izotov et al. 2018b ), Ly α peak
eparation (e.g. Verhamme et al. 2017 ; Izotov et al. 2020 ) or Ly α
qui v alent width (Steidel et al. 2018 ; Pahl et al. 2021 ), [Mg II ]
λ2796, 2804 doublet ratios (Chisholm et al. 2020 ; Katz et al. 2022b ),
trong [C IV ] λλ1548, 1550 emission (Saxena et al. 2022 ; Schaerer
t al. 2022a ), UV slope (Chisholm et al. 2022 ), and S II deficits (Wang
t al. 2021 ). 

In this work, we address the applicability of various indirect
bserv ationally de veloped diagnostics of LyC escape on a statistical
ample of simulated high-redshift galaxies that are likely to be
bservable with JWST. We develop a physically motivated model
or the conditions that need to be met to ensure both high f esc and
 simultaneous significant production of LyC photons. Using mock
bservations from Version 1 of the SPHINX Public Data Release
SPDR1), we discuss ho w v arious indirect diagnostics fit within
ur framework to elucidate the physics of why a leakage indicator
s successful (or not). We intend our results to be immediately
pplicable to the large samples of JWST galaxies currently being
bserved at z > 6 (e.g. Curtis-Lake et al. 2022 ; Finkelstein et al.
022 ; Treu et al. 2022 ; Matthee et al. 2022a ). 
This work is organized as follows. In Section 2 , we outline the

umerical methods behind our new SPHINX 

20 data set. Section 3
resents and tests our new generalized framework for identifying LyC
eaking galaxies. In Section 4 , we use our framework to contextualize
nd explain known diagnostics and use our data-set to predict escape
ractions from JWST spectra. Finally, caveats are given in Section 5
nd we conclude in Section 6 . 

 N U M E R I C A L  SI MULATI ONS  

ue to the observational challenges of both detecting LyC radiation
nd being limited to individual lines of sight, we employ state-of-
he-art numerical simulations to understand both the physics driving
yC leakage and the observational signatures of a high-escape
raction. More specifically, we use the SPHINX 

20 cosmological
adiation hydrodynamics simulation (Rosdahl et al. 2022 ). This
imulation is ideal for our purposes because the volume (20 3 cMpc 3 )
s large enough to sample a wide diversity of galaxy stellar masses
10 4 –10 10 M �) and properties, while the spatial and mass resolution 1 
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Figure 1. Star formation rate (averaged over 10 M yr ) as a function of stellar 
mass. Each data point is coloured by the LyC escape fraction, with those with 
fractions abo v e 10 per cent enlarged. This shows that LyC leakers tend to fall 
abo v e the main sequence fitted for galaxies at z = { 4.64, 7, 10 } (orange, red, 
and purple, respectively), representing starburst periods. 
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llow us to simultaneously resolve many of the low-mass haloes that 
ay be contributing to reionization as well as much of the multiphase

SM in the simulated galaxies. Full details of the simulation are 
escribed in Rosdahl et al. 2018 , 2022 . 
We select a subset of observable galaxies from SPHINX 

20 in the 
napshots at z = 10, 9, 8, 7, 6, 5, 4.64, that ha ve 10 M yr -a veraged
FRs ≥ 0 . 3 M � yr −1 . The SFR threshold is designed to mimic a
ux limited surv e y and allows us to study a select group of epoch
f reionization galaxies from SPHINX 

20 that are most likely to be 
etectable by deep JWST observations 2 . The total sample contains 
412 galaxies and in Fig. 1 , we show the SFR versus stellar mass for
ur entire sample, along with the main sequences for the subset of
alaxies at z = { 4.64, 7, 10 } in orange, red, and purple, respectively.
ue to the SFR threshold, the main sequence follows a curve, 

alculated here using a moving average. The fact that LyC leakers 
all around the main sequence at their redshift has been discussed at
ength before. Interested readers are directed to Katz et al. ( 2023b ).
ereafter, data displayed will contain galaxies from each of these 

edshift bins. 
For each galaxy, we compute a total intrinsic SED by summing 

mission from the star particles and gas cells. Stellar emission follows 
he BPASS v2.2.1 SED (Stanway & Eldridge 2018 ), and is computed
ased on the mass, age, and metallicity of each star particle. Line
mission from each gas cell is computed using an updated version 
f the method presented in Katz et al. ( 2022a ). For each gas cell, we
 We use intrinsic UV magnitudes and best-fitting cosmological parameters 
rom Planck Collaboration VI ( 2020 ) to find that the dimmest galaxies at z = 

.64 and 10 have intrinsic apparent magnitudes of 30.9 and 32.3, respectively. 
urrent JWST NIRCAM surv e ys therefore hav e sufficient depth to image the 
ajority (87 per cent) of these galaxies (e.g. Bagley et al. 2023 ; Casey et al. 

023 ; Eisenstein et al. 2023 ). Comparisons between mock SPHINX 

20 and 
ADES photometry are shown in fig. 15 of Katz et al. ( 2023a ), showing that 
his is a good comparative sample. 

3

o
m
4

t
5

m
c
t

alculate the total ionizing flux. For cells that host star particles, we
um the contributions from all star particles within the cell 3 . For gas
ells without star particles, we use the ionizing fluxes directly from
he RT solver in the simulation. 

Like all cosmological simulations, SPHINX 

20 is limited by spatial 
esolution, which in this case can pose a problem for the few radiation
ronts from individual star particles which are not completely 
esolved. In the case of such unresolved Stromgren spheres, we 
eed to be careful as the temperature of the gas cell ends up
eing an average between those of the ionized and neutral phases.
his leads to a lower effective gas temperature in the H II region,
hich primarily impacts collisionally excited lines (although in many 

ases not their ratios) and to a lesser-degree, recombination lines, 
hile having almost no affect on IR fine structure lines or resonant

catter. In order to mitigate this issue, we apply a sub-resolution
odel. First, we identify all cells that host star particles where the
tromgren radius ( R S ) is unresolved (i.e. R S < � x /2). For cells
ithout an unresolved Stromgren sphere, we proceed as normal and 

ine emissivities are calculated with CLOUDY v17.03 (Ferland et al. 
017 ) as these cells are unaffected by the issues discussed abo v e 4 .
e tabulate a grid of one-zone slab models varying the gas density,
etallicity, ionization parameter, and electron fraction. All models 

re iterated to convergence and the shape of the SED varies with
etallicity but is assumed to have an age of 10 Myr. 5 To calculate

he emission from unresolved Stromgren spheres, we run a second 
rid of CLOUDY models assuming a spherical geometry, varying 
tellar age, metallicity, gas density, and total ionizing luminosity. 
tellar age is computed as the ionizing luminosity-weighted average 
tellar age in each gas cell. Finally, we use the line emissivities as
alculated by the appropriate spherical CLOUDY model, which now 

mplicitly uses the corrected temperature. By definition, radiation 
rom the unresolved Stromgren sphere does not leak to surrounding 
as cells, meaning that this fix does not affect them. For a further
iscussion, the reader is directed to Katz et al. ( 2023a ). The total
ntrinsic emission line luminosity of a galaxy is then the sum of all
as cells within the virial radius. 

To better compare with observations, we also account for dust 
cattering and absorption. Following Katz et al. ( 2022b ), we use
ASCAS (Michel-Dansac et al. 2020 ) and the ef fecti ve SMC
ust model from Laursen, Sommer-Larsen & Andersen ( 2009 ) 
o attenuate the SEDs and line emission. Since the attenuation 
epends on viewing angle, we employ the peeling algorithm (Yusef- 
adeh, Morris & White 1984 ; Zheng & Miralda-Escud ́e 2002 ;
ijkstra 2017 ) to compute the full dust-attenuated SED for ten
ifferent uniformly distributed directions. Hence, our full data set 
onsists of 14 120 simulated spectra, though we will in some cases
iscuss angle-av eraged v ersions of these quantities. We then use
hese spectra to extract dust-attenuated observables, including line 
uminosities, equi v alent widths, UV spectral index ( β, by fitting
o f λ ∝ λβ around 1500 Å), UV attenuation given by the Balmer
ecrement ( E ( B − V )), UV magnitude (M UV ), and the star for-
MNRAS 529, 3751–3767 (2024) 

 This assumes that the local star particles dominate the ionizing photon budget 
f the gas cell. This assumption may fail when a cell has neighbours with 
uch higher star formation efficiencies. 
 This statement holds true except when a thin ionization front is moving 
hrough the cell, but this case is very difficult to identify with a Eulerian code. 
 Note that, the normalization of the SED in these cells matters significantly 
ore than the exact spectral shape. We have opted for 10 Myr as this roughly 

orresponds to the time when significant SN could have disrupted the gas in 
he host cell which allows radiation to leak to neighbouring cells. 
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M

Figure 2. Line-of-sight H β-derived LyC escape fractions as a function 
of true LyC escape fraction for SPHINX 

20 galaxies, coloured by the gas 
metallicity. Metal-rich systems tend to o v erpredict f esc as compared to the 
true value. 
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ation rate surface density ( � SFR ). In order to compare like-for-
ike, � SFR is measured by an SFR converted from H β luminosity
Kennicutt 1998 ) as well as the dust attenuated half-light radius at
500 Å. 
We have also post-processed the simulation to measure f esc for

ll galaxies in our sample. Angle-averaged LyC escape fractions are
alculated with RASCAS (Michel-Dansac et al. 2020 ) by ray-tracing
yC emission from star particles (see Rosdahl et al. 2022 ). While this
alue can be used to measure the instantaneous contribution of each
alo to reionization, it cannot be easily measured with observations
ue to both the wavelength coverage and the deep exposure times
eeded. For this reason, we measure a second value of f esc for
ach line of sight using the H β luminosity such that (Izotov et al.
016 ): 

 

H β
esc , obs = 

f esc L LyC 

L H β/ 4 . 86 × 10 −13 + f esc L LyC 
. (1) 

his allows us to make a more fair comparison with observational
urv e ys such as LzLCS (Flury et al. 2022b ) where such a method is
sed. A comparison between the two f esc measurements is shown
n Fig. 2 . While there is a strong correlation between the two
uantities for the highest values of f esc , in general, the H β method
ends to o v erpredict the true value. This is due to the fact that the
ormalization constant of 4.86 × 10 −13 which is commonly used in
he literature (e.g. Matthee et al. 2022a ) is not fully representative of
he value in our simulation 6 . This bias will not qualitatively impact
he general trends we find between f esc and various observational
uantities. Henceforth, any reference to f esc invokes the angle-
veraged value derived by RASCAS, while f H βesc refers to the value
erived by equation ( 1 ). 
NRAS 529, 3751–3767 (2024) 

 By fitting intrinsic H β to total ionizing flux for our galaxies, we find a value 
f 4.05 × 10 −13 . Ho we ver, in order to best compare to observational methods, 
e use the theoretical value. (e.g. Schaerer 2003 ) 

a  

a  

p  

o  

p
V  
 A  GENERALI ZED  F R A M E WO R K  F O R  LY C  

E A K AG E  

umerous diagnostics for identifying galaxies with high f esc have
een suggested in the literature (see Section 1 ); ho we ver, the
ast majority have been shown to be ‘necessary but insufficient’
onditions for LyC leakage (Flury et al. 2022b ). We therefore aim
o provide a more general framework describing the conditions
ecessary for galaxies to both produce and leak a significant amount
f ionizing LyC radiation. 
In order for a galaxy to meaningfully contribute to reionization

t must simultaneously be producing copious amounts of ionizing
hotons and a fraction of those photons must be able to leak into
he low-density IGM where the recombination time-scale is longer
han the Hubble time. While simulations have yet to quantitatively
gree on the average escape fractions of galaxies as a function of
arious galaxy properties (e.g. mass; Ma et al. 2020 ; Rosdahl et al.
022 ), qualitativ ely the y nearly all find that f esc is a feedback-related
uantity (e.g. Trebitsch et al. 2017 ). Energetic feedback from stars
e.g. supernovae (SN)) disrupt the ISM, creating ionized channels
hrough which photons leak into the IGM. Thus, based on such a
cenario, we propose that in order to produce a significant amount of
yC leakage there needs to be: 

(i) A strong burst of star formation such that a significant quantity
f ionizing photons are produced. 
(ii) Either a significant reduction in the neutral gas content of

he ISM such that photons can leak relatively isotropically (density-
ounded case) or a creation of ionized channels (ionization-bounded
ase). This is achieved through photoionization and mechanical
eedback. 

(iii) A time-scale synchronization such that stars continue produc-
ng significant amounts of LyC photons after feedback has disrupted
he ISM. 

Therefore, we argue that a good diagnostic to identify LyC leakers
hould simultaneously encapsulate: 

(i) High sSFR so that significant numbers of ionizing photons are
roduced and feedback has a chance of disrupting the ISM. 
(ii) A stellar population age � 3.5 Myr such that SN have had time

o explode but � 10 Myr so that the LyC production rate remains
igh. 
(iii) A proxy for neutral gas content and the ionization state of the

SM to identify when feedback has efficiently coupled to gas in order
o create ionized channels or disrupt/ionize the entire medium. 

In Fig. 3 , we demonstrate that each of these conditions alone are
nsufficient to select a sample of only LyC leaking galaxies. In the
eft panel, we show f esc versus sSFR (coloured by total stellar mass)
nd while many of the leakers have high sSFR, in general, there is
o trend between the two quantities (see also Rosdahl et al. 2022 ).
imilar behaviour is also seen in observations (e.g. Saxena et al. 2022 ;
lury et al. 2022b ). The centre panel shows f esc versus mean stellar
ge weighted by LyC luminosity (to highlight the age of stars which
ontribute to LyC flux). In order to reach an escape fraction of 20
er cent (abo v e the dashed orange line), the age must be � 3.5 Myr as
ndicated by the left-most vertical red line. Ho we ver, selecting by age
lone clearly results in significant contamination. Our final criteria is
 representative proxy for the state of the ISM. It is difficult to find a
roxy that only contains information about the ISM and not the SFR
r age as these are highly coupled. Nevertheless, for demonstrative
urposes, we have chosen a composite parameter ζ ISM 

= E ( B −
 ) × 〈 n H 〉 [ O II ] /[ cm 

−3 ] where we multiply the angle-averaged UV
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Figure 3. LyC escape fraction as a function of specific star formation rate (left), ionizing flux-weighted mean stellar age (centre) and angle-averaged composite 
neutral gas attenuation parameter ζISM 

= E( B − V) × 〈 n H 〉 [OII] (right), all coloured by stellar mass. Escape fractions of 20 and 5 per cent are marked with dashed 
and dotted horizontal orange lines, respectively. The top panels show a histogram of the fraction of galaxies with f esc > 5 per cent in each bin with more than 5 
such galaxies. Systems with the highest escape fractions tend to have high sSFR, fall within 3 . 5 and 10 M yr (indicated by red lines), low neutral gas attenuation 
parameter, and have low-stellar masses. However, each of these requirements is a necessary but insufficient diagnostic for LyC leakers. 
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ttenuation E ( B − V ), (which has already been shown by Saldana-
opez et al. ( 2022 ) to empirically correlate with f esc ) by the gas
ensity weighted by the intrinsic [O II ] λλ3727 luminosity 7 . While
here is clearly a strong trend and all galaxies with f esc > 20 per cent
ave a value log 10 ( ζ ISM 

) � 1.3, there are many non-leakers with such
o w v alues as well. These findings are reinforced by the histogram
bo v e each subplot showing the fraction of galaxies with escape
ractions higher than 5 per cent (i.e. abo v e the dotted orange line) in
ach bin containing more than five such leakers. 

It is clear that none of these three conditions alone are sufficient for
dentifying a contamination-free sample of LyC leakers. Ho we ver, 
ogether, the y pro vide a robust framework for identifying LyC
eakers. In Fig. 4 , we plot angle-av eraged ζ ISM 

v ersus sSFR for
PHINX 

20 galaxies with 3.5 ≤ 〈 Stellar Age 〉 LyC /[Myr] < 10. The
alaxies with high f esc are biased towards having high sSFR and low
ISM 

. By selecting galaxies with 

log 10 ( ζISM 

/ [ cm 

−3 ]) < 0 . 4 × log 10 ( sSFR / [ yr −1 ]) + 4 . 3 , (2) 

e generate a sample based on angle-averaged quantities that is 
iased towards having high f esc . In the bottom panel of Fig. 4 , we
ho w a cumulati ve distribution function for the escape fractions
f galaxies that satisfy our selection criteria. This consists of 227 
alaxies (16 per cent of our sample), ∼ 74 per cent of which have 
 esc > 5 per cent . These leakers account for ∼ 65 per cent of all 
uch leakers in our sample. This can be contrasted with LzLCS where
nly 12/66 galaxies (18 per cent) have f esc > 5 per cent . While the
fficiency of our selection is not yet perfect, our framework provides 
 theoretically moti v ated model with minimal contamination from 

alaxies with low f esc . 
 Note that, we find qualitatively similar results when replacing density with 
he intrinsic ratio of [O II ] λ3729/[O II ] λ3726. 

t  

c  

L  
Despite the ef fecti veness of such a selection method, it is important
o note that thus far this discussion has focused on galaxy properties
hat are not directly observ able. Ne vertheless, for completeness, in
ig. 5 , we plot f esc versus halo mass, stellar mass, metallicity, 10 Myr-
veraged SFR, 100 Myr-averaged SFR, and the sSFR surface density. 
s a sub-sample of SPHINX 

20 galaxies, the data set presented here
isplays many of the trends described in Rosdahl et al. ( 2022 )
elating to which galaxy properties correlate with f esc . Ho we ver,
here are subtle differences because we have selected only star- 
orming galaxies. There is a minor tendency for f esc to decrease with
ncreasing halo mass and stellar mass, consistent with Razoumov & 

ommer-Larsen ( 2010 ), Kimm & Cen ( 2014 ); Paardekooper et al.
 2015 ), Xu et al. ( 2016 ), Ma et al. ( 2020 ), and Rosdahl et al. ( 2022 ).
ecause of our cut in SFR, we do not sample a downturn in f esc that is

een at lower stellar and halo masses in some simulations (Ma et al.
020 ; Rosdahl et al. 2022 ). 
It is well established observationally that gas-phase metallicity 

cales with stellar mass (e.g. Lequeux et al. 1979 ; Tremonti et al.
004 ). Such a trend holds in SPHINX 

20 and for this reason, the trend
f f esc with metallicity is also similar to that of f esc with stellar mass.
ikewise, there exists a star formation main sequence that correlates 
tellar mass and SFR (e.g. Brinchmann et al. 2004 ; Salim et al. 2007 ),
s shown for our sample in Fig. 1 . Hence, we see similar behaviour
etween SFR 10 and f esc as for stellar mass and f esc . Though we see
he same broad behaviour for SFR 100 (albeit with more scatter), low
onger-term SFR seems to better select for LyC leakers. Furthermore, 
he pre v alence of star formation burstiness (using SFR 10 /SFR 100 ) in
yC leakers has already been discussed in depth using the same data
et. For this, the reader is directed to Katz et al. ( 2023b ). 

While few trends exist between these fundamental galaxy proper- 
ies and f esc , the histogram of each sub-Figure shows that there are
ertain regions of parameter space where one is more likely to find
yC leakers. F or e xample, there are a higher fractions of leakers at
MNRAS 529, 3751–3767 (2024) 
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Figure 4. (Top) angle-averaged neutral gas parameter ζ ISM 

as a function of 
specific star formation rate for galaxies with mean stellar ages between 3 . 5 and 
10 M yr coloured by LyC escape fraction. Systems with f esc > 20 per cent 
are enlarged. A selection criteria (given by equation 2 ) to produce a sample 
highly enriched with leakers, 74 per cent of which have f esc > 5 per cent is 
shown as the red line. (Bottom) Cumulative distribution for escape fractions 
for galaxies that satisfy our selection criteria. For comparison, the red star 
shows that 82 per cent of galaxies selected to be part of LzLCS have f esc < 

5 per cent , while 26 per cent of SPHINX 

20 galaxies within these criteria have 
f esc < 5 per cent . 
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ow virial masses, stellar masses, and gas metallicities, indicating

hat the conditions needed for leakage are more often accessible in
hese environments. Similar behaviour is also observed in LzLCS
here even though a galaxy property may not be predictive of the
alue of f esc , the detection fractions of LyC emitters may be higher
hen certain conditions are met (e.g. high O 32 , high EW(H β), etc.).

WST data will be key for determining whether such conditions are
ore often met in the high-redshift Universe compared to locally

e.g. Cameron et al. 2023 ; Katz et al. 2023c ). 

 DISCUSSION  

n this section, we contextualize numerous indirect observational
iagnostics for f esc and develop a new model that can be used to
uantitatively infer f esc from high-redshift observations. 
NRAS 529, 3751–3767 (2024) 
.1 Contextualizing existing diagnostics 

sing the theoretically moti v ated model for LyC leakage presented
n Section 3 , we proceed to predict whether individual indirect f esc 

iagnostics suggested in the literature work well based on whether
hey match our three criteria. 

.1.1 O 32 

here remains significant debate in the literature on the applicability
f O 32 as a diagnostic of f esc . While 1D ISM models (e.g. Jaskot &
ey 2013 ; Nakajima & Ouchi 2014 ) and certain observations (e.g.
 aisst 2016 ; Izoto v et al. 2018b ) indicate a strong correlation between
 32 and f esc , numerous theoretical models (e.g. Barrow et al. 2020 ;
atz et al. 2020b ) and other observations (Bassett et al. 2019 ;
akajima et al. 2020 ; Flury et al. 2022b ) demonstrate that there

re complications with viewing angle, ionization parameter, and
etallicity such that high O 32 is perhaps a necessary but insufficient

ondition for LyC leakage. Within our framework, O 32 is particularly
omplex. 

As an ionization parameter diagnostic (e.g. K e wley & Dopita
002 ), high O 32 is likely indicative of high sSFRs as seen in the
op-left panel of Fig. 6 . There is significant scatter in the relation
ased on geometric effects, as well as variations with metallicity
nd other ISM properties, nevertheless, the highest observed values
f O 32 in our simulation traces the highest sSFR, and hence O 32 

atisfies our first criteria. 
O 32 is expected to strongly vary with stellar cluster age due to

he evolution of the ionizing sources (both in terms of brightness
nd spectral shape). This behaviour is shown in fig. 2 of Barrow
t al. ( 2020 ) and is sensitive to the chosen SED model as well as
he presence of Wolf–Rayet stars. The galaxies with the highest O 32 

lso have the youngest LyC luminosity-weighted stellar ages (see the
op-second panel of Fig. 6 ). O 32 peaks at ages < 3.5 Myr and thus
ails our second criterion as it preferentially traces objects that have
et to surpass the SN time-scale. Similarly, O 32 is not an indicator of
eutral ISM density and only marginally traces dust, thus also failing
ur third criteria (see the top-third panel of Fig. 6 ). For these reasons,
y itself, O 32 is not a good predictor of f esc . 
In Fig. 7 , we show the observed and dereddened O 32 versus f H βesc , obs .

s expected, no obvious trend emerges. We find reasonably good
greement with LzLCS (red points) in that there is a preference
or galaxies with high f esc to be biased towards high O 32 , but high
 32 does not imply high f H βesc , obs . Hence, this confirms our previous

ssertion that high O 32 is a necessary but insufficient condition for
igh f esc . We argue that the reason why there is a bias for leakers
o have high observed O 32 is two-fold. First, there is a clear, albeit
ith significant scatter, correlation between O 32 and sSFR which

epresents one of our three conditions. Second, for galaxies older than
.5 Myr, high-ionization parameter can help make feedback more
f ficient. Ne vertheless, there are a few galaxies with high f esc and
ower O 32 compared to the typical SPHINX 

20 galaxy. The majority of
hese galaxies appear as light blue points on Fig. 7 because they have
he oldest stellar ages. Such galaxies tend to be intrinsically much
ainter than the galaxies with high f esc and high O 32 and represent
he population of post-starburst Remnant Leakers described in Katz
t al. ( 2023b ). 

We highlight that there seems to be a preferred O 32 between 3 and
0 where galaxies are most likely to have significant LyC leakage.
his range corresponds to the typical values of O 32 that a galaxy

eaches when it has evolved past the SN time-scale, and can be
asily seen in the top histogram of Fig. 6 . The exact details of this
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Figure 5. LyC escape fraction as a function of halo virial mass (top-left), stellar mass (top-center), gas metallicity (top-right), 10 M yr averaged SFR (bottom- 
first), 100 M yr averaged SFR (bottom-centre), and sSFR surface density (bottom-right) coloured by the LyC luminosity-weighted mean stellar age. Where 
av ailable, LzLCS data are sho wn in red for comparison. For each quantity, a histogram is gi ven for the number density of galaxies with f esc > 5 per cent in 
each bin (shown by the dashed orange line). 
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eak are sensitive to Wolf–Rayet modelling as well as dust treatment, 
SM gas densities, and star formation model in the simulation; all of
hich will need to impro v e before we are confident in the robustness
f this particular scale. 

.1.2 Spectral index β

ecently, Chisholm et al. ( 2022 ) have suggested that the UV slope,
, is a strong indicator of f esc , such that galaxies with bluer β have
igher f esc . β is a readily observable quantity in the high-redshift
niverse as it can be estimated for large samples of galaxies from
oth photometry or more accurately with JWST spectroscopy (e.g. 
ndsley et al. 2022 ; Topping et al. 2022 ; Cullen et al. 2023 ). Hence,
hould it be a good diagnostic of f esc , β may be an exciting probe of
yC leakeage directly in the EoR. 
While β is not necessarily a strong indicator of sSFR, in order to

ave a steep slope, the young stellar population must outshine the 
lder stellar populations in the galaxy. We empirically find (middle- 
eft panel of Fig. 6 ) that galaxies with the bluest β (i.e. < −2.5) are
lso very strongly biased towards having the highest sSFRs. A high 
SFR does not guarantee a blue β and there exists strong scatter due
o dust; ho we ver, as an f esc indicator, β satisfies our first criteria. 

The UV slope is predicted to stay approximately constant for the
rst 10 Myr of evolution (Stanway, Eldridge & Becker 2016 ). Hence,
 blue β does not reveal much about the stellar population age apart
rom the fact that it may still be producing significant quantities of
onizing photons. Thus, β marginally satisfies our second criteria in 
hat it picks out galaxies that can contribute to reionization but we
xpect some contamination from low- f esc galaxies with stellar ages 
ounger than 3.5 Myr (middle-second panel of Fig. 6 ). 
Finally, the observed β is strongly sensitive to dust. While not a

ensity indicator, β can easily select for galaxies with very low E ( B
V ) and hence β also marginally satisfies our third criteria. For

hese reasons, in a metal-enriched environment, we expect β to be a
elatively good indicator of f esc , albeit with significant scatter. 

In Fig. 8 , we plot f H βesc , obs versus the observed β for SPHINX 

20 

alaxies and we find a strong trend that high- f H βesc , obs galaxies tend to
ave bluer β (as can be clearly seen in the middle histogram of Fig.
 ). We do find systems that also have redder β and high f H βesc , obs but
ome of this is a sight-line effect and likewise, Remnant Leakers,
MNRAS 529, 3751–3767 (2024) 
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Figure 6. (Top) Observed dust-corrected (by the Balmer decrement) O 32 as a function of sSFR (left), LyC luminosity-weighted mean stellar age (second) and 
neutral gas attenuation parameter ζ ISM 

(third) coloured by the LyC escape fraction. The histogram (right) shows the fraction of galaxies for a given O 32 with 
f esc > 5 per cent for each bin which contains at least 5 such galaxies. There is a preference for leakers to have 3 < log 10 (O 32 ) < 10. Higher values of O 32 

correlate with high sSFR, yet select for younger stellar populations and do not trace the neutral gas content of the ISM. Hence, O 32 by itself does not reliably 
predict f esc . (Middle) Same as abo v e, but for spectral index β. Values of β < −2.5 are highlighted (dashed orange line) as they fulfill all three criteria, empirically 
selecting for high sSFR, ideal stellar age, and lower neutral gas densities in the ISM. These galaxies are the strongest leakers, as can be seen in the histogram. 
(Bottom) Same as abo v e, but for the UV attenuation E ( B − V ). Values of E ( B − V ) < 0.01 are highlighted (dotted orange line) as they appear to fulfill 2/3 
criteria, empirically selecting for galaxies with the correct mean stellar population age and low ζ ISM 
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hich do not contribute meaningfully to reionization, will populate
his region of the plot. The orange points and dashed orange line
how both the data and relation predicted by Chisholm et al. ( 2022 )
hich is in very good agreement with our median relation (blue). 
We emphasize that this result holds only when metals/dust are

resent as without dust obscuration, our third criterion would not be
atisfied. Indeed, the galaxies with the lowest f esc at the bluest β are
he most metal-poor galaxies in our simulated sample. Our model
aturally predicts that this could become problematic at Z / Z � < 0.01.
ere, we have assumed that the dust-to-gas mass ratio scales linearly
ith metallicity; ho we ver, observ ations sho w that dust content may

all off as a power law with decreasing metallicity (e.g. R ́emy-Ruyer
t al. 2014 ). In that case, we expect that the critical metallicity
here β no longer becomes a good f esc indicator occurs at a higher
etallicity than Z / Z � = 0.01. Hence, to be conserv ati ve, we advocate

hat observed β is likely to be a good f esc indicator at Z / Z � > 0.1 and
he details at lower metallicity (and the ability to apply this relation in
he epoch of reionization) are sensitive to how the dust-to-gas mass
atio scales with metallicity and the time-scales of dust formation at
igh redshift. 
NRAS 529, 3751–3767 (2024) 
.1.3 E ( B − V ) 

he problem of whether dust attenuation strongly affects f esc is
ot completely understood. Chisholm et al. ( 2018 ) suggest that
ven small dust attenuation removes significant numbers of ionizing
hotons. Ho we v er, simulations hav e shown that dust tracks neutral
ydrogen which has a much more important impact on f esc (Katz
t al. 2022b ). Therefore, it is natural to explore the use of UV
ttenuation [e.g. E ( B − V ), derived from the Balmer decrement]
s a potential f esc diagnostic. Saldana-Lopez et al. ( 2022 ) found
 strong anticorrelation between the UV dust-attenuation and LyC
scape fraction for galaxies in the LzLCS sample, suggesting that
yC leakers tend to have a dust-poor ISM. 
Unsurprisingly, we find no significant dependence of E ( B − V )

n sSFR (bottom-left panel of Fig. 6 ), with any residual relationship
ntroduced by the fact that stellar mass is the denominator of sSFR
nd high-mass galaxies tend to be more metal-enriched and thus have
ore dust. E ( B − V ) does not pass our first criterion. Interestingly,
e find that galaxies outside our stellar age criterion tend to have

ignificantly more UV attenuation (bottom-second panel of Fig. 6 ).
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Figure 7. LyC escape fraction as a function of observed and dereddened 
O 32 , coloured by the ionizing luminosity weighted mean stellar age in each 
galaxy. Overplotted are observational results from the LzLCS. We find that 
LyC escape fractions peak qualitatively at values of log 10 (O 32 ) between 3 
and 10. Larger values of O 32 are dominated by young stellar populations 
which have yet to disrupt the ISM, producing low-escape fractions. 

Figure 8. LyC escape fraction as a function of observed spectral index β
and coloured by gas metallicity. Overplotted are observational data points 
and predicted relation (orange) from Chisholm et al. ( 2022 ), as well as our 
median relation (blue). We find that our data agrees well with observational 
data, confirming that β strongly anticorrelates with LyC escape fraction. 

T  

b
P  

s  

s
o  

i

Figure 9. Observed LyC escape fraction as a function of dust-attenuation at 
912 Å coloured by the mean neutral gas density weighted by the O II doublet 
ratio, compared to data from the LzLCS (Saldana-Lopez et al. 2022 ). 
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his points to the fact that SNe are able to destroy dust (in our case,
y destroying neutral hydrogen) through mechanical feedback (e.g. 
riestley et al. 2021 ). Therefore, E ( B − V ) marginally satisfies our
econd criterion. Finally, it is clear that (by construction), there is a
trong correlation between E ( B − V ) and ζ ISM 

(bottom-third panel 
f Fig. 6 ). Therefore, we conclude that E ( B − V ) should be a good
ndicator of LyC leakage. 
In Fig. 9 , we show the observed f esc as a function of E ( B − V )
ompared to LzLCS galaxies from Saldana-Lopez et al. ( 2022 ). We
nd a strong trend between the two quantities. Furthermore, galaxies 
ith lower 〈 n H 〉 [OII] exhibit less scatter. Ho we ver, it is likely that such

omparisons are sensitive to the dust model used in the simulation.
imilarly, Saldana-Lopez et al. ( 2022 ) assume a uniform dust screen
hich is not representative of the dust distribution in our simulation.

.1.4 � SFR 

tar formation rate surface density is perhaps intuitively a good 
ndicator of f esc . Since f esc is predicted to be feedback-regulated 
e.g. Kimm et al. 2017 ; Trebitsch et al. 2017 ), concentrated star
ormation may help increase the local efficiency of mechanical 
eedback, creating optically thin low-density channels in the ISM. 

ith limited empirical data, Sharma et al. ( 2017 ) and Naidu et al.
 2020 ) assumed that galaxies with the highest � SFR also have the
ighest f esc , which can result in a reionization scenario dominated by
he most massive galaxies. 

As SFR is the numerator of � SFR , there is unsurprisingly a strong
orrelation between sSFR and � SFR (top-left panel of Fig. 10 ). This
s due to the weaker dependence of galaxy size on stellar mass
Kawamata et al. 2018 ; Bouwens et al. 2022b ). As with previous
iagnostics, we similarly find significant scatter due to the variable 
mpact of dust on the H β emission and projected galaxy size as a
unction of sight line. � SFR undoubtedly passes our first criterion. 

In contrast, we find that the highest values of � SFR tend to
orrespond to galaxies with ages younger than the SN time-scale 
top-second panel of Fig. 10 ), although there are a significant number
f galaxies that have ages > 3.5 Myr and � SFR > 10 M � yr −1 kpc −2 

the canonical value reported in Flury et al. 2022b as the threshold
or strong leakage). Galaxy size in our simulations is also relatively
table beyond 10 Myr. Thus, � SFR alone does not satisfy our second
riterion and may be biased towards galaxies with too young stellar
ges. Finally, we find no relation between � SFR and the state of the
SM (top-third panel of Fig. 10 ). We then might expect that galaxies
MNRAS 529, 3751–3767 (2024) 
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Figure 10. (Top) Observed � SFR (as defined in Section 2 ) as a function of sSFR (left), LyC luminosity-weighted mean stellar age (second) and neutral 
gas attenuation parameter ζ ISM 

(third) coloured by the LyC escape fraction. The histogram (right) shows the fraction of galaxies for a given � SFR with 
f esc > 5 per cent for each bin that contains at least 5 such galaxies. Though � SFR correlates weakly with sSFR (as both depend explicitly on SFR), it selects for 
young stellar ages and does not trace ζ ISM 

. Therefore, � SFR by itself is not a reliable diagnostic for the LyC escape fraction. (Middle) Same as abo v e, but for 
H β equi v alent widths. EW(H β) traces sSFR very well, but greater values select for stellar ages < 3 . 5 M yr and do not trace the state of the ISM. We therefore 
expect no strong relation with the LyC escape fraction, though values of 100 Å are weakly preferred. (Bottom) Same as abo v e, but for M UV . We find that M UV 

does not trace the sSFR, but bright magnitudes select for the correct stellar ages. Ho we ver, M UV sho ws no dependence on ISM density. As a result, leakers show 

a weak bias towards brighter magnitudes, but M UV is not a useful indicator of the LyC escape fraction. 
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ith high f esc might also have high � SFR due to the correlation with
SFR, but we expect there to be no strong correlation. 

Indeed in Fig. 11 , we find no trend between the quantities. The rela-
ion suggested by Naidu et al. ( 2020 ) does not envelope our data, nor
oes it represent the LzLCS galaxies, which are consistent with those
resented here. Similarly, the assumption by Sharma et al. ( 2017 ) that
ll galaxies with � SFR > 0 . 1 M � yr −1 kpc −2 have f esc = 20 per cent
s clearly an inaccurate representation of both SPHINX 

20 galaxies
nd LzLCS. Interestingly, in our SFR-limited sample, the lowest halo
ass galaxies have the highest � SFR > 0 . 1 M � yr −1 kpc −2 as they

end to fall abo v e the main sequence of star formation. 
Flury et al. ( 2022b ) do note a trend between � SFR and f esc . It is

ossible that one emerges due to their selection criteria which are
ot fully representative of the general galaxy population. Hence,
rying to reproduce their correlation coefficient with SPHINX 

20 may
esult in the correct value for the wrong reasons. Finally, we find
hat by selecting with � sSFR one is more likely to find a galaxy with
ignificant leakage, which can be seen by comparing the histogram
n Figs 5 and the top histogram of 10 . This is in contrast with findings
NRAS 529, 3751–3767 (2024) 
n the LzLCS, which report that the addition of stellar mass did not
mpro v e selection power (Flury et al. 2022b ). 

.1.5 H β Equivalent Width 

he connection between H β equi v alent width (EW(H β)) and f esc 

emains debated. Green Pea galaxies are among the most studied
ow-redshift galaxy populations that contain a significant number of
yC leakers (e.g. Izotov et al. 2016 , 2018a , b ) and these systems
ften e xhibit e xtreme emission line ratios and equi v alent widths (e.g.
ang et al. 2017 ). In contrast, as the escape fraction approaches 100
er cent, EW(H β) should tend towards zero as none of the ionizing
hotons are absorbed (Zackrisson et al. 2017 ). While LzLCS find no
trong trend between EW(H β) and f esc , galaxies with high f esc tend
o also have high EW(H β). 

EW(H β) is a very strong tracer of sSFR (middle-left panel of
ig. 10 ) as Balmer lines have long been known to track SFR and

he strength of the continuum is sensitive to total stellar mass (e.g.
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Figure 11. LyC escape fraction as a function of � SFR coloured by stellar 
mass. LzLCS data are shown in red, while the relation suggested by Naidu 
et al. ( 2020 ) is shown in orange. We find that SPHINX 

20 galaxies agree well 
with LzLCS observations, while disagreeing with the proposed relation of 
Naidu et al. ( 2020 ). 
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Figure 12. LyC escape fraction as a function of line-of-sight M UV coloured 
by the stellar mass. Data from LzLCS is shown in red, agreeing with bright 
SPHINX 

20 galaxies. We find that when all masses are considered, M UV is 
not a reliable diagnostic for the LyC escape fraction. 

Figure 13. Line-of-sight observed UV magnitude for each mock observation 
as a function of the galaxy stellar mass, coloured by the LyC escape fraction. 
We find that more massive galaxies tend to be more luminous in the UV, and 
that for a fixed galaxy mass bin, brighter galaxies tend to have higher LyC 

escape fractions. Therefore, at constant stellar mass, M UV can be used as a 
LyC diagnostic. 
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 ennicutt 1998 ). Ho we ver, like O 32 , the highest v alues of EW(H β)
race ages < 3.5 Myr and there is no correlation between EW(H β)
nd the state of the ISM (middle-second and middle-third panels of
ig. 10 ) Hence, we expect no strong correlation between EW(H β)
nd f esc ; although, the connection with sSFR would explain the trend
een in LzLCS that the LyC leaker fractions increases with EW(H β).
e note that similar to our findings for O 32 , there appears to be a

haracteristic EW(H β) ∼ 100 Å for which galaxies tend to show 

le v ated f esc (see the middle histogram of Fig. 10 ). Ho we ver, for the
ame reasons as before it is difficult to claim a robust value. 

.1.6 M UV 

lury et al. ( 2022b ) recently reported a weak correlation between f esc 

nd M UV , in agreement with other observations that indicate LyC
eakers tend to be lower mass, fainter galaxies (Steidel et al. 2018 ;
ahl et al. 2021 ). In contrast, (Rosdahl et al. 2022 ; Saxena et al. 2022 )
nd no relation between between f esc and M UV , although they agree

hat lower luminosity galaxies are likely the sources of reionization. 
In general, M UV is a weak indicator of sSFR (bottom-left panel of

ig. 10 ) while high M UV could also indicate ages < 3.5 Myr (bottom-
econd panel of Fig. 10 ). Similarly, we find no correlation between
 UV and ISM state (bottom-third panel of Fig. 10 ) so our model
ould predict no correlation between M UV and f esc as shown in 
osdahl et al. ( 2022 ). Fig. 12 demonstrates this, comparing our
alaxies to those of the LzLCS (Flury et al. 2022b ). Here, we find
hat the majority of this scatter is introduced by a strong dependence
f M UV on stellar mass. 
Fig. 13 explores this further, by comparing M UV with M ∗. Points

re coloured by f esc such that brighter galaxies at fixed stellar mass
re biased towards having higher f esc . When stellar mass is fixed,
igh intrinsic M UV correlates with a high sSFR. Ho we ver, like the
bserved β at fixed stellar mass, observed M UV becomes a strong 
ndicator of dust attenuation which represents one of the tracers 
f our combination parameter on ISM state. Thus, at fixed stellar
ass the observed M UV satisfies two out of three criteria with scatter

ntroduced due to stellar age. This demonstrates that sample selection 
s key for the emergence of trends between f esc and various galaxy
roperties. 
MNRAS 529, 3751–3767 (2024) 
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M

Figure 14. Line-of-sight measurements of β as a function of E ( B − V ) for 
all observations of galaxies in our sample with observed log 10 (H α/L 1500 ) < 

1.6 coloured by the true LyC escape fraction. Systems with escape fractions 
greater than 20 per cent are enlarged. A selection has been made (red, given 
by equation 3 ) to produce a sample of highly enriched leakers, 67 per cent of 
which have f esc > 5 per cent . Those selected by this set of criteria account 
for 62 per cent of the total population of such systems in our sample. 
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.2 A new combined diagnostic 

nspired by the success of our theoretical selection criteria in Fig. 4
top), we now aim to reproduce the ability of a three-point criterion
t isolating systems with high LyC leakage, albeit with quantities
hich are directly observable. Furthermore, we can make use of the

act that several quantities satisfy multiple criteria to find the best set
f observables from which to construct our diagnostic. 
Given the fact that galaxies with blue dust-attenuated β marginally

atisfy criteria 1 and 2, while strongly satisfying 3 (see middle row
f Fig. 6 ) we choose to start here. We continue with our second-
trongest individual diagnostic, E ( B − V ), which weakly indicates
riterion 2 and strongly satisfies criterion 3 (see bottom row of Fig. 6 ).
inally, within this set of diagnostics, we note that the most loosely
onstrained is mean stellar age, for which we now select the H α-to-
UV flux ratio, given the fact that it has been previously shown to

ndicate stellar age both observationally (Weisz et al. 2012 ) and in
imulations (Sparre et al. 2017 ), though this is by no means settled
c.f. Rezaee et al. 2022 ). Therefore, we predict that this set of three
iagnostics can be used to reliably select a sample of galaxies which
re greatly enriched with LyC leakers. 

Fig. 14 shows this, plotting line-of-sight β as a function of E ( B
V ) for all galaxies with log 10 (H α/L 1500 ) < 1.6 8 coloured by f esc ,

ith galaxies with f esc > 20 per cent shown as larger points. Here,
e find that by selecting galaxies with 

log 10 ( E( B − V ) ) < −1 . 1 β − 3 . 3 , (3) 

e generate a sample that is highly enriched with LyC leakers.
amely, this reduced set consists of 1931 observations (16.9 per cent
NRAS 529, 3751–3767 (2024) 

 We note that while using a stronger constraint, e.g. log 10 (H α/L 1500 ) < 1.4 
ill produce a more enriched sample of galaxies, it will inevitably represent 
 smaller set of all LyC leaking systems. 

b  

9

1

a

f our sample), ∼ 67 per cent of which have f esc > 5 per cent .
his accounts for 62 per cent of all such galaxies in our sample. In
ontrast, the theoretical selection criteria given in Fig. 4 is 74 per cent
nriched by such galaxies, accounting for 65 per cent of the o v erall
ample. We stress that this is a theoretically moti v ated set of directly
bservable diagnostics which successfully selects for the majority of
yC leakers in our sample. 

.3 Predicting f esc for bright Ly α emitters obser v ed with JWST

here remains debate in the literature o v er the contribution of bright
y α emitters (typically defined as having L Ly α > 10 42.2 erg s −1 and
W(Ly α) > 25 Å) to reionization. For example, based on lower-

edshift stacks, Naidu et al. ( 2022 ) assumed that bright Ly α emitters
ith low peak velocity separation and line-centre flux all have escape

ractions of 20 per cent. Furthermore, Matthee et al. ( 2022b ) showed
hat if half of bright Ly α emitters have an escape fraction of 50
er cent, then one can match observational constraints on the neutral
raction evolution. In contrast, based on a small stack of z > 7
alaxies, Witten, Laporte & Katz ( 2023 ) inferred that bright Ly α
mitters have f esc � 10 per cent . 

One of the primary advancements of JWST compared to earlier
bservations is the ability to obtain high-resolution spectra of the
est-frame UV and optical for large numbers of galaxies at z >
. While our previous discussion has focused on which indirect
ndicators are likely to identify enriched samples of LyC leakers,
ere we use the observable properties of galaxies to quantitatively
redict the value of the escape fraction, particularly for a sample
f high-redshift Ly α emitters. A similar e x ercise was performed in
aji et al. ( 2022 ); ho we ver, the main dif ference here is that we focus

nly on observable quantities such that our models are immediately
pplicable to available galaxy spectra. 

We consider eight observable quantities: β, E ( B − V ), H β,
W(H β), M UV , R 23 , O 32 , and the half-light radius measured at
500 Å. We then run a generalized linear model on scaled data 9 

sing L1 regularization to limit the number of needed measurements
nd maintain simplicity so that the model is interpretable. To a v oid
 v erfitting, we hav e split 10 the data such that the model is trained on
0 per cent and the remaining 20 per cent is used for validation. Six
f the eight initial parameters have non-zero coefficients, with both
W(H β) and the half-light radius proving irrele v ant for our model.
sing these six parameters, f esc can be estimated as 

log 10 ( f esc ) = −2 . 5 + 

6 ∑ 

i= 1 

C i 

p i − p̄ i 

σp i 

. (4) 

alues for all coefficients are listed in Table 1 . The median absolute
rror on the training and validation sets are identical at 0.39 dex
ndicating that the model generalizes well. This can also be seen in
ig. 15 , where we show predicted f esc as a function of true f esc for our
ample. 

The coefficients provide insight into how each parameter correlates
ith f esc . F or e xample, the coefficients for β and E ( B − V ) are

trongly ne gativ e indicating that blue UV slopes and low-dust content
re strong indicators of leakage. Counter-intuitiv ely, O 32 ne gativ ely
cales with f esc in our model. We believe this is due to the fact that
nce galaxies with blue UV slopes and low dust are selected, O 32 

ecomes an age indicator and lower O 32 indicates older ages. We
 i.e. mean of zero and unit variance. 
0 When we split the data, we ensure that all viewing angles for each galaxy 
re part of the same class to a v oid information leakage. 
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Table 1. Coefficients and constants required to solve equation ( 4 ) to 
quantitatively predict the value of f esc from an observed spectrum. 

i p i p̄ i σp i C i 

1 β − 1 .528 0 .526 − 0 .641 
2 E ( B − V ) 0 .139 0 .094 − 0 .391 
3 log 10 (H β/[erg s −1 ]) 40 .630 0 .342 0 .030 
4 M UV − 17 .055 1 .110 − 0 .021 
5 log 10 (R 23 ) 0 .661 0 .235 0 .031 
6 log 10 (O 32 ) 0 .680 0 .357 − 0 .424 

Figure 15. Histogram of predicted f esc as a function of true f esc for our entire 
sample, as estimated by the generalized linear model given by equation ( 4 ) 
with parameters from Table 1 . Points are coloured by the number of sightlines 
in each bin. The one-to-one relation is shown in red. 
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mphasize that this anticorrelation exists only in the framework that 
ontains these other parameters. 

As a first application, we apply this relation to JADES-GS-z7-LA, 
 z = 7.3 Ly α emitter (Saxena et al. 2023a ) recently discovered as
art of the JWST JADES GTO programme. Based on a variety of
pectroscopic features, the authors concluded that the current value 
f f esc is not substantially high, despite the high Ly α f esc . Using
ur model, we predict a value of 3 per cent which is considerably
ower than the value needed to inflate an ionized bubble such that
y α is not completely attenuated by the IGM (Saxena et al. 2023a ).
ence, it is more likely that faint nearby dwarf galaxies (such as

hose which have already been spectroscopically confirmed, see fig. 
 of Witstok et al. 2023 ) are likely responsible for the local ionized
ubble. Furthermore, equation ( 4 ) has been used to infer f esc for 16
aint Ly α emitters at z > 5.8 (Saxena et al. 2023b ). 

Beyond z ∼ 9.5 [O III ] λ5007 drops out of NIRSpec; ho we ver,
N-z11, a spectroscopically confirmed z = 10.6 galaxy was recently 
isco v ered to be a bright Ly α emitter (Bunker et al. 2023 ). Because
 β, O 32 , and R 23 have not been measured for this galaxy, we create
 custom model using H γ and [O III ] λ4363 rather than [O III ]
5007. We find an escape fraction of 11 per cent, significantly greater

han the 4 per cent reported as the Ly α escape fraction. While it is
heoretically difficult to obtain a LyC escape fraction greater than that 
f Ly α and similarly this is rarely observed (e.g. Verhamme et al.
017 ; Izotov et al. 2022 ), there is undoubtedly scatter in our model,
hich more than accounts for this discrepancy. IGM attenuation 
an also play a role in extinguishing the observed Ly α. Hayes &
carlata ( 2023 ) argue that the Ly α escape from GN-z11 into the
GM is as high as 50 per cent, which makes our measured LyC
scape fraction fully consistent. Similarly the SED fit for GN-z11 
hows a marginal A v = 0.17. If we input this into our model (rather
han the fiducial parameters that assumed no dust as suggested in
unker et al. 2023 ), the estimated LyC escape fraction decreases to
 per cent. It is important to note that the [O III ] λ4363 line contains
lightly different information than [O III ] λ5007 on account of it
eing an auroral line and therefore may be a useful tool in searching
or LyC leakers. Ho we v er, we hav e chosen not to include it in our
eneral model on account of the fact that it is generally difficult to
etect, particularly at high redshifts (e.g. Laseter et al. 2023 ). 
While these two galaxies represent single-object detections, Tang 

t al. ( 2023 ) recently published a sample of six z > 7 Ly α emitters
rom CEERS (Finkelstein et al. 2022 ). Among these six, four galaxies
CEERS-1019, CEERS-1027, CEERS-698, and CEERS-44) have 
easurements for all of the quantities we need to apply our model. We 
nd LyC escape fractions of 4, 0.6, 0.7, and 10 per cent, respectively.
ompared to the Ly α escape fractions for these galaxies (4, 9, 5, and
4 per cent), our measured LyC f esc values are once again consistent
ith Ly α escape being higher than LyC escape. 
In general, our model seems to point to bright Ly α emitters having

yC escape fractions � 10 per cent . This result agrees with Witten
t al. ( 2023 ) but contradicts Naidu et al. ( 2022 ) where it was assumed
hat bright Ly α emitters with low-peak velocity separation and line- 
entre flux all have f esc = 20 per cent . The origin of this difference
eems to be related to UV slope. Within the context of our model, β
s the strongest indicator of f esc . We re-emphasize that this seemingly
lso holds true for low-redshift ‘analogues’ (Chisholm et al. 2022 ).
he β values between the assumed high- and low- f esc galaxies in
aidu et al. ( 2022 ) are formally consistent within the scatter, with
 slight preference for the higher alleged f esc sample to be more
lue. Using the stacks they provide, we have estimated f esc for their
wo samples and found values of 4 per cent and 0.4 per cent for
he stacks with low peak velocity separation and high line-centre 
ux and high peak velocity separation and low line-centre flux, 
espectively. Applying the model from Chisholm et al. 2022 , which
nly depends on β, we derive escape fraction values of 5 and 3
er cent, respecti vely. The dif ference in f esc in our model is primarily
riven by the E ( B − V ) difference between the two samples. 
Our result does not indicate that bright Ly α emitters are insignifi-

ant for reionization. Despite their estimated lower escape fractions, 
heir intrinsic production of ionizing photons is very high, and if 5
er cent of the ionizing photons leak, this may represent an important
ontribution to the emissivity budget. For the galaxies considered in 
atthee et al. ( 2022b ) to dominate reionization, one would need to

ncrease the assumed ξ ion to reconcile the lower escape fractions. 
uture JWST observations will undoubtedly provide new constraints 
n both the f esc of Ly α emitters and ξ ion . 

.4 Comparison with other simulations 

PHINX 

20 has not been the only attempt to study escape fractions
n a cosmological context. Numerous works have been carried out 
tudying how ionizing photons leak out of galaxies (e.g. Xu et al.
016 ; Barrow et al. 2020 ; Trebitsch et al. 2021 ; Hassan et al. 2022 ;
osdahl et al. 2022 ). Our approach ho we ver has focused primarily on
bservational signatures. This is important, as we can directly study 
ock-observed galaxy properties, accounting for the anisotropic 

ature of LyC leakage. 
MNRAS 529, 3751–3767 (2024) 
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Simulations regularly show that f esc is sensitive to stellar age. For
xample, haloes with stellar populations younger than 5 M yr in the
IBY simulations have higher escape fractions across a larger solid
ngle (Paardekooper et al. 2015 ). FIRE-2 find a lag between the
iming of a star burst and an increase in f esc , due to the time needed
or feedback to clear channels (Ma et al. 2020 ), similar to what we
nd in SPHINX 

20 . They also found a telltale geometry when f esc is
igh. Star-forming regions are surrounded by an accelerated, dense
as shell. Within this shell, young stars with ages 3 –10 M yr are
ble to ionize low column-density channels through which radiation
an leak. Kimm & Cen ( 2014 ) also find evidence for lags between
tar formation and high f esc . Ho we ver, in their model, the lag was
0 M yr . This highlights the sensitivity of this exact time delay to
he SN model being used. In Kimm & Cen ( 2014 ), star particles
ndergo SNe exactly 10 M yr after their birth, following Schaller
t al. ( 1992 ). In contrast, the feedback recipe followed in SPHINX 

20 

ncludes a number of staggered SNe more accurately representing a
ingle stellar population (Kimm et al. 2015 ). Specifically, these begin
s early as ∼ 3 M yr . 

The need for ISM disruption has also been explored at great length.
a et al. ( 2020 ) find that star particles in galaxies with high-escape

ractions tend to be situated in regions with low-column densities
ut to the virial radius. This is also corroborated by the findings of
rebitsch et al. ( 2017 ) (see fig. 14). Moreo v er, P aardekooper et al.
 2015 ) show that the neutral gas column density within 10 pc of a
ource is the defining quantity of escape fractions. Kimm & Cen
 2014 ) agree, finding that galaxies with the lowest escape fractions
end to have the highest optical depths out to 100 pc and that the
ocation of feedback is of vital importance. Particularly, the inclusion
f runaway OB stars increases average escape fractions, due to the
act that these stars tend to mo v e to lower density regions where
he efficiency of feedback is greater. In our model, local gas density
s included in our ζ ISM 

parameter. Because we have weighted the
as density by the [O II ] λλ3727 luminosity, we specifically pick
ut the densities in star-forming regions. The anticorrelation we
nd between ζ ISM 

and f esc in SPHINX 

20 is in agreement with these
revious models. 

 C AV E ATS  

ike all numerical simulations, SPHINX 

20 employs a series of
ubgrid models for star formation, feedback, and ISM processes
hat could impact our results. For example, SPHINX 

20 samples a
istribution of SN time-scales rather than assuming a fixed value
hich is why we find a critical time scale of 3.5 Myr for LyC

eakage to begin. While assuming a delay time distribution is likely
ore realistic than a fixed v alue, a dif ferent delay time distribution
ould undoubtedly change which galaxies in SPHINX 

20 are leakers,
hifting the exact stellar age dependence stated. Likewise, our model
or star formation assumes a variable efficiency of conversion from
as to stars. Changing this value will impact the clustering of stars
nd SN as well as the gas densities near young star particles. This
ill simultaneously affect the intrinsic emission line luminosities,

he observed values (through a changing amount of dust as it is tied
o the gas), and the efficiency of SN and radiative feedback. 

Since SPHINX 

20 does not follow the formation and distribution
f dust, we have employed an ef fecti ve model where the dust-to-
etal ratio is fixed and dust primarily tracks neutral gas (Laursen

t al. 2009 ). In contrast, observations show that the dust-to-gas mass
atio decreases following a power law as a function of metallicity
R ́emy-Ruyer et al. 2014 ). While the dust is often a sub-dominant
ontribution to the optical depth to ionizing photons at these redshifts
NRAS 529, 3751–3767 (2024) 
e.g. Katz et al. 2022b ) and therefore does not impact our escape
ractions, the dust model does affect emission line luminosities and
V slopes. This moti v ates the study of IR lines as a probe of f esc (e.g.
atz et al. 2020b ; Ramambason et al. 2022 ) as they are significantly

ess sensitive to dust content. 
In this work, we have employed the BPASS SED which crucially

xtends the period over which ionizing photons are released due to
inary interactions, compared to other SEDs. Similarly, one could
hange the model for Wolf–Rayet stars or include X-ray binaries
hich would similarly impact emission line fluxes. Our models also

ssume that metal abundance ratios match that of solar, whereas
bservations demonstrate that they likely vary as a function of
etallicity. This will impact gas cooling and the state of the ISM

s well as the emission line luminosities. For this reason, we have
nly w ork ed with oxygen emission lines and their ratios which are
ikely well captured by our assumptions. 

While currently the state-of-the-art for full-box reionization sim-
lations, SPHINX 

20 remains subject to limited spatial and mass
esolution. This most importantly manifests in our inability to al w ays
ully resolve the Stromgren spheres of star particles. We have
ttempted to remedy this by using complex post-processing methods.
o we ver, the gas cells are still limited to have a fixed density on
10 pc scales. Subgrid density structure will impact emission line
uxes as well as dust attenuation and potentially change the impact
f pre-SN feedback. 
SPHINX 

20 does not resolve the ISM to the same degree as
imulations such as those in Kimm et al. ( 2019 , 2022 ). In particular,
imm et al. ( 2019 ) suggest that radiation feedback begins to disrupt

he ISM of giant molecular clouds to the point of allowing LyC
eakage at around 2 M yr , before SNe begin. In such a scenario, the
indow for effective LyC leakage would begin even earlier , in viting

he need for further work with higher resolution simulations and
etter ISM and dust physics. Ho we ver, it remains unclear whether
as outside the immediate molecular cloud prevents LyC photons
rom escaping into the IGM. 

SPHINX 

20 also neglects some potentially important physical
rocesses such as stellar winds and cosmic rays. This could help
ower the local densities around star particles and provide local

etal enrichment. Both can impact emission line luminosities and the
scape fraction. Likewise, we hav e ne glected the nebular continuum.

hile properties such as O 32 and � SFR are unaffected, the nebular
ontinuum can reduce observed equi v alent widths and make β appear
edder. This is unimportant when f esc ∼ 100 per cent . Furthermore,
he highest EW galaxies in our sample are non-leakers because they
ave not yet reached the SN time-scale and it is these galaxies where
he nebular continuum will be the most important. 

Finally, SPHINX 

20 does not include AGN and therefore captures
either the contribution of their hard radiation spectra nor of their
eedback on the LyC escape fraction. As a result, it is important
o note that the model derived in Section 4.3 should be used with
aution on observations of galaxies with a confirmed AGN presence.
n these cases, it is reasonable to expect that active feedback will
lear ionized channels and therefore increase line-of-sight LyC
scape fractions along the outflows, thus increasing the angle-
veraged value for these galaxies. We leave such discussions to future
ork. 
Despite these caveats, SPHINX 

20 has been successful in reproduc-
ng numerous observations of the high-redshift Universe such as the
V luminosity function (Rosdahl et al. 2022 ) and Ly α luminosity

unction (Garel et al. 2021 ). The agreement we find with LzLCS is a
romising sign that in many ways SPHINX 

20 provides an adequate
epresentation of the physics that leads to LyC leakage. 
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 C O N C L U S I O N S  

e have post-processed a sample of 1412 star-forming galaxies in 
he SPHINX 

20 cosmological radiation hydrodynamics simulation 
ith CLOUDY and RASCAS to produce a diverse library of 14 120

imulated and dust-attenuated high-redshift galaxy spectra. These 
alaxies have been specifically selected to potentially be bright 
nough to be observable with JWST. Using this data set, which 
epresents part of SPHINX Public Data Release v1, we presented 
 new generalized framework for observational signatures of LyC 

eakage. Specifically, we argue that a good diagnostic to identify 
alaxies with significant LyC leakage should 

(i) Track high sSFR; 
(ii) Select for stellar populations with ages 3 . 5 M yr �

 Stellar Age 〉 LyC � 10 M yr ; 
(iii) Include a proxy diagnostic for neutral gas content as well as

he state of the ISM. 

This framework can successfully identify samples of galaxies that 
re highly enriched with LyC leakers. By applying our method to 
xisting indirect f esc diagnostics, we can predict the reasons why 
ach diagnostic will be successful (or fail) and why. F or e xample, we
nd that high O 32 is a necessary but insufficient criterion for high-
scape fractions, due to the fact that it traces high sSFR, but also
elects for galaxies with dense, dusty ISMs with stellar populations 
hat are too young to disrupt it. Observed UV slope, β, is empirically
ound to marginally satisfy two and strongly satisfy one criteria for
 / Z � > 0.01. It is thus a relatively good diagnostic for the escape
raction. Similarly, E ( B − V ) is found to satisfy 2/3 criteria and thus
races f esc reasonably well, albeit with significant scatter. In contrast, 
alaxy properties such as EW(H β), � SFR , � sSFR , M UV , sSFR, and
 ∗ are all found to be poor indicators of f esc if used in isolation as

hey satisfy one or none of our criteria. 
We can also satisfy all three criteria with multidimensional 

iagnostics. Selecting galaxies with log 10 (H α/L 1500 ) < 1.6 while 
ombining β and E ( B − V ) (with equation 3 ) produces a sample
f galaxies of which 67 per cent have f esc > 5 per cent , accounting
or 62 per cent of all such galaxies in our dat set. Similarly, we
ave constructed a generalized linear model that utilizes spectral 
roperties of galaxies to quantitatively predict f esc (see equation 
 ). Applying our model to high-redshift Ly α emitters observed 
ith JWST, we find LyC escape fractions less than or equal to

he observationally estimated Ly α escape fractions. Our results 
uggest that bright Ly α emitters tend to have LyC escape fractions
 10 per cent . 
Though our framework for the physics of indirect estimators of 

yC escape has been tested by a robust data set of mock observations,
e recognize that such mock data are dependent on the nebular 

missivity and dust absorption models used, inviting future work 
n better-resolved cosmological simulations with more realistic sub- 
rid physics. The hardest of our three criteria to select for is the
orrect mean stellar population age, suggesting that this needs to be 
xplored in the context of, for example, SED fitting. Nevertheless, 
ur framework highlights the potential of existing and future JWST 

ata to understand the physics of LyC escape and cosmological 
eionization. 
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