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Hydrodynamics of pulsating active liquids
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Inserm, Université PSL, 46 rue d’Ulm, 75005 Paris, France

Inspired by dense contractile tissues, where cells are subject to periodic deformation, we formulate
and study a generic hydrodynamic theory of pulsating active liquids. Combining mechanical and
phenomenological arguments, we postulate that the mechanochemical feedback between the local
phase, which describes how cells deform due to autonomous driving, and the local density can be
described in terms of a free energy. We argue that such a feedback is consistent with the coarse-
graining of a broad class of microscopic models. Our hydrodynamics captures the three main states
emerging in its particle-based counterparts: a globally cycling state, a homogeneous arrested state
with constant phase, and a state with propagating radial waves. Remarkably, we show that the
competition between these states can be rationalized intuitively in terms of an effective landscape,
and argue that waves can be regarded as secondary instabilities. Linear stability analysis of the
arrested and cycling states, including the role of fluctuations, leads to predictions for the phase
boundaries. Overall, our results demonstrate that our minimal, yet non-trivial model provides a
relevant platform to study the rich phenomenology of pulsating liquids.

I. INTRODUCTION

Active matter encompasses a large class of nonequi-
librium systems where individual components can au-
tonomously consume energy to power some sustained
dynamics [1–3]. The study of various active phenom-
ena, such as flocking [4–7], motility-induced phase sepa-
ration [8], and active turbulence [9, 10], has largely driven
the development of nonequilibrium statistical physics in
the last decades. While many studies have focused on
dilute systems [7, 8], others have been concerned with
dense assemblies of active units, such as the acto-myosin
cortex or biological tissues described as active gels [11–
15]. In particular, various experimental works have stud-
ied the patterns emerging from the collective contraction
of cells [16–19]. The corresponding phenomenology fea-
tures oscillations [20, 21] and wave propagation [22–31],
associated with various biological functions [32, 33].

Several studies have identified minimal models of de-
formable units as a novel paradigm in soft and active
matter [34], with applications to various systems; for in-
stance, robots [35], membranes [36], and biological tis-
sues [21, 37–39]. In particular, some theoretical works
have explored the collective properties of particles whose
internal degrees of freedom, regulating their interactions,
are subject to fluctuations. For example, some variants of
the vertex model, originally developed to rationalize ge-
ometric properties of epithelial tissues in terms of their
mechanics [37, 40, 41], account for the mechanocoupling
and plasticity of cells by promoting certain internal pa-
rameters (e.g. reference area and/or perimeter) to dy-
namical variables [42–46]. Moreover, recent studies on
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pulsating repulsive particles [47–51], whose sizes are sub-
ject to a periodic drive, have shown how the interplay be-
tween deformation and synchronization yields dynamical
patterns reminiscent of the contraction waves in pulsatile
tissues [16, 17, 19].
An important challenge is to propose a hydrodynamic

description which accurately captures the collective prop-
erties of deforming particles. Some studies have pro-
posed hydrodynamic equations for the vertex model
when considering fixed reference area and perimeter for
all cells [52–55]. These works rely on a top-down per-
spective combining mechanical and phenomenological ar-
guments. For pulsating particles, their hydrodynam-
ics has been derived with a bottom-up approach by
coarse-graining the microscopic model under some as-
sumptions [47, 48]. Such assumptions amount to neglect-
ing the interplay between the local phase, which describes
the size oscillation, and the local density. Therefore, al-
though the corresponding hydrodynamics features inter-
esting connections with the complex Ginzburg-Landau
equation (CGLE) [56], which is widely used in synchro-
nization theory, it does not capture the emergence of den-
sity waves observed experimentally [16, 17, 19].
In short, a consistent hydrodynamics of pulsating par-

ticles which properly integrates the mechanochemical
feedback between density and phase remains to be built.
Such an achievement would open many doors. First, it
would allow one to compare more closely existing descrip-
tions of confluent tissues, formulated in terms of contin-
uum mechanics description [13, 52, 57], with models of
pulsating particles. Second, it would lead to bridge the
gap between these continuum models, based on conserva-
tion laws and constitutive relations, and field theories of
synchronization, relying essentially on phenomenological
laws [56, 58]. Therefore, our goal is to delineate the essen-
tial ingredients, combining mechanical and phenomeno-
logical arguments, to build a generic theory capturing the
phenomenology of a broad class of pulsating systems.
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FIG. 1. Schematic representations of field profiles in generic
pulsating liquids; for instance, we consider here the case of a
confluent tissue made of cells with polygonal shape. (a) The
oscillation of the internal phase ψi of a given cell leads to
a cyclic change of its preferred area, inversely proportional
to the reference density ρref(ψi) [Eq. (5)]. (b) The interplay
between internal pulsation and local interactions can yield
the formation of inhomogeneous configurations; for instance,
the confluent assembly of pulsating particles here features
larger cells at its center. (c) At the hydrodynamic level,
the individual phases ψi are coarse-grained into the phase
field ψ(r). The corresponding profile varies continuously from
large (ψ(r) ≃ π) to small (ψ(r) ≃ 0) sizes. (d) The density
field ρ(r) represents the local number of particles. For con-
fluent systems, a local increase in size corresponds to a local
decrease of density.

In this article, we set out to formulate such a theory
by explicitly describing the hydrodynamic coupling be-
tween density and phase. We assume that individual
self-propulsion is negligible, so that activity enters purely
through the drive of an internal phase [Fig. 1]. Impor-
tantly, we consider our system as effectively liquid-like,
assuming that the phase dynamics are slow with respect
to the characteristic timescale of cell rearrangements and
the relaxation of elastic stress. Although the underlying
particle configuration remains confluent, which leads to
a rigidity transition at high density [41, 59], we neglect
any solidification here. We show that these minimal as-
sumptions suffice to capture the existence of three main
states: a globally synchronized pulsating state, a homo-
geneous arrested state with constant phase, and a state
with propagating radial waves [Fig. 2]. These states are
the main defining features of pulsating active liquids, as
already reported in some particle-based models [47–51].

The paper is organized as follows. In Sec. II, we mo-
tivate and present our model of pulsating active liquids.
We postulate a hydrodynamic theory from phenomeno-
logical and mechanical considerations, and we argue that

it embodies the coarse-grained dynamics of a broad class
of particle-based models. In Sec. III, we then report the
emergence of pulsating waves and detail the correspond-
ing phenomenology, along with the phase diagram ob-
tained from numerical simulations. We discuss the linear
stability analysis in Sec. IV, including the role of fluctua-
tions, which leads to analytical predictions for the phase
boundaries. Finally, we present our main conclusions and
future perspectives in Sec. V.

II. LIQUIDS WITH INTERNAL PULSATION

Inspired by the phenomenology of pulsatile tissues [16,
17, 19], we aim to describe the collective behavior of a
dense assembly of pulsating particles: each particle is
subject to a drive of internal degrees of freedom, which in
turn promotes its periodic deformation [Fig. 1]. There-
fore, we propose a minimal, yet non-trivial continuum
model capturing the hydrodynamics of such a system.
Remarkably, we argue that the emerging nonequilibrium
phenomenology can be rationalized in terms of an effec-
tive landscape which encapsulates the competition be-
tween various steady states.

A. From mechanics to field theory

We endow each particle i with an internal degree of
freedom ψi that represents the phase of an underlying
oscillation. For instance, this phase can refer to an in-
ternal cellular clock driven by external electrical [16] or
chemical signals [17]. Assuming that the phase varies
slowly in space, as a result of mechanical and biochem-
ical couplings, we define the coarse-grained field ψ(r, t)
to capture the spatio-temporal dynamics of the phase at
hydrodynamic scales. Similarly, we introduce the local
particle density ρ(r, t), which is another field depending
on both space and time.
In the absence of any division and death of particles,

the balance of particle number is expressed by the con-
servation equation

∂tρ = −∇ · (ρv) , (1)

where v is the cell velocity field. The force balance con-
dition enforces that external forces compensate for the
gradients of the stress tensor Σ. In the presence of a sub-
strate, we consider that external forces are given by the
friction −γρv and the noise

√
2Dρηρ, yielding

0 = −γρv +
√
2Dρηρ +∇Σ , (2)

where γ > 0 is an effective friction constant, and ηρ has
Gaussian statistics with zero-mean and unit variance:

⟨ηρ,α(r, t)ηρ,β(r′, t′)⟩ = δαβδ(r− r′)δ(t− t′) . (3)

For simplicity, we neglect shear stresses and consider only
the effect of a finite isotropic compressibility; see Ap-
pendix A for model equations with a finite shear viscosity.
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(a) (b) (c) time

FIG. 2. Pulsating radial waves propagate synchronously for
density ρ (top) and phase ψ (bottom). Variations of the local
phase generate local stresses, which in turn produce large-
scale flows and advect the density. Such a hydrodynamic
mechanism captures how, in confluent systems, local varia-
tions of particle size generate contraction and promote ad-
vection of density. Arrows mark directions of propagation.
Parameters : β = 9, ρ∗ = 1.04, α = 1, Dρ = 0.01 = Dψ,
ϵ = 0.5. Colorbars as in Fig. 1

Specifically, we take the following constitutive equation:

Σij = λ
ρref − ρ

ρ0
δij = −ρ0

δF

δρ
δij , (4)

where ρref is a reference density at which the stress van-
ishes, and λ > 0 is the compressibility of the tissue.
We suppose that the constitutive equation can be ob-
tained from an effective free energy F , as expressed by
second equality in Eq. (4). Moreover, we assume that ρref
changes locally as a function of the phase ψ according to

ρref(ψ) = ρ0(1 + ϵ cosψ) , (5)

where ρ0 is the baseline reference density, and 0 ≤ ϵ < 1
measures the strength of the modulation of the reference
density during a cycle. The dependence of ρref on ψ is
meant to capture the stress generation associated with
a local deformation of cells; specifically, for a confluent
tissue, ρref should be inversely proportional to the area
locally covered by cells [Fig. 1]. In short, Eqs. (1-5) de-
scribe how local deviation of the density ρ from ρref(ψ)
leads to a finite stress Σ, which in turn generates tissue
flows.

We now specify the assumptions underlying the dy-
namics of ψ. The pulsation of cells can be driven by
either a cell-autonomous internal clock or a global drive;
it favors oscillations of ψ at the same frequency across
the whole tissue, yet without imposing a uniform profile
of ψ a priori. The feedback between ρ and ψ is described
by the coupling term in the free energy F . Moreover, we
assume that interactions between neighboring cells tend
to locally synchronize their phases. We capture such an
effect with an additional contribution to F describing the
energetic cost for stabilizing gradients of ψ. Specifically,

the free energy reads

F [ρ, ψ] =

ˆ
dr

[
λ

2

(
ρ− ρref(ψ)

ρ0

)2

+
κ

2
(∇ψ)2

]
, (6)

where κ > 0 is the phenomenological parameter which
penalizes the formation of interfaces. Using Eqs. (1), (2)
and (4), the dynamics for ρ and ψ can then be written
in a closed form as

∂tρ = ∇ ·
(
ρ0
γ
∇δF

δρ
+

√
2Dρηρ

)
,

∂tψ = ω − µ
δF

δψ
+
√

2Dψ ηψ ,

(7)

where ω > 0 is the driving frequency, and µ is a ki-
netic coefficient. The first free-energy term δF/δρ sim-
ply stems from the compact formulation of the consti-
tutive equation [Eq. (4)] in terms of the free energy F .
The second free-energy term δF/δψ can be regarded as a
density-dependent resistance to cycling. The noise term
ηψ is uncorrelated with ηρ, and has Gaussian statistics
with zero mean and correlations given by

⟨ηψ(r, t)ηψ(r′, t′)⟩ = δ(r− r′)δ(t− t′) . (8)

At thermodynamic equilibrium (ω = 0), the noise am-
plitude Dρ and Dψ are not independent, since they are
determined by the fluctuation-dissipation theorem. In
such a case, they must satisfyDρ = ρ0T/γ andDψ = µT ,
where T denotes the temperature of the surrounding heat
bath. Out of equilibrium (ω ̸= 0), there is no reason for
these constraints to hold a priori.
In short, we postulate here the dynamics of ρ and ψ by

combining mechanical and phenomenological arguments
at the hydrodynamic level. Importantly, we demonstrate
in Appendix B that a similar hydrodynamics can be ob-
tained by coarse-graining the dynamics of pulsating de-
formable particles. In that respect, Eq. (7) embodies the
hydrodynamics of a broad class of microscopic models,
which feature deforming particles with an internal pulsa-
tion. In practice, such a pulsation can stem from either
(i) an explicit drive at the microscopic level [47–51], or
(ii) from some feedback in the internal state space of par-
ticles [44, 45], as often assumed in excitable media. In
both cases, we expect that the coarse-grained behavior
will map into a hydrodynamics akin to Eq. (7).
In the language of field theories, commonly used to de-

scribe the hydrodynamic behavior of soft and active sys-
tems [2, 60, 61], the equilibrium limit (ω = 0) of Eq. (7)
reduces to a passive model C coupling conserved and non-
conserved scalar fields, respectively ρ and ψ: such an
equilibrium model cannot accommodate any steady cur-
rent. In contrast, as we discuss in great detail in the fol-
lowing sections, the presence of pulsation (ω > 0) opens
the door to a rich nonequilibrium behavior, with the
emergence of propagating waves [Fig. 2] reminiscent of
the phenomenology of some pulsating tissues [16, 17, 19].
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B. Effective landscape

In what follows, we consider a non-dimensional version
of the dynamics in two spatial dimensions. To this end,
we scale time and space variables as

t→ t′ = t/tc , r → r′ = r/ℓc , (9)

in terms of the characteristic time and length scales:

tc = 1/ω , ℓc =
√
µκ/ω . (10)

We also scale density variables and noise amplitudes as

ρ→ ρ′ = ρ/ρ0 , ρref → ρ′ref = ρref/ρ0 ,

Dρ → D′
ρ =

Dρω

(µκρ0)2
, Dψ → D′

ψ =
Dψ

µκ
.

(11)

The non-dimensional dynamics can then be written in
terms of the effective landscape

f(ρ, ψ) = (β/2)(1 + ϵ cosψ − ρ)2 − ψ (12)

as

∂tρ =
α

β
∇2 ∂f

∂ρ
+
√
2Dρ∇ · ηρ ,

∂tψ = ∇2ψ − ∂f

∂ψ
+
√
2Dψ ηψ ,

(13)

where we have omitted the prime notation for simplicity,
and introduced the non-dimensional parameters

α = λ/(µκγρ0) , β = µλ/ω . (14)

The total density ρ∗ = 1
V

´
V
drρ is conserved and con-

stant for a given system size V . In the noiseless dynam-
ics (Dρ = 0 and Dψ = 0), we are thus left with four
independent control parameters (ρ∗, α, ϵ, β) which are all
positive. Given that f is unbounded, it should not be
regarded as an equilibrium free energy. Yet, as discussed
in Sec. II C, analyzing the features of f provides some
insights into the various types of emerging states.

C. Competition between cycles and arrest

We now discuss the phenomenology of the homoge-
neous states emerging from Eq. (13) in the absence of
noise (Dρ = 0 and Dψ = 0). If one starts from a ho-
mogeneous initial condition, the dynamics is entirely de-
termined by the evolution of the homogeneous phase ψ,
since the density ρ = ρ∗ remains constant at all times.
Therefore, the dynamics of the homogeneous states is not
affected by α, and only depends on (ρ∗, ϵ, β).
The landscape f features a series of minima if the

inverse drive β is higher than a critical value βex at
fixed density ρ [Fig. 3(a)]. Therefore, the parameters
(ρ∗, β) naturally control the transition between two dis-
tinct states: (i) a cycling state with a steady current,

β > βex(ρ)
β < βex(ρ)

(a)

ψ

Cycles

Arrest

f(ψ)

6π4π2π0

5

−5

−15

−25

151050−5−10−15−20
2

1

0

6π4π2π0

(b)
f

ρ

ψ

FIG. 3. (a) The effective landscape f [Eq. (12)] supports two
distinct behaviors in terms of the phase ψ, for fixed density
ρ = 2 and ϵ = 0.5. The phase gets arrested in the presence
of a series of minima (blue, β = 0.3), whereas it continuously
cycles in the absence of minimum (red, β = 5). (b) In the joint
phase space (ψ, ρ), the local minimum of the landscape (black,
minimizing f at fixed ψ) yields oscillations of the density as
the phase increases. Parameters: β = 12.5, ϵ = 0.5.

for which β < βex(ρ
∗), and (ii) an arrested state without

any steady current, for which β > βex(ρ
∗). The compe-

tition between arrest and cycles is the essential feature
which defines pulsating active matter [47–51]. Specifi-
cally, the existence of arrest stems from the breakdown
of rotational invariance: in contrast with the standard
CGLE [56], our dynamics [Eq. (13)] is not invariant un-
der a phase shift ψ → ψ + C for an arbitrary C. There-
fore, our hydrodynamic model clearly reproduces the
unique phenomenology of pulsating liquids at homoge-
neous level, as already reported in particle-based mod-
els [47–51].
In the arrested state, the stationary solution ψ = ψ∗

is a local minimum of the landscape f(ρ, ψ). Therefore,
such a solution obeys

∂f

∂ψ
(ψ∗) = 0 ,

∂2f

∂ψ2
(ψ∗) > 0 , (15)

namely

0 = 1 + βϵ(1− ρ∗ + ϵ cosψ∗) sinψ∗ ,

0 < (1− ρ∗) cosψ∗ + ϵ cos 2ψ∗ .
(16)

The phase boundary βex(ρ
∗) corresponds to the case

where the local minimum and the inflection point of f
coincide. The corresponding solution ψ = ψc satisfies

∂f

∂ψ
(ψc) = 0 ,

∂2f

∂ψ2
(ψc) = 0 ,

∂3f

∂ψ3
(ψc) < 0 , (17)

namely

0 = 1 + βexϵ(1− ρ∗ + ϵ cosψc) sinψc ,

0 = (1− ρ∗) cosψc + ϵ cos 2ψc ,

0 > (1− ρ∗) sinψc + 2ϵ sin 2ψc .

(18)

leading to

βex(ρ
∗) =

1

ϵ(ρ∗ − 1− ϵ cosψc) sinψc
, (19)
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FIG. 4. Phase diagram in terms of the inverse drive β and the total density ρ∗ = 1
V

´
drρ. (a) The synchronization parameter

R [Eq. (21)], (b) the phase current ν [Eq. (22)], and (c) the net current νnet [Eq. (23)] allow one to distinguish three regimes
associated with distinct states. Arrest emerges at large β and large ρ∗, cycles at small β and ρ∗ ≃ 1, whereas patterns appear
for intermediate regimes between arrest and cycles. The green line denotes the boundary of existence between arrested and
cycling states [Eq. (19)]. The red and black lines delineate the boundary of instability for arrest [Eq. (33)] and cycles [Sec. IVC],
respectively. Parameters: ϵ = 0.5, α = 1, Dρ = Dψ = 0.1. The hollow symbols (square and circle) in panel (a) refer to the
parameter values used in Fig. 5. Appendix C gives details on our numerical methods.

where

cosψc =
1

4

[
(ρ∗ − 1)/ϵ−

√
((ρ∗ − 1)/ϵ)2 + 8

]
if ρ∗ ≥ 1 ,

cosψc =
1

4

[
(ρ∗ − 1)/ϵ+

√
((ρ∗ − 1)/ϵ)2 + 8

]
if ρ∗ < 1 .

(20)
Therefore, Eq. (19) shows that our simple, yet non-trivial
model of pulsating active liquids entails an exact analyti-
cal prediction for the phase boundary βex(ρ

∗) delineating
the existence of either arrested or cycling states.

Interestingly, analyzing further the shape of f in the
space (ρ, ψ) allows one to anticipate the behavior of the
system even beyond the case of its homogeneous states.
Indeed, at each position r, the system explores the land-
scape both in terms of ρ and ψ. As the system evolves
towards increasing ψ, the local minimum of the landscape
f corresponds to oscillating ρ [Fig. 3(b)]: this mechanism
suggests that the cycling of phase favors sustained oscilla-
tions of density. Since the density is conserved, any local
decrease of density must be compensated for by a cor-
responding increase elsewhere in the system. Therefore,
oscillations of density can only create gradients, yield-
ing the formation of oscillating patterns, as we discuss in
more detail in Sec. III.

III. PULSATING PATTERNS

Internal pulsation leads to patterns of density and
phase propagating throughout the system. To identify
the regimes where such patterns emerge, we introduce
three order parameters quantifying the overall synchro-
nization and the current of phase. We report the cor-
responding phase diagram [Fig. 4], and discuss the phe-
nomenology of the patterns observed numerically.

A. Synchronization and current

We distinguish quantitatively between different emerg-
ing states by introducing three order parameters, all of
them defined in terms of the statistics of the phase ψ.
The first order parameter, motivated by Kuramoto-type
systems [58], quantifies the amount of synchronization:

R =
1

toV

ˆ to

0

dt

〈∣∣∣∣ˆ
V

eiψ(r,t)dr

∣∣∣∣〉 , (21)

where to is the observation time over which we perform
the time average, which is chosen such that ωto ≫ 1.
The fully synchronized case (R = 1) corresponds to a
homogeneous state, which is either cycling or arrested,
as discussed in Sec. II C. Conversely, incomplete synchro-
nization (R < 1) necessarily indicates that the profiles of
(ρ, ψ) are no longer uniform. Therefore, R allows us to
identify regimes where spatial inhomogeneities emerge.
In numerical simulations, homogeneous arrested and cy-
cling states respectively emerge when β ≫ βex(ρ

∗) and
β ≪ βex(ρ

∗) [Eq. (19)], for which R ≃ 1 as expected
[Fig. 4(a)]. Instead, we observe a clear deviation from
R = 1 when β ≃ βex(ρ

∗), which points at a regime of
pattern formation.
The second order parameter is given by the global cur-

rent of phase:

ν =
1

toV

ˆ to

0

dt

ˆ
V

〈
∂tψ(r, t)

〉
dr . (22)

In numerical simulations, we confirm that the regimes of
arrest and cycles, already identified by R ≃ 1, correspond
respectively to ν ≃ 0 and ν ≃ 1, as expected [Fig. 4(b)].
In between these regimes, the current deviates from its
limit values (0 < ν < 1), which again points at the forma-
tion of patterns. To systematically quantify the degree
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of inhomogeneity in the profiles (ρ, ψ), we compare the
current ν with its value for the deterministic, homoge-
neous system. To this end, we introduce the net current
as a third order parameter:

νnet = ν − 1

to

ˆ to

0

dtΨ̇ . (23)

The variable Ψ corresponds to the homogeneous, noise-
less realization of the phase, so that its dynamics follows
from Eq. (13) as

Ψ̇ = −∂f(ρ
∗,Ψ)

∂Ψ
. (24)

Numerical simulations show that the arrested and cycling
states are indeed associated with νnet ≃ 0 [Fig. 4(c)]. Re-
markably, patterns are always associated with νnet > 0,
revealing that the inhomogeneous average phase cycles
faster than its homogeneous counterpart Ψ. The re-
gion in which νnet > 0 coincides with the one where
R < 1. Actually, νnet is anticorrelated with R, so that the
highest νnet coincides with the lowest R, specifically at
β ≃ βex(ρ

∗). These results corroborate that synchroniza-
tion and net current detect consistently the emergence of
patterns.

B. Propagating waves

In the regimes where both uniform profiles are unsta-
ble, initial perturbations lead to coarsening domains of
high and low densities [Fig. 5]. Such domains grow in a
background which is either arrested (β > βex) or cycling
(β < βex). In both cases, domains with lower densities
encounter another instability, reminiscent of secondary
bifurcations [62, 63], yielding the emergence of propa-
gating radial waves. In contrast to some recent studies
of the hydrodynamics of pulsating particles [47, 48], the
waves propagate in the profile of both density and phase.
Indeed, ρ cannot remain homogeneous in the presence
of gradients in ψ [Eq. (13)]. Interestingly, the formation
of such waves can be rationalized in terms of the local
effective free-energy picture [Eq. (12)].

In the case of an arrested background [Figs. 5(a-f)],
the local phase escapes from its background value at spe-
cific locations where the local density goes below a given
threshold: consistently with the effective free-energy pic-
ture [Fig. 3], reducing the local density is indeed a route
to promoting a cycling phase. The cycling phase sponta-
neously organizes into propagating waves. In the case of
a cycling background [Figs. 5(g-l)], a non-uniform den-
sity leads to inhomogeneities in the cycling frequency,
which in turn induces a lag between the phase of nearby
domains. This phase lag leads to fronts propagating
throughout the system.

Unstable domains turn into regions where the density
oscillates, which we refer to as pacemakers, from which
radial waves emanate and propagate across the system.

For large enough systems, multiple pacemakers coexist
simultaneously. Eventually, waves spontaneously orga-
nize into temporally oscillating domains [Fig. 2]. The
relative diffusion of the coupled fields, and therefore
the speed of the propagating waves, is controlled by α
[Eq. (13)]. Specifically, waves move slower (faster) for
smaller (larger) values of α. Therefore, for small α, prop-
agating waves leave behind a locally and transiently ho-
mogeneous region. The pacemakers are at the center
of such regions, and the boundaries between the regions
correspond to the annihilation loci of the waves.

IV. STABILITY ANALYSIS

The mechanisms destabilizing the homogeneous state,
either arrested [Figs. 5(a-f)] or cycling [Figs. 5(g-l)], can
be examined using linear analysis. We first show that
the arrested state undergoes a spinodal instability with
coarsening of the density and phase profiles. Then, we
explore how fluctuations modify the effective landscape,
and thus affect the stability of arrest. Finally, we investi-
gate how cycling states get destabilized using a Floquet
analysis.

A. Spinodal instability of arrest

To carry out a linear stability analysis of the arrested
phase, we expand (ρ, ψ) around their respective homo-
geneous solutions (ρ∗, ψ∗), where ρ∗ = 1

V

´
V
drρ denotes

the total density, and ψ∗ obeys Eq. (16). The perturba-
tions in Fourier space are then given by

ρq =
1

V

ˆ
V

dreiq·r
[
ρ(r, t)− ρ∗

]
,

ψq =
1

V

ˆ
V

dreiq·r
[
ψ(r, t)− ψ∗] . (25)

The corresponding linearized dynamics can be written as

d

dt

[
ρq
ψq

]
= SA(q)

[
ρq
ψq

]
. (26)

The stability matrix SA depends on q = |q| as

SA(q) =
[
−αq2 −αaq2
−βa −q2 + e

]
, (27)

and is given in terms of

a = ϵ sinψ∗ , e = − cotψ∗ − βϵ2 sin2 ψ∗ < 0, (28)

where we have used Eq. (16) to simplify the expression of
e. Analyzing the eigenvalues of SA provides information
about any potential q−dependent linear instability [60,
61]. The eigenvalues Λ± are of the form

Λ±(q) =
1

2

(
A(q)±

√
A2(q)− 4q2B(q)

)
, (29)
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(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

time

FIG. 5. Time evolution of the density ρ and the phase ψ fields in the regimes of (a-f) unstable arrest (βex < β = 9 < βar,
hollow red square in Fig. 4(a)) and (g-l) unstable cycles (βcy < β = 6.5 < βex, hollow black circle in Fig. 4(a)), without any
noise (Dρ = 0 and Dψ = 0). Starting from a homogeneous stationary profile of (ρ, ψ), a spinodal instability first leads to the
formation of some growing domains. At a later stage, when the local density goes below a critical value, waves emerge and
propagate in the system. Arrows mark directions of propagation. Other parameters : ρ∗ = 1.04, ϵ = 0.5, α = 1 for a 64 × 64
system. Colorbars as in Fig. 1.

where

A(q) = e− (α+ 1)q2 , B(q) = α(q2 − βa2 − e) . (30)

Note that A(q) and q2B(q) correspond to the trace and
determinant of the stability matrix SA, respectively.
An instability arises if at least one of the eigenvalues

Λ± has a positive real part. To predict the emergence of
such an instability, it suffices to analyze the behavior of
Λ± at small wavenumber q, as

Λ+(q) = −α(1 + βa2/e)q2 +O(q4) ,

Λ−(q) = e+ (αβa2/e− 1)q2 +O(q4) .
(31)

We deduce that Λ−(q) is negative for all q, whereas Λ+(q)
can have a positive real part for some q if βa2 + e < 0.
Using the expression of (a, e) [Eq. (28)], it follows that
the limit of stability (βa2 + e = 0) corresponds to

βϵ cosψ∗ (1 + ϵ cosψ∗ − ρ∗) = 0 . (32)

The condition in Eq. (32) is equivalent to enforcing that
the determinant of SA is positive, namely B(q) > 0 for
finite q > 0. Note that this condition is not affected

by α, given that ψ∗ does not depend on α [Eq. (16)].
Substituting Eq. (16) in Eq. (32) yields cosψ∗ = 0, or
equivalently sinψ∗ = ±1. Finally, substituting this cri-
terion into Eq. (32) leads to the phase boundary βar(ρ

∗)
given by

βar(ρ
∗) =

1

ϵ|1− ρ∗|
. (33)

As a result, we predict that the part of the phase space
(β, ρ∗) contained between βex(ρ

∗) [Eq. (19), green line in
Fig. 4] and βar(ρ

∗) [Eq. (33), red line in Fig. 4] accom-
modates a linear instability of the arrested state. Our
analytical prediction agrees well with numerical simula-
tions [Fig. 4]: in the regime of instability (βex < β < βar),
R < 1 [Eq. (21)] and νnet > 0 [Eq. (23)] clearly indicate
that the system deviates from the arrested state. Note
that both βex and βar are independent of α.
In practice, the growth of perturbations is described

by the eigenvalue Λ+(q). Interestingly, the behavior of
Λ+(q) is analogous to the case of spinodal instabilities
[Fig. 6], as observed for instance in liquid-liquid phase
separation [60, 61]. For certain choices of model param-
eters, it is characterized by a finite range of unstable
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Λ
−
(q)

Λ+(q)

(a)

q
10.80.60.40.20

0

−0.6

−1.2

Λ
−
(q)

Λ+(q)

(b)

q
0.50.40.30.20.10

0.05

0

−0.05

−0.1

−0.15

−0.2

−0.25

FIG. 6. The eigenvalues Λ±(q) [Eq. (29)] of the stability ma-
trix for the arrested state reveal that the dynamics is either
(a) stable or (b) unstable with spinodal-like scenario. Param-
eters: ϵ = 0.5, α = 1, ρ∗ = 3.5, (a) β = 0.88, and (b) β = 0.79.

modes from q = 0 to q > 0, with the fastest growing
mode given by the maximum of Λ+(q). The mode q = 0
is always stable (Λ+(0) = 0) since the total density ρ∗

does not evolve in time, so that ρq=0 = 0. Snapshots
in Fig. 5(a-f) show the time evolution of an unstable ar-
rested state.

B. The role of fluctuations

It is well-known that fluctuations, driven in our case
by Gaussian noise terms [Eq. (13)], can strongly affect
the phase behaviors of excitable systems [64]. We now
study whether the homogeneous arrested state can be po-
tentially destabilized by the noise terms in the dynamics
[Eq. (13)]. To this end, we are interested in obtaining a
closed dynamics for the profiles averaged over noise real-
izations, which we denote by ρ̄ = ⟨ρ⟩ and ψ̄ = ⟨ψ⟩, in the
regime of small fluctuations (Dρ ≪ 1 and Dψ ≪ 1).

1. Dynamics at weak noise

We follow a strategy analogous to that in Ref. [65] by
decomposing the fluctuating fields as

ρ(r, t) = ρ̄(r, t) + δρ(r, t) , ψ(r, t) = ψ̄(r, t) + δψ(r, t) ,
(34)

and assuming that (δρ, δψ) is a weak correction with re-
spect to (ρ̄, ψ̄). Taking the average of Eq. (13), we get

∂tρ̄ =
α

β
∇2

〈
∂f

∂ρ

〉
, ∂tψ̄ = ∇2ψ̄ −

〈
∂f

∂ψ

〉
, (35)

where the landscape f is defined in Eq. (12). We expand
the relevant terms in the dynamics up to the second order
in the perturbation (δρ, δψ). This leads to the following

evolution equations for the fields (ρ̄, ψ̄):

∂tρ̄ = α∇2ρ̄− αϵ∇2

[(
1− ⟨δψ2⟩

2

)
cos ψ̄

]
,

∂tψ̄ = 1 +∇2ψ̄ + βϵ

(
1− ⟨δψ2⟩

2

)
(1− ρ̄) sin ψ̄

− βϵ⟨δρδψ⟩ cos ψ̄ +
βϵ2

2
(1− 2⟨δψ2⟩) sin 2ψ̄ .

(36)

We have used that δρ and δψ both vanish on average, as
detailed below [Eq. (37)]. The dynamics in Eq. (36) does
not feature any noise term. Yet, it depends on the noise
amplitudes (Dρ, Dψ) through the correlators ⟨δψ2⟩ and
⟨δρδψ⟩. In that respect, Eq. (36) embodies how fluctua-
tions affect the dynamics in the regime of weak noise.
The dynamics of the weak perturbation (δρ, δψ) fol-

lows by linearizing the fluctuating dynamics [Eq. (13)].
In doing so, inspired by [65, 66], we assume that (δρ, δψ)
relax faster than the fields (ρ̄, ψ̄). Hence, we consider
that (ρ̄, ψ̄) are constant, both in space and time, in the
dynamics (δρ, δψ). It follows that this dynamics can be
written in Fourier space as

d

dt

[
δρq
δψq

]
= L(q)

[
δρq
δψq

]
+

[
−i

√
2Dρq · ηρ,q√
2Dψηψ,q

]
, (37)

where

L(q) =
[
−αq2 −αāq2
−βā −q2 + ē

]
, (38)

with

ā = ϵ sin ψ̄ , ē = βϵ(1− ρ̄) cos ψ̄ + βϵ2 cos 2ψ̄ . (39)

As a result, the perturbation (δρ, δψ) has Gaussian statis-
tics with zero mean. In contrast to Ref. [65], we explicitly
consider the noise in the density dynamics. Using Itô’s
Lemma [67], we directly deduce the correlators in Fourier
space as

⟨δρq δψq′⟩ =
ā(Dρβ(q

2 − ē) +Dψ(αq)
2)

D
δqq′

V
,

⟨δψqδψq′⟩ =
Dψα(ē− q2(1 + α) + βā2)−Dρ(βā)

2

D
δqq′

V
,

(40)
where δqq′ = 1 if (qx, qy) = −(q′x, q

′
y) (whereas δqq′ = 0

otherwise), and

A = ē2 + q4(1 + α)− q2(ē(2 + α) + αβā2) ,

D = 2α(ē− q2(1 + α))(q2 − ē− βā2) .
(41)

The correlators [Eq. (40)] are all proportional to the noise
amplitudes (Dρ, Dψ), as expected. We obtain the ex-
pression in real space by integrating over the modes q,
for instance ⟨δψ2⟩ = 1

V

∑
qx,qy

⟨|δψq|2⟩ ≃
´

dq
(2π)2 ⟨|δψq|

2⟩.
The fields (ρ̄, ψ̄) explicitly appear in the correlators; we
restore their dependence on space and time a posteriori
when considering their evolution equation, in the same
spirit as in Refs. [65, 66]. Therefore, combining Eqs. (36)
and (40) yields a closed dynamics for (ρ̄, ψ̄).
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2. Landscape modified by fluctuations

Our aim is to propose an explicit form for the weak-
noise dynamics [Eq. (36)] in terms of (ρ̄, ψ̄). Indeed, we
want to show that the effect of fluctuations can be cast
in terms of a modified landscape, by analogy with the
bare dynamics [Eq. (13)]. To this end, we now assume
that the strength of density modulation [Eq. (5)] is small
(ϵ ≪ 1), and that the noise amplitudes (Dρ, Dψ) are of
order ϵ.
To leading order in ϵ, we deduce that the correlators

[Eq. (40)] drastically simplify as

⟨δρδψ⟩ = O(ϵ2) , ⟨δψ2⟩ = 2D̄ψ +O(ϵ2) , (42)

where

D̄ψ =
Dψ

4V

∑
qx,qy

1

q2
≃ Dψ

8π

ˆ π
dx

2π
L

dq

q
, (43)

where the cut-offs depend on the system size L and the
lattice spacing dx. The log-divergence of such correla-
tors at large L is a typical feature of two-dimensional
systems, which has also been recently reported in other
active dynamics at weak noise [66]. Substituting Eq. (42)
into Eq. (36), it follows that dynamics of (ρ̄, ψ̄) can be
written as

∂tρ̄ =
α

β
∇2 ∂fM

∂ρ̄
, ∂tψ̄ = ∇2ψ̄ − ∂fM

∂ψ̄
, (44)

in terms of the modified landscape fM given by

fM(ρ̄, ψ̄) = βϵ(1− ρ̄)(1− D̄ψ) cos ψ̄

+
βϵ2

4
cos 2ψ̄ − ψ̄ +

β

2
ρ̄2 +O(ϵ3) .

(45)

Therefore, to leading order, the effect of the noise is to
modify the landscape from f [Eq. (12)] to fM [Eq. (45)];
see Fig. 7(a). It remains to explore whether such a mod-
ification can potentially destabilize the arrested state.

The arrested state ψ̄∗ associated with fM is defined,
by analogy with Eq. (15), as

∂fM
∂ψ̄

(ψ̄∗) = 0 ,
∂2fM
∂ψ̄2

(ψ̄∗) > 0 . (46)

The stability matrix, given by linearizing the dynamics
[Eq. (44)] around the stationary solution (ρ∗, ψ̄∗), reads

SM(q) =

[
−αq2 −αaM q2

−βaM −q2 + eM

]
, (47)

and is given in terms of

aM = ϵ(1− D̄ψ) sin ψ̄
∗ ,

eM = βϵ(1− ρ̄∗)(1− D̄ψ) cos ψ̄
∗ + βϵ2 cos 2ψ̄∗ .

(48)

Similarly to the analysis in Sec. IVA, it is straight-
forward to show that the eigenvalue ΛM+(q) controlling

fM(ψ)
f(ψ)

(a)

ψ∗

ψ̄∗

ψ 2π3π/2ππ/20

4

2

0

−2

−4

ΛM+(q)
Λ+(q)

(b)

q 0.40.30.20.10

0

−0.02

−0.04

10.80.60.40.20(c) R

ρ∗ − 1

β

3.532.52

1

0.9

0.8

0.7

0.6

10.80.60.40.20
(d) R

ρ∗ − 1

β

3.532.52

1

0.8

0.6

FIG. 7. (a) Comparing the effective landscape f(ψ) [Eq. (12)]
and its counterpart fM(ψ) modified at weak noise [Eq. (45)]
reveals how fluctuations alter the location of the arrested fixed
point, respectively at ψ∗ (red) and ψ̄∗ (blue). Parameters:
ρ = 3.5, β = 0.88, ϵ = 0.5, Dψ = Dρ = 0.5. (b) The eigenval-
ues for linear stability in the noiseless and weak-noise limits,
respectively Λ+ [Eq. (29), red] and ΛM+ [Eq. (49), blue], show
that arrest gets destabilized by fluctuations. Same parame-
ters as in (a). Phase diagrams in terms of the synchronization
parameter R [Eq. (21)] for α = 1, ϵ = 0.5, (c) Dψ = Dρ = 0.1
and (d) 0.5. The red and green lines are identical to that
of Fig. 4, whereas the blue dashed line refers to the stability
criterion at weak noise [Eq. (50)]. The hollow blue circle cor-
responds to the parameter values in (a-b).

the destabilization of arrested states has the following
form to the lowest order in q :

ΛM+(q) = −α(1 + βa2M/eM)q2 +O(q4) . (49)

The full dependence of ΛM+(q) points at a spinodal-type
instability similar to the noiseless case [Eq. (29)]. Yet,
the regimes of parameters where such an instability arises
are not identical. Interestingly, we can now identify some
regimes where the weak-noise analysis predicts the exis-
tence of an instability which is missed by its noiseless
counterpart [Fig. 7(b)]. To systematically quantify such
a mismatch, we introduce the modified phase boundary
βar,M(ρ∗), delineating the regime of stability of the ar-
rested state (ρ∗, ψ̄∗), which obeys

βar,Ma
2
M + eM = 0. (50)

In practice, comparing βar,M with its noiseless counter-
part βar [Eq. (33)] reveals that fluctuations create a wider
parameter regime where arrest is unstable. Remarkably,
our prediction agrees well with numerical simulations
even beyond the regime of weak noise [Figs. 7(c,d)].
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C. Instability of cycling state

We now consider the stability of the homogeneous cy-
cling state, with constant density ρ∗ = 1

V

´
V
drρ and

time-dependent, periodic phase Ψ(t) that obeys Eq. (24).
The linearized dynamics of the perturbations around the
homogeneous cycling state

ρq =
1

V

ˆ
V

dreiq·r
[
ρ(r, t)− ρ∗

]
,

Ψq =
1

V

ˆ
V

dreiq·r
[
ψ(r, t)−Ψ(t)

]
,

(51)

is again easily expressed in the Fourier domain as

d

dt

[
ρq
Ψq

]
= SC(q, t)

[
ρq
Ψq

]
, (52)

where the stability matrix

SC(q, t) =
[

−αq2 −αaC(t)q2
−βaC(t) −q2 + eC(t)

]
, (53)

is given in terms of

aC(t) = ϵ sinΨ(t) ,

eC(t) = βϵ(1− ρ∗) cosΨ(t) + βϵ2 cos 2Ψ(t) .
(54)

In contrast with the stability matrix SA(q) of the arrested
state [Eq. (27)], the stability matrix SC(q, t) of the cycling
state is time-dependent and periodic, with the same pe-
riod τ as that of the homogeneous cycling phase Ψ(t)
[Eq. (24)].

For a dynamical system with periodic coefficients, as in
Eq. (52), the solutions themselves need not be periodic.
The general solution can be written as

(ρq,Ψq) =

2∑
i=1

ci(q) e
µi(q)tpi(q, t) , (55)

where ci(q) denote constants depending on initial condi-
tions, functions pi(q, t) are vector-valued having period
τ , and complex numbers µi(q) are known as Floquet ex-
ponents [68]. These exponents represent the growth rates
averaged over a limit cycle of perturbations along the di-
rections given by pi(q, t). In consequence, Floquet expo-
nents µi(q) determine the long-time behavior of (ρq,Ψq).
If the µi(q) all have negative real parts, the solutions are
stable; if any µi(q) has a positive real part, the fixed point
becomes unstable as then the perturbation will grow in-
definitely with time.

Equivalently, one may also analyze the stability of the
linearized dynamics [Eq. (52)] by considering the Floquet
multipliers defined as

gi(q) = eµi(q)τ . (56)

The limit cycle is linearly stable if |Re[g1,2(q)]| < 1. To
calculate the multipliers gi(q), we introduce the funda-
mental matrix M(q, t) [68] which obeys

d

dt
M(q, t) = SC(q, t)M(q, t) , (57)

with the initial condition M(q, 0) given by the identity
matrix. Integrating Eq. (57) over one period, from t = 0
to t = τ , one obtains the monodromy matrixM(q, τ) that
describes the evolution of the perturbation (ρq,Ψq) over
one period of the limit cycle. In practice, the multipliers
gi coincide with the eigenvalues of M(q, τ) [69]. In the
absence of an analytical solution for Ψ(t), we first inte-
grate numerically Eq. (24), using an Euler discretization
scheme, to extract τ and Ψ(t) for given values of (β, ϵ).
We then solve Eq. (57) for a discretized range of values
of q, which leads to determine M(q, τ) and its eigenvalues
gi(q) for given parameters (β, ϵ, α).
For short-wavelength perturbations, namely suffi-

ciently large values of q, the cycling state is stable. In-
deed, the stability matrix SC(q, t) [Eq. (53)] is dominated
by its terms proportional to −q2, so that it reduces to an
upper-triangular matrix, and the eigenvalues are simply
given by the diagonal terms which are always negative.
Any transition to instability can thus only occur for in-
termediate values of q. We report in Fig. 4 the corre-
sponding transition line βcy from stable to unstable cy-
cles; see black line. It shows a very good agreement with
the numerical simulations: when βcy < β < βex, we ob-
serve that R < 1 [Eq. (21)] and νnet > 0 [Eq. (23)] which
clearly points at the destabilization of the uniform cy-
cling state. Snapshots in Figs. 5(g-l) show the formation
and growth of domains, analogous to the spinodal sce-
nario for the instability of arrest [Sec. IVA]. When the
local density goes below a given threshold, waves start
to propagate, and undergo sustained pulsation yielding
stationary dynamical patterns [Sec. III B].

V. DISCUSSION

Using a phenomenological approach, we propose a hy-
drodynamic theory for a confluent system of pulsating
particles [Fig. 1]. Our theory relies on some minimal,
generic assumptions which encompass a broad class of
systems. We argue that the mechanical coupling be-
tween the local density and the local phase of particles,
which results from the conservation of particle number
and of momentum, can be described in terms of a free
energy. We capture the existence of an internal pulsa-
tion by considering that an autonomous drive is applied
to the local phase. Such a top-down perspective is remi-
niscent of how different types of field theories have been
built to capture the physics of many soft and living sys-
tems [2, 60, 61]. Importantly, we show that our phe-
nomenological approach is actually consistent with the
coarse-graining of microscopic models of pulsating parti-
cles [Appendix B].

The competition between the drive and the free en-
ergy yields three distinct states: homogeneous cycles,
homogeneous arrest, and pulsating patterns. Arrest
arises due to breakdown of rotational invariance of the
phase [47, 48, 51], while cycles and pulsating patterns
illustrate the breakdown of time-translational invari-
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ance [70]. Owing to the simplicity of our model, we ob-
tain analytical predictions for the phase boundaries in
parameter space [Fig. 4], and examine how fluctuations
affect these boundaries while retaining the same phe-
nomenology [Fig. 7]. The linear analysis, confirmed by
numerical simulations, predicts that homogeneous states
are destabilized through a spinodal-type scenario [Fig. 6].
It yields the formation of various domains growing in a
background which is either cycling or arrested [Fig. 5].
When the domain growth exceeds a threshold, waves
emerge and propagate in the system, through a mecha-
nism reminiscent of secondary instabilities [62, 63]. These
waves lead to sustained pulsating patterns in the profiles
of density and phase [Fig. 2].

Our theory is clearly distinct from other studies, which
also attempt to capture dynamical patterns in dense tis-
sues [21–31, 33], in a few important ways. First, we dis-
card the role of self-advection, in contrast with many hy-
drodynamic studies of active particles [2], which amounts
to ignoring the individual self-propulsion. This assump-
tion is justified in tissues without any net flow of ma-
terials [16, 17], namely when cells are so jammed that
their migration is negligible [59] as in epithelia. Second,
some studies consider that pulsatile tissues operate out-
of-equilibrium due to an active stress [71–73]. Instead,
we assume that all mechanical forces derive from a free
energy, so that nonequilibrium properties here stem from
the autonomous drive applied to the local phase. In that
respect, our approach combines mechanical principles,
given by conservation laws, with phenomenological ar-
guments, inspired by synchronization theory [56, 58].

Some field theories may, at first glance, appear similar
to ours: they feature patterns for a density (conserved)
field and a phase (non-conserved) field, despite the lack of
self-advection and active stress. We now argue that our
theory actually stands out as a unique perspective on pul-
sating liquids for several reasons. First, some works con-
sider the effect of coupling the CGLE, which describes the
evolution of a complex field near a limit cycle [56], with
a conserved scalar field [62, 63, 74, 75]. A related body
of work studies the hydrodynamics of diffusive oscilla-
tors [76–78], and also recently in the context of confluent
tissues [50], in terms of the coupling of density and phase
fields. All these theories entail the rotational invariance
of the phase, whereas our model breaks this invariance
down: therefore, these previous works do not capture the
existence of an arrested state, which is an essential fea-
ture of pulsating liquids [47, 48, 51]. Second, some stud-
ies address the formation of reaction-diffusion patterns
in deformable media [79, 80], yet they do not report the
emergence of any arrest. Third, other works examine the
coupling between density and phase fields without rota-
tional invariance [81, 82]. Such theories lead to propagat-
ing waves in the phase profile, while the density profile
exhibits aggregation at specific locations. In contrast,
our theory features waves in the profiles of both phase
and density, as observed in pulsating tissues [16, 17, 19].

Our model can be regarded as describing the collec-

tive dynamics of particles pulsating close to an ordered
state, where particles are perfectly synchronized. In this
regime, the phase approximation typically holds [82]; in
other words, we implicitly assume that the amplitude of
the complex field [Appendix B], measuring the local de-
gree of synchronization [56], is held fixed. A consequence
of this assumption is that our model cannot capture the
spontaneous emergence of topological defects where the
complex field vanishes. Relaxing this assumption could
lead to patterns with spiral waves and/or defect turbu-
lence, as reported for pulsating particles [47, 48]. It would
be interesting to explore how the statistics of such defects
at the hydrodynamic level compares with its particle-
based counterparts.
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Appendix A: Viscous effects

Most tissues have a visco-elastic mechanics [57]. In
framing our model equations, we consider the elastic
stress to comprise only the isotropic bulk stress and ne-
glect all viscous contributions. Instead, one can model
the stress to have both isotropic and anisotropic parts.
In practice, it consists in replacing the Σ in Eq. (2) by
the total stress

Σtot
ij = Σ′I+ Σ̃ij , (A1)

given in terms of the unit matrix I, and

Σ′
ij = Σij + η∇ivj ,

Σ̃ij = η

[
1

2

(
∇ivj + (∇ivj)

T
)
− (∇ivj)I

]
,

(A2)

where Σ follows Eq. (4). Note that Eq. (A1) expresses the
total stress as a combination of a diagonal and a trace-
less matrix. Also η and η correspond to bulk and shear
viscosity, respectively. Accordingly, combining Eqs. (2)
and (A2) gives the required modified condition for stress
balance:

vi = − λ

γρ0ρ
∇iρ−

ϵλ

γρ
sinψ∇iψ + η∇2vi

+ η∇j

[
1

2
(∇ivj + (∇ivj)

T)− (∇ivj)I

]
.

(A3)

The presence of anisotropic terms in (A3) makes the
analysis considerably more challenging than the one
presented in the main text. One could also include
anisotropic terms in the definition of the free energy
[Eq. (6)] to account for all the possible mechanical shear
contributions in the absence of viscosity [83–85].
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Appendix B: From particles to fields

In this Appendix, we demonstrate that the hydrody-
namic equations for the density field ρ and the phase field
ϕ can be obtained in a form similar to Eq. (13) by coarse-
graining a generic model of pulsating particles, inspired
by Refs. [47–49, 51].

1. Explicit coarse-graining

We start with a microscopic model where the state
of each particle i is described by its position ri and its
internal variable θi. The latter determines the particle
size σ(θi) as

σ(θ) = σ0
1 + λ sin θ

1 + λ
, (B1)

where λ and σ0 are the oscillation amplitude and the
maximum size, respectively. Particles interact through
the potential U(ri− rj , σ(θi), σ(θj)) that is a function of
their separation distance and sizes:

ṙi = −µ∂riU +
√

2µTξi ,

θ̇i = Ω+ ϵ0
∑
j∈∂i

sin(θj − θi)− µθ∂θiU +
√
2µθTηi ,

(B2)
where ξi and ηi represent uncorrelated Gaussian white
noises with unit variance and zero mean, ϵ0 is a syn-
chronization strength, µ and µθ are mobilities, T is the
temperature, and Ω is the drive acting on each parti-
cle. The sum

∑
j∈∂i runs over the particles j which are

in the vicinity of particle i, such that it fixes the finite
range of synchronizing interaction. So far, most studies
on pulsating particles have considered repulsive interac-
tions [47–49, 51]. Our coarse-graining accommodates a
generic potential U which can have both repulsive and
attractive components; for instance, this is the case for
interactions as in the vertex model [37, 40, 41], which
describes the dynamics of tissues as an assembly of con-
fluent polygons [Fig. 1].

For simplicity, we assume in what follows that the po-
tential U is controlled only by the packing fraction ϕ,

given by

ϕ =
π

L2

∑
j

σ2(θj) , (B3)

where L represents system size. Within this scheme, the
quantities ∂riU and ∂θiU can be approximated as

∂riU ≃ (∂ϕU)∂ri
∑
j

πσ2(θj)

L2
δ(ri − rj) ,

∂θiU ≃ (∂ϕU)
∑
j

δ(ri − rj)(∂θjϕ) ,
(B4)

where we assume that ∂ϕU is a constant, independent
of particle coordinates (ri, θi), at mean-field level. Then,
the dynamics in Eq. (B2) becomes

ṙi = −k ∂ri
∑
j

(1 + λ sin θj)
2 δ(ri − rj) +

√
2µTξi ,

θ̇i = Ω+
∑
j

[
ϵ0 sin(θj − θi)− c cos θj −

λc

2

]
δ(ri − rj)

+
√
2µθTηi ,

(B5)
where

k =
µπσ2

0(∂ϕU)

L2(1 + λ)2
, c =

2πσ2
0λµθ(∂θU)

L2(1 + λ)2
. (B6)

Note that we have replaced
∑
j∈∂i with

∑
j δ(ri − rj).

This choice is justified if one wants to describe the dy-
namics at the hydrodynamic level. To derive a coarse-
grained description of the system dynamics, we first need
to obtain the dynamics of the empirical probability den-
sity function given by

P (r, θ, t) =
∑
i

Pi(r, θ, t) ,

Pi(r, θ, t) = δ(r− ri(t))δ(θ − θi(t)) .

(B7)

We follow the Dean-Kawasaki procedure [86, 87] to han-
dle the set of stochastic equations of motion [Eq. (B5)].
Using Itô’s lemma [67], we have

∂tP =
∑
i

(ṙi · ∂ri + θ̇i∂θi + µT∂2riri + µθT∂
2
θiθi)Pi

= T (µ∇2 + µθ∂
2
θθ)P −

∑
i

(
√
2µTξi · ∂r +

√
2µθTηi∂θ)Pi

− ∂θ

{
P (r, θ, t)

[
Ω+

∑
j

(ϵ0 sin(θj − θ)− c cos θj − (λc/2) sin 2θj)δ(r− rj)

]}

+ k∇ ·
[
P (r, θ, t)∇

∑
j

(1 + λ sin θj)
2δ(r− rj)

]
,

(B8)



13

yielding

∂tP = T (µ∇2 + µθ∂
2
θθ)P −

∑
i

(
√

2µTξi · ∂r +
√
2µθTηi∂θ)Pi

− ∂θ

{
P (r, θ, t)

[
Ω+

ˆ
dθ′(ϵ0 sin(θ

′ − θ)− c cos θ′ − (λc/2) sin 2θ′)P (r, θ′, t)

]}
+ k∇ ·

[
P (r, θ, t)∇

ˆ
dθ′(1 + 2λ sin θ′ + λ2 sin2 θ′)P (r, θ′, t)

]
.

(B9)

The last term is the only new contribution to the evolution equation of the empirical probability density function
when compared with the result obtained in Ref. [47], which neglected the contribution of U in the dynamics of r at
the coarse-grained level.
Next, we introduce the harmonics

fn(r, t) =

ˆ
dθeinθP (r, θ, t) . (B10)

From Eq. (B9), we deduce the dynamics of fn as

∂tfn = inΩfn + T (µ∇2 − µθn
2)fn +

nϵ0
2

(fn−1f1 − fn+1f−1)− incfnRe[f1] +
inλc

2
fnIm[f2]

+ k∇ ·
[
fn∇((1 + λ2/2)f0 + 2λIm[f1]− (λ2/2)Re[f2])

]
,

(B11)

where we have neglected the noise terms for simplicity. Thus, the dynamics of each mode fn depends on the higher
order ones fn+1. For the three first modes, we get

∂tf0 = µT∇2f0 + k∇ ·
[
f0∇((1 + λ2/2)f0 + 2λIm[f1]− (λ2/2)Re[f2])

]
,

∂tf1 = iΩf1 + T (µ∇2 − µθ)f1 +
ϵ0
2
(f0f1 − f2f−1)− ic(Re[f1] + (λ/2)Im[f2])f1

+ k∇ ·
[
f1∇((1 + λ2/2)f0 + 2λIm[f1]− (λ2/2)Re[f2])

]
,

∂tf2 = 2iΩf2 + T (µ∇2 − 4µθ)f2 + ϵ0(f
2
1 − f3f−1)− 2ic(Re[f1] + (λ/2)Im[f2])f2

k∇ ·
[
f2∇((1 + λ2/2)f0 + 2λIm[f1]− (λ2/2)Re[f2])

]
.

(B12)

We now assume a scaling of the operators and harmonics, with respect to a small number χ, as (∂t,∇2) ∼ χ2 and
fn ∼ χn. Considering that f2 relaxes infinitely fast allows us to express f2 in terms of f1 to leading order [47] as

f2 ≃ ϵ0f
2
1

4µθT − 2iΩ
. (B13)

The dynamics of the density field ρ = f0 and the complex field A = f1 can be obtained upon substituting Eq. (B13)
into Eq. (B12). For the density field, we obtain

∂tρ = µT∇2ρ+ k1∇ · (ρ∇ρ)− ik2∇ · [ρ∇(A− Ā)] , (B14)

where k1 = k(1 + λ2/2), k2 = λk, and Ā denotes the complex conjugate of A. In the above equation we have ignored
the higher order sub-dominant contribution from the f2 term in the dynamics of f0. For the complex field, we obtain

∂tA = (iΩ+ Tµ∇2 − µθT )A+
ϵ0
2
ρA− ϵ20(2µθT + iΩ)|A|2

16T 2µ2
θ + 4Ω2

A− ic

2
A(A+ Ā)

− icλϵ0A

16T 2µ2
θ + 4Ω2

Im[(2µθT + iΩ)A2] + k1∇ · (A∇ρ) .
(B15)

Equations (B14) and (B15) give the coarse-grained hydrodynamic description for a collection of repulsive, pulsating
particles at the noise-free level. Decomposing A = Reiψ in terms of the hydrodynamic amplitude R and phase ψ, we
obtain

∂tR = µT∇2R− µθTR+
ϵ0
2
ρR+ k1R∇2ρ+ k1(∇R) · (∇ρ)− µTR(∇ψ)2 − α1R

3 ,

∂tψ = Ω+
2µT

R
(∇R) · (∇ψ) + µT∇2ψ − c cosψ + k1(∇ρ) · (∇ψ)−R2(α2 + β1 cos 2ψ + β2 sin 2ψ) ,

(B16)
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where

α1 =
ϵ20µθT

8T 2µ2
θ + 2Ω2

, α2 =
ϵ20Ω

16T 2µ2
θ + 4Ω2

, β1 =
cλϵ0Ω

16T 2µ2
θ + 4Ω2

, β2 =
2µθT

16T 2µ2
θ + 4Ω2

. (B17)

Equation (B16) gives the dynamics of the amplitude and phase of the complex field A. Coupled with Eq. (B14), it
provides the coarse-grained dynamics of the pulsating system.

2. Comparison with phenomenological theory

We now discuss the conditions under which the coarse-grained dynamics in Eqs. (B14) and (B16) compares with
the (noiseless) phenomenological dynamics for the density and phase fields [Eq. (13)]. Describing the pulsating system
through Eq. (13) assumes that the amplitude R reduces to a constant without any variation in space and time. In
practice, this assumption amounts to enforcing that the particles are synchronized uniformly throughout the system.
Enforcing this condition in Eq. (B16) yields

R ≃
√

ϵ0
2 ρ− µθT√

α1
, (B18)

with the condition ρ > 2µθT/ϵ0. Substituting Eq. (B18) into Eqs. (B16) and (B14) leads to a closed dynamics for ρ
and ψ:

∂tρ = µT∇2ρ+ k1∇ · (ρ∇ρ) + 2
k2√
α1

∇ ·
[
ρ∇

(
sinψ

√
ϵ0ρ

2
− µθT

)]
,

∂tψ = Ω+
α2µθT

α1
− α2ϵ0

2α1
ρ+ µT∇2ψ − c cosψ + k1(∇ρ) · (∇ψ)−

1

α1

(ϵ0ρ
2

− µθT
)
(β1 cos 2ψ + β2 sin 2ψ) .

(B19)

We now argue that the coarse-grained [Eq. (13)] and phe-
nomenological [Eq. (B19)] dynamics belong to the same
class of hydrodynamic models. First, both dynamics
break down the rotational invariance, which is a signa-
ture of pulsating active matter [47, 48, 51]: a homoge-
neous phase shift ψ → ψ + C, with arbitrary constant
C, changes the time-evolution of ψ. Therefore, for suffi-
cient low drive Ω, Eq. (B19) admits a fixed point (ρ∗, ψ0),
where ρ∗ = 1

V

´
V
drρ is the total density, which corre-

sponds to an arrested state analogous to that of Eq. (13).
Second, the evolution of the perturbations in the Fourier
domain

ρq =
1

V

ˆ
V

dreiq·r
[
ρ(r, t)− ρ∗

]
,

ψq =
1

V

ˆ
V

dreiq·r
[
ψ(r, t)− ψ0

]
,

(B20)

takes the following form to linear order:

d

dt

[
ρq
ψq

]
= SCG(q)

[
ρq
ψq

]
(B21)

where the stability matrix

SCG(q) =

[
−Aq2 −Bq2
−C −µTq2 + E

]
, (B22)

is given in terms of

A = µT + k1ρ
∗ +

k2 sinψ0
√
ϵ0ρ∗√

2α1

(
1 +

µθT

ϵ0ρ∗

)
,

B = k2 cosψ0

(
ρ∗ − µθT

ϵ0

)√
2ϵ0ρ∗

α1
,

C =
ϵ0(α2 + β1 cos 2ψ0 + β2 sin 2ψ0)

2α1
,

E =
2

α1

(
ϵ0ρ

∗

2
− µθT

)
(β1 sin 2ψ0 − β2 cos 2ψ0) .

(B23)
The stability matrix SCG controlling the linearized ver-
sion of the phenomenological dynamics [Eq. (B19)] has
the same qualitative q−dependence as its counterpart
[Eq. (27)] for the phenomenological dynamics [Eq. (13)].
This shows that the coarse-grained and phenomenolog-
ical models entail similar linear instabilities. Note that
one can also actually obtain a nonlinear contribution of
the form (∇ρ) · (∇ψ) in the phenomenological dynam-
ics of ψ [Eq. (13)] by admitting a density-dependent in-
terface parameter κ(ρ) = κ0 + κ1ρ in the free energy
[Eq. (6)]. Similar field-dependent phenomenological pa-
rameters have previously been considered in studies on
asymmetric [88] and symmetric [89, 90] fluid membranes.
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Appendix C: Numerical methods

We consider a two-dimensional square lattice with
100× 100 sites. In all our simulations, we use grid spac-
ings dx = dy = 0.25, and the time increment dt = 0.001 is
chosen to be sufficiently smaller than dx2/α. We employ
Euler integration and update the lattice sites in paral-
lel. We use Dρ = (α/β)Dψ, which amounts to enforcing
that the noise strengths obey the same proportionality
relation as they would in thermal equilibrium [Sec. II A].
We choose initial conditions with homogeneous density
ρ(r, t = 0) = ρ∗, whereas the phase ψ(r, t = 0) is the
sum of a homogeneous profile, sampled by the uniform
distribution in (0, 2π), and a small perturbation sampled
independently at each site by the uniform distribution
in (0, 0.1). To measure the averages of some observables,
we consider 128 independent realizations for each point in
the phase diagram. Before performing time averages, we
evolve the system until the order parameters R [Eq. (21)]
and ν [Eq. (22)] reach steady values. The observation
time to is chosen to be O(100tc) [Eq. (10)].
The discretized version of the Laplacian and divergence

operators must respect the isotropy reflected in our model
[Eq. (13)]. To ensure this condition, we take the dis-
cretization weights of the D2Q9 model on a square lat-

tice [91]. The expression of the discrete Laplacian, when
applied of any scalar function Hij (indices i, j refer to
the 2d lattice sites), then reads

∇2Hi,j =
1

6(dx2)

[
4(Hi+1,j +Hi−1,j +Hi,j+1 +Hi,j−1)

+Hi+1,j+1 +Hi−1,j+1 +Hi+1,j−1 +Hi−1,j−1

− 20Hij +O(∇4) .
(C1)

Similarly, following [91], the isotropic divergence of any
vector Ji,j = (Jxi,j , J

y
i,j) can be written as

∇ · Ji,j =
3

9(dx)

[
Jxi+1,j − Jxi−1,j + Jyi,j+1 − Jyi,j−1

]
+

3

36(dx)

[
Jxi+1,j+1 + Jyi+1,j+1 + Jxi+1,j−1

+ Jyi−1,j+1 − Jxi−1,j+1 − Jxi−1,j−1 − Jyi−1,j−1

− Jyi+1,j−1

]
+O(∇3) .

(C2)
Specifically, such a choice corresponds to a finite differ-
ence scheme with nine-point stencil that ensures both the
isotropy condition and the proper relaxation to equilib-
rium (for the case ω = 0) on lattice [91–93].
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