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Abstract

The Automatic Rhodopsin Modeling (ARM) approach is a computational workflow

devised for the automatic buildup of hybrid quantum mechanics/molecular mechanics

(QM/MM) models of wild-type rhodopsins and mutants, with the purpose of establish-

ing trends in their photophysical and photochemical properties. Despite the success of

ARM for accurately describing the visible light absorption maxima of many rhodopsins,

for a few cases, called outliers, it might lead to large deviations with respect to ex-

periments. Applying ARM to Gloeobacter Rhodopsin (GR), a microbial rhodopsin

with important applications in optogenetics, we analyze the origin of such outliers in

the absorption energies obtained for GR wild-type and mutants at neutral pH, with a

total root mean square deviation (RMSD) of 0.42 eV with respect to the experimen-

tal GR excitation energies. Having discussed the importance and the uncertainty of

one particular amino-acid pKa, namely histidine at position 87, we propose and test

several modifications to the standard ARM protocol: (i) improved pKa predictions

along with the consideration of several protonation microstates, (ii) attenuation of the

opsin electrostatic potential at short-range, (iii) substitution of the state-average com-

plete active space (CAS) electronic structure method by its state-specific approach,

and (iv) complete replacement of CAS with mixed-reference spin-flip time-dependent

density functional theory (MRSF-TDDFT). The best RMSD result we obtain is 0.2 eV

combining the protonation of H87 and using MRSF/CAMH-B3LYP.

Introduction

For at least 30 years, rhodopsins1–3 have been used as paradigmatic transmembrane pho-

toactive biomolecules for developing more and more advanced molecular models based on

the embedding of its retinal chromophore (a polyene bound to a lysine amino-acid through

a protonated Schiff base (PSB)), treated at the quantum mechanical level, with various

approximate descriptions of the opsin and its surroundings (cell membrane, ions, water

molecules, ...)4 The most popular one is undoubtedly the so-called QM/MM approach5–14 in
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which the retinal electronic structure is polarized by the electrostatic potential generated by

permanent (and sometimes induced) multipoles.4,15–24 Resulting QM/MM models depend

on a large number of parameters: the QM size and the corresponding affordable level of

theory,25,26 the MM forcefield and the conformational sampling,8,27,28 the electrostatic cou-

pling scheme between the two subsystems,29 the treatment of the frontier bond(s),30–33 etc.

Because of this unavoidable empirical choice of parameters, it is often difficult to compare

results obtained with different QM/MM setups.

Massimo Olivucci’s Automatic Rhodopsin Model (ARM) approach34–38 provides a stan-

dardized workflow, meant for ensuring repeatability, accuracy and reliability with respect to

experimental trends.

Figure 1: ARM+MEM workflow: ARM input generator (green boxes), ARM QM/MM
calculator (yellow boxes), and Minimal Electrostatic Model(MEM) analysis (blue boxes).
In the present work, we study the effect of the modifications written in magenta on the
excitation energy of Gloeobacter Rhodopsin. PM stands for protonation microstate.

As schematized in Figure 1, green boxes, the ARM protocol starts with a structural
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model of the rhodopsin of interest. After proper examination, detection of the retinal and

its cavity, addition of missing atoms and extra water molecules, orientation with respect

to the membrane mean planes, neutralization of the system total electric charge, structural

relaxation of the cavity, a single molecule model suitable for further QM/MM calculations

is produced, allowing the computation – through geometry optimizations at the Complete

Active Space Self-Consistent Field (CASSCF)39,40 wavefunctions and energies using Second-

Order Perturbation Theory (CASPT2)41 – of the rhodopsin absorption spectrum or fluores-

cence spectrum, the mapping of its excited state potential energy surfaces, the determination

of initial conditions for subsequent non-adiabatic molecular dynamics. The ARM protocol

has been packaged in the pyARM suite of programs37 whose dissemination guarantees the

numerical fidelity of its results.

The ARM workflow is not intended to produce numbers in quantitative agreement with

experimental results. Instead, it performs well when one is interested in trends for absorption

or emission maxima. For instance, a benchmark set of 44 animal and microbial rhodopsins

features absorption energy values ranging from 2.71 eV to 2.15 eV, with a blue-shift with

respect to experimental maximum absorption wavelengths of about 0.1 eV.37 However, in a

few special cases, the quality of the ARM trend can deteriorate because of some outliers,

which are cases for which the deviation to the experimental value is much larger. For

example, the ARM Krokinobacter rhodopsin 2 model features two side-chain rotamers of

its retinal counterion, one of them giving closer excitation energy to experiment than the

other rotamer.37 Also, the experience with ARM accumulated over the years has pointed

out a possible cure to outliers: changing the protonation state of one particular amino-acid,

usually close to the retinal (but not its primary counterion). As a matter of fact, retinal

protonated Schiff base interacts with two potential counterions in most bacterial rhodopsins.

When one of those two is neutralized, the ARM excitation energy is often in much better

agreement with the experimental one.37 In ARM, the protonation state of a residue derives

from its deprotonation probability, calculated at a given pH using its pKa value as predicted
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by the PROPKA software.42 Since it generates pKa values which only depend on the structure

of the protein, PROPKA may face trouble when it is used on systems for which it has not

been formally validated, like transmembrane rhodopsin proteins. For this reason, and also

when the pKa value is close to the working pH, a different protonation microstate (defined

as a particular protonation state for each titratable residue in the protein) can be selected

manually. Most of the time, this ad hoc “trick” performs well, significantly improving the

quality of the ARM outcome, however at the price of requiring some expertise from its user

and losing the ARM automatic character.

To avoid such an arbitrary modification of the ARM parameters, we first decide to inves-

tigate the possibility of going out of the single molecule paradigm in ARM. Indeed, at a given

pH, multiple protonation states from the 2N − 1 possible microstates (N being the number

of titrated amino-acids) can contribute to the total absorption spectrum. Accordingly, we

recently extended the ARM protocol with our Minimal Electrostatic Model (MEM) analy-

sis43,44 (blue boxes in Figure 1). Based on how a change in an amino-acid electric charge

modifies its (classical) electrostatic interaction with the retinal, the MEM analysis delivers

a list of new protonation microstates and a rough estimate of the retinal excitation energy

shift induced by each of them. This allows classifying and discriminating important protona-

tion microstates, reasonably increasing the computational cost since each new protonation

microstate requires the application of the full ARM workflow. This process needs to be

applied iteratively. While the resulting workflow,44 denoted ARM+MEM in the following,

is expected to deliver better absorption spectra, this approach still depends strongly on the

quality of the pKa values, which we recall are provided by PROPKA in the standard ARM

protocol.

Besides the treatment of multiple protonation states in ARM, we also investigate three

other possible improvements to the standard ARM protocol. The first one is based on

the attenuation of the MM electrostatic potential at short range. We show this is a very

effective way to improve the agreement with experimental trends, albeit this does not imply
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an improved description of QM/MM interactions. The second one is based on the analysis

of the state-average CASSCF wavefunction in its three most stable electronic states, S0, S1

and S2. In particular, we show that state-specific CASSCF wavefunction can often alleviate

the problem of the identification of the bright state sometimes occurring with state-average

CASSCF. Finally, we also consider a density functional-based computationally less expensive

electronic structure method independent of a choice of active space, namely Mixed-Reference

Spin-Flip Time-Dependent Density Functional Theory (MRSF-TDDFT), in substitution of

the CASSCF/CASPT2.45,46

The relevance of the above-mentioned ARM modifications is tested using Gloeobacter

rhodopsin (GR), a specific microbial rhodopsin found in the cyanobacterium Gloeobacter

violaceus.47 GR functions as a light-driven proton pump, transferring a proton from the

cytoplasmic region to the extracellular region in a cell.48 GR is particularly important in the

field of optogenetics, due to nonoverlapping absorption and fluorescence spectral ranges.49

GR is spectroscopically well characterized at several pH values: its absorption maximum

is red-shifted from alkaline pH (8.0, λmax = 545 nm) to acidic pH (3.0, λmax = 560 nm).

Dozens of mutants have been produced, exhibiting shifts of GR absorption maximum as

large as ±80 nm.49

Computational details

ARM QM/MM computations; MEM analysis

The ARM protocol has been applied using the pyARM package,37 with a few changes with

respect to the default parameter values, as reported below. In ARM, QM/MM calculations

are performed using OpenMolcas50,51 version 20.10 coupled to a patched version of Tinker

6.3.3.52 The QM/MM electrostatic interaction scheme is based on the ElectroStatic Poten-

tial Fitted (ESPF) charge operators.53,54 The Amber94 forcefield55 is applied to the MM

subsystem and the QM/MM van der Waals and bonded interactions.
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The QM/MM workflow in ARM37 includes a series of geometry optimizations: (i) HF/3-

21G/MM, (ii) S0 state-specific (SS) complete active space self-consistent field SS-CASSCF/3-

21G/MM, and (iii) S0 SS-CASSCF/6-31G*/MM levels of theory. In all cases, the selected

active space in CASSCF covers the entire π-system of retinal. The final step in the standard

ARM protocol involves a three-root State Average (SA3) CASSCF(12,12)/6-31G*/MM and

then a CASPT2 single point calculation. S0 → S1 and S0 → S2 oscillator strengths are

obtained using the SA-CASSCF wavefunctions and the CASPT2 energies (hereafter de-

noted as SA-CASPT2) computed for these 3 singlet states. In the CASPT2 calculation, an

imaginary shift of 0.2Eh is applied to prevent intruder states, and the IPEA shift is set to

0.0Eh, following literature recommendation.56,57 Since the MEM methodology requires that

the point charges of the retinal are calculated in vacuo, an additional single-point three-root

SA-CASSCF(12,12)/6-31G* calculation is performed on the optimized geometry to obtain

these charges.

Additionally, we use two other electronic structure methods. At the moment of the

electronic excitation computation only, we investigate the State-Specific Complete Active

Space (SS-CASSCF) method,39 producing different sets of orbitals for different electronic

states, followed by CASPT2 calculations for each of them.58 The SS-CASSCF has been

shown in the past to describe better intramolecular charge-transfer states, and therefore, it

could improve the description of retinal S1.
59,60 For performing SS-CASSCF calculations,

each electronic state is converged by setting a weight of 1.0 for the root of interest, and 0.0

for the other two roots. In the case that the same active space cannot be guaranteed for

all electronic states, a quasi-SS-CASSCF has been performed, in which the root of interest

is set to 1.0-X and the other two roots are set to X/2. The variable X is set initially to

0.01 and increased by units of 0.01 until all states can be converged with the same active

space. In all cases, X<=0.1. The resulting SS-CASPT2 calculations are performed, as their

state-average counterparts, using the same OpenMolcas and Tinker software versions.

We also perform calculations based on a recently developed electrostatic embedding
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QM/MM method for excited states, combining the strengths of MRSF-TDDFT and elec-

trostatic embedding QM/MM with ESPF charges. MRSF-TDDFT combines the reduced

density matrices (RDMs) of the two MS = ±1 triplet references within the linear response

theory.45,61 This approach provides additional nondynamic types of electron correlation,

which are missing in conventional linear response TDDFT. The balanced dynamic and non-

dynamic electron correlations of MRSF-TDDFT enables accurate computation of excita-

tion energies and conical intersections, overcoming the limitations of traditional TDDFT.

Moreover, MRSF-TDDFT eliminates the major drawback of spin-flip TDDFT methods,

namely the spin-contamination of states described by excitations outside the open-shell or-

bital space.62 The MRSF-TDDFT/MM with ESPF coupling has been implemented in a local

development version of GAMESS-US (R2 Patch 2)63 interfaced with Tinker 8.10.1,52 modified

to incorporate the ESPF QM/MM interaction model.46 All reported MRSF-TDDFT calcu-

lations are performed at the CAMh-B3LYP/6-31G* level of theory (additional calculations

using BH&HLYP/6-31G* and rCAM-B3LYP/6-31G* are reported in the SI).64–66

The MEM analysis43,44 is based on the (de)protonation-induced changes in classical elec-

trostatic interaction energies between the retinal chromophore, considered in two electronic

states I and J , and the titratable protein residues:

∆E(pH) = ∆E(ref) −
Np∑
r=1

xr(pH)δEr +

Nd∑
r=1

(1 − xr(pH)) δEr (1)

in which ∆E(ref) is the excitation energy in a reference protonation microstate (i.e. the

one automatically selected by ARM), Nd (respectively Np) is the number of deprotonated

(respectively protonated) residues, xr is the deprotonation probability of the r-th residue at

a given pH and δEr is its pH-independent contribution to the excitation energy change upon

(de)protonation, defined as:

δEr =
e2

4πϵ0ϵr

NQM∑
a=1

qJa − qIa
|rr −Ra|

(2)
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with ϵr an effective dielectric constant, mainly depending on the location of residue r in the

protein, NQM the number of QM atoms in retinal, qKa the atomic charge of (bare) retinal a-th

atom in its electronic state K, |rr −Ra| the distance between QM atom a and the center of

charge of the r-th MM residue. In practice, the MEM step in the ARM+MEM protocol44

is fed with CASPT2 vertical excitation energies, retinal ESPF atomic charges calculated in

vacuo at the CASSCF level, and residue charges of the titratable amino-acids defining a

particular protonation microstate. An energy threshold of 0.01 kcal/mol is used in the MEM

analysis. Upon completion of the initial ARM+MEM step, the process identifies other im-

portant protonation microstates that may significantly blue-shift or red-shift the rhodopsin

absorption spectrum. Inputs for these additional microstates are generated automatically,

and subsequent ARM+MEM calculations are conducted until the space of relevant protona-

tion microstates is incrementally and thoroughly sampled. ARM+MEM excitation energies

correspond to the maxima of the computed absorption spectrum, as presented in Supporting

Information section 1.

Gloeobacter Rhodopsin

The initial structure of our GR model is based on the X-ray structure reported in the 6NWD

accessible in the RCSB Protein Data Bank.67,68 It should be noted that it was experimentally

determined in acidic pH conditions (pH=3.4). The retinal chromophore is located in a cavity

featuring 3 titratable residues: aspartate D121 (associated with histidine H8769), aspartate

D253, glutamic acid E166. D121 and D253 are bridged by a water molecule, labeled HOH401

(Figures 2(a) and 2(b)).

When pyARM is applied to the 6NWD PDB file, the following manual choices are made:

the pH is set to 7.5, while all histidines are deprotonated, including H87. The aspartic acid

E132 is protonated in accordance with its predicted pKa value, and the protonation state

of the main retinal counterion, aspartate D253, is kept fixed. The dark state of GR mainly

contains an all-trans retinal isomer with a retinal composition that does not change in the
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Figure 2: a) Experimental crystallographic structure of Gloeobacter rhodopsin from the
RCSB Protein Data Bank entry 6NWD. The retinal chromophore and the lysine LYS257 to
which retinal is bound are depicted with sticks. Small red dots represent the crystallographic
water oxygen atoms. b) Retinal chromophore together with the main (D253) and secondary
(D121) counterions as obtained from the ARM protocol at pH = 7.5. The two counterions
are bridged by the water molecule HOH401. Note the presence of histidine H87 in the vicinity
of D121. c) Graphical representations of the nine different mutants considered in this work.

light-adapted state. Accordingly, we only consider this retinal conformation in the following.

Together with the GR wild type (WT), we consider nine different mutants for which exper-

imental absorption spectra are available: D121E/T125C/A256M, T125C/A256M, D121N,

T125N, E132D, H87M, G162L, G162L/E166W/A256S and W122L/G162L/E166W/A256S

(Figure 2c). Their corresponding experimental excitation energies (identified to the spectrum

maximum absorption wavelength) range from 2.0 to 2.7 eV.49,70
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Results & Discussion

Multiple protonation states

We first compute the electronic absorption spectra of GR WT and several mutants using

the ARM protocol: their maximum transition energies are reported in Figure 3(a). While

two mutants (D121N and D121E/T125C/A256M) confirm the reported excellent accuracy

(about 0.1 eV) of the ARM protocol with respect to experiments, the 8 other excitation

energies are significantly worse: 0.25 to 0.70 eV blue-shifted with respect to experiment.

The best agreement is thus obtained when a single counterion is present in the model: in

D121N, the secondary counterion is replaced by a non-titratable arginine residue, while

in D121E/T125C/A256M, a protonated glutamic acid replaces a deprotonated aspartate.

Retinal has only one counterion in these two systems, while it has two counterions in WT

and in the other GR mutants. In the latter ones (excluding H87M), the deprotonated D121

is not locally neutralized by H87, which is deprotonated (i.e. neutral) at pH=7.5, according

to ARM. However, the PROPKA H87 pKa values are quite close to this pH value (see Figure

3(b)), with the exception of the D121N and D121E/T125C/A256M, suggesting that the

protonation microstate in which H87 is protonated (i.e. charged) may be also relevant. This

is confirmed by the MEM analysis and by subsequent ARM calculations, as reported in Figure

3(c): protonating H87 induces a red-shift which brings the GR excitation energies closer to

the experimental values (their RMSD decreases from 0.39 eV to 0.19 eV). This improvement

can be easily explained: the positive charge of protonated H87 counterbalances partially

the D121 negative charge and the retinal effectively has a single counterion, similar to the

D121N and D121E/T125C/A256M cases.

The ARM+MEM approach can improve the accuracy of the model by taking into account

the main protonation microstates which contribute significantly (according to the MEM

analysis) to the excitation energy. However, in the case of GR, the ARM+MEM excitation

energies are not better than the single ARM ones when H87 is protonated. This is expected
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Figure 3: a) GR WT and mutants ARM excitation energies. Two subsets can be distin-
guished: the first one includes the D121E/T125C/A256M and D121N mutants which feature
a single retinal counterion; the second one includes GR WT and T125C/A256M, T125N,
E132D, H87M, G162L, G162L/E166W/A256S, W122L/G162L/E166W/A256S mutants in
which retinal has two counterions; b) H87 pKa predictions using PROPKA (in red) and MCCE

(in blue) applied to two different protein structures: deprotonated H87 (circles) or proto-
nated H87 (crosses); c) ARM excitation energies when H87 is deprotonated (denoted HID87,
blue), is protonated (denoted HIP87, green) and ARM+MEM excitation energies (purple),
compared to the experimental values. In the particular case of H87M, the ARM+MEM
excitation energy results mainly from two microstates in which the D121 protonation state
differs.

since, in the case of GR WT and its mutants at pH=7.5, the ARM+MEM excitation energies

are mainly calculated as a weighted average between the two limiting cases: deprotonated
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H87 and protonated H87. ARM with protonated H87 giving better results than ARM+MEM

suggests that the H87 pKa values may be somehow higher than the ones suggested by

PROPKA. We have tested this hypothesis by applying an alternative pKa prediction tool,

MCCE, to the ARM structures for GR WT and mutants. The resulting pKa values (Figure

3b) are found to be more structure-dependent and significantly higher than the PROPKA ones,

some of them being even higher than 7.5, the pH value in our models, eventually indicating

a predominant protonated H87 form. There is a major difference between the two tools:

while PROPKA ignores the presence of retinal (the PSB being reduced to the usual lysine

side-chain tail), MCCE takes into account the full retinal explicitly. This difference, as well

as their different methodologies, explains why MCCE pKa values are not only different from

the PROPKA ones, but also depend more significantly on the protein structure. Previous

experimental evidence supports the hypothesis of H87 protonation. In GR, the formation

of a salt bridge between H87 and D121 has been shown to play a crucial role in the pH-

dependent monomer-to-trimer transition.70 Similar behaviors have been observed in other

rhodopsins. In the green Proteorhodopsin, the H75-D97 cluster is suggested to be directly

involved in proton transfer.71,72 Additionally, Lanyi et al. suggested that in Exiguobacterium

sibiricum, the H57-D85 cluster may lead to an increase in the pKa of this histidine residue

up to 9, resulting in H57 remaining protonated even under mildly basic conditions.73 These

results, if confirmed with other rhodopsins in which retinal has potentially two counterions,

would suggest replacing PROPKA with a more advanced pKa prediction tool.

Besides the H87 pKa uncertainty in GR, further inspection of Figure 3(c) reveals that

protonating H87 induces a shift in the retinal excitation energy ranging from virtually 0

(D121E/T125C/A256M, D121N) to more than −0.4 eV. This trend is surprising since the

distances between H87 and the retinal PSB are always almost the same (Figure S2). In

the ARM protocol, only the retinal cavity is relaxed, resulting in slight re-orientations of

the residues’ side-chains or water molecules inside the cavity. The case of the quadruple

mutant W122L/G162L/E166W/A256S illustrates the indirect effect of H87 protonation:
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while the H87–retinal distance is slightly reduced by 3% (9.8 Å → 9.5 Å), the orientation of

the retinal primary counterion, D253, as well as the one of the cavity water molecule, are

largely modified, eventually resulting in a large red-shift of the mutant excitation energy.

Finally, the D121E/T125C/A256M mutant (in which the retinal secondary counterion is not

present) shows virtually no modification of its excitation energy when H87 is protonated,

despite the large reorientation of its cavity water molecule. These results evidence the

interplay of several molecular factors at work when a single residue is protonated, even if it

is located at distances larger than 9 Å from the rhodopsin chromophore.

The critical role of H87 can be further elucidated by considering the H87M mutant, where

histidine is replaced by methionine. Initially, three different rotamers were considered for this

mutant. The ARM protocol was applied to each rotamer, and the one with the lowest error

relative to the experimental excitation energy was selected for further analysis. Still, the

corresponding ARM excitation energy is blue-shifted by 0.3 eV, similar to the error observed

for GR WT and its mutants with two counterions. The application of the MEM analysis

suggests the neutralization of the secondary counterion D121 as the second most statistically

significant protonation microstate (21%), with a ARM excitation energy of about 2.13 eV,

which is still 0.25 eV larger than the experimental value of 2.38 eV. An important water

reorientation (Figure S3), following D121 change of protonation state, rationalizes such a

large excitation energy shift. Moreover, mutating H87 alters the pKa value of D121, although

not enough to change its status as the secondary counterion: the PROPKA pKa value for D121

changes from 4.6 to 7.0. This is in accordance with experimental observations, where a large

shift of the absorption maximum observed below pH=6 is presumed to be caused by the

protonation of D121.70 Ultimately, the combined ARM+MEM approach reduces the error

to 0.2 eV, underscoring the importance of considering the two major protonation microstates

in H87M at the selected pH.
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Attenuating the short-range QM/MM electrostatic interactions

In the previous section, we highlighted the link between the ARM accuracy and the quality

of the pKa values, especially the H87 one, in the case of GR and its mutants. Changing

the perspective and keeping the ARM protocol as it is, i.e. based on using PROPKA as a

pKa predictor, we can say that protonating H87 is one way, among many different ones

(e.g. adding water molecules or ions, modifying the side-chain orientations of amino-acids,

etc.), for modifying the external electrostatic potential the retinal is experiencing. Hereafter,

we explore the possibility of directly modifying the MM electrostatic potential in QM/MM

calculations, with the aim of reaching GR excitation energies as close as possible to the

experimental ones.

QM/MM ESPF electrostatics are based on multi-centered charge-charge interactions.

This approximation, being strictly valid at infinite distances between the QM charge density

and the MM point charges, is expected to deteriorate at short distances between MM and

QM particles. Accordingly, modifying the short-range QM/MM electrostatic interactions

certainly changes the retinal excitation energy. To test this approach, we introduce a damp-

ing function in the usual MM electrostatic potential ϕa = ϕ(Ra; β) experienced by QM atom

a:

ϕa =
∑

b∈MM

qb
|rb −Ra|

erf (β |rb −Ra|) (3)

The Gauss error function (erf) here acts as a damping function, which attenuates the short-

range electrostatic interaction based on the damping parameter β. This QM/MM interaction

is implemented in our local development version of the Tinker package. Note that it is only

used in the final stage of the ARM protocol, specifically during the single-point CASPT2

calculations of the S0, S1 and S2 energies.

We report the computed excitation energies in Figure 4 for the best β values, i.e., the

ones which result in excitation energies close to the experimental ones. For comparison,

Figure 4 also shows the best ARM results for each system (blue squares), that is, the ARM
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Figure 4: Comparison of ARM S0 → S1 vertical excitation energies to experimental ones.
Blue square: ARM best result, i.e. using a protonation microstate which may differ from the
one suggested initially in the ARM protocol. Purple circle: scaling factor of β = 0.3 applied
to the reference ARM microstate; red: β = 0.2; orange: β = 0.1.

excitation energy for the protonation microstate that gives the closest excitation energy

to the experimental value. The introduction of the damping factor effectively scales down

the intensity of the QM/MM electrostatic interactions. While the three β values seem to

improve with respect to ARM in most cases, β = 0.2 gives the overall best results as shown

by the corresponding root mean square deviations (RMSD) with respect to the experimental

values: RMSD=0.113 eV (β = 0.2) to be compared to RMSD=0.234 eV (β = 0.3), and

RMSD=0.260 eV (β = 0.1), and for the sake of comparison, RMSD=0.183 eV when using

ARM with the protonated H87 model discussed above.

Accordingly, the attenuation of the QM/MM short-range electrostatic interactions looks

like a suitable empirical improvement to the excitation energies predicted by ARM. Nev-

ertheless, it is worth noting that using β = 0.2 induces an important decrease of the MM

external potential experienced by any QM atom. For instance, ϕN (potential at the reti-
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nal nitrogen center) is reduced by about 19% with respect to the full electrostatics of the

standard ARM case. When we compare QM/MM and QM-only calculations performed on

a toy model composed of retinal and two counterions (Supporting Information section 3 and

Figure S4), we conclude that that the good agreement we get for the GR WT and mutants

excitation energies with β = 0.2 does not primarily result from better QM/MM electro-

statics. Instead, we emphasize that damping QM/MM electrostatic interactions effectively

improves the cancellation of errors due to the other ARM approximations: the absence of a

membrane in the GR structural model, the limited conformational sampling, etc. Accord-

ingly, we have no real control over the damping parameter β, the value of which may change

from a rhodopsin to another one.

Improving the fidelity of CASSCF/CASPT2 calculations

Having thoroughly examined and addressed the MM electrostatic potential as a possible

correction to ARM outliers, we now turn our attention to the electronic structure method

for describing the excited states. In rhodopsins, the retinal first excited state (S1) is mainly

of charge-transfer character, characterized by the translocation of the protonated Schiff base

positive charge towards the retinal beta-ionone ring, resulting in a large increase of its dipole

moment. The corresponding S0 → S1 transition is bright and is theoretically reflected in a

large transition oscillator strength. Conversely, S2, the second excited state, has a diradical

character, characterized by a dipole moment similar to the one in S0 and a small S0 → S2

oscillator strength. Inspection of Figure 5 top left panel shows that in 6 of the systems

investigated in this study, this ordering of the retinal excited states is reversed, while in 2

of them, it is virtually impossible to decide which excited state is the absorbing one, due to

state mixing. Only two systems exhibit the expected state ordering and they turn out to be

the ones in which retinal has a single counterion, namely D121N and D121E/T125C/A256M.

Now, if we protonate H87 in the seven other GR models (as suggested by the analysis reported

above, excluding H87M), it turns out that their excited state ordering is corrected in 5 cases
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out of 8 cases. This result suggests that protonating H87 is not only one way to fix the MM

electrostatic potential, but it also improves the retinal electronic structure and electronic

state ordering. Nevertheless, it is not improved in 3 cases: W122L/G162L/E166W/A256S

in which the absorbing state is almost degenerate with the other one, G162L/E166W/A256S

in which the wrong ordering is maintained, with a very large energy gap between S1 and S2

and, of course, in H87M since this histidine is absent.

Figure 5: S1 (circles) and S2 (squares) for each mutant. The absorbing state with higher
oscillator strength is marked in green, and the one with lower oscillator strength is marked
in red. Cases where the oscillator strengths are similar are represented in purple. Top Left:
Comparison of computed S1 and S2 states for GR and its mutants using SA-CASPT2 within
the ARM protocol. Top Right: The effect of protonating H87 on the computed S1 and S2

states for GR and its mutants, using the ARM protocol with SA-CASPT2. Bottom Left:
Computed S1 and S2 states using SS-CASPT2 for GR and its mutants with neutral H87,
as suggested by the ARM protocol. Bottom Right: Computed S1 and S2 states using SS-
CASPT2 for GR and its mutants with protonated H87.

The ARM protocol is based on QM/MM calculations in which the retinal electronic wave-

functions are computed at the SA-CASSCF level of theory. The latter approach features a
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common set of orbitals for all the states included in the interaction state space. Accordingly,

the above reported discrepancies in state ordering could be also cured if we relax this orbital

constraint, i.e., using different orbitals for different states. We tested this approach at the

last stage of the ARM protocol by replacing SA-CASPT2 calculations with state-specific

ones, SS-CASPT2. Figure 5 bottom left panel displays the computed retinal excitation

energies for GR and its mutants, keeping H87 deprotonated (neutral). With SS-CASPT2,

not only is the absorbing state ordering problem resolved in all cases, but the S0 → S1

excitation energies also show a reduced RMSD of 0.31 eV with respect to the experimental

values, improving from the original 0.42 eV with SA-CASPT2 (Fig. 5 top left). The best

agreement with experimental data is achieved (Figure 5, bottom right panel) when, again,

H87 is protonated (but the D121N and D121E/T125C/A256M for which the H87 pKa values

strongly suggest to keep it deprotonated at the considered pH value). Here, the absorption

energies are accurate for all mutants except W122L/G162L/E166W/A256S, and their corre-

sponding RMSD is further reduced to 0.17 eV, i.e., the standard accuracy reported for ARM.

In W122L/G162L/E166W/A256S, several hypotheses may explain the wrong excited state

ordering: H87 is indeed not protonated in that particular mutant; the quality of its ARM

structure is probably worse than the other ones, because it involves 4 amino-acid mutations;

the inversion of S1 and S2 is a real property of this system; etc. Resolving this issue would

require further study.

DFT-based electronic structure QM/MM method in ARM

In the previous section, we have shown that, in some circumstances, the identification of the

retinal absorbing state can be difficult, especially when S1 and S2 are mixed, as reflected by

the similar S0 → S1 and S0 → S2 transition oscillator strengths. Since ARM is expected to

be an automatic workflow and to accelerate the discovery of mutants with specific wavelength

absorption/emission in a high-throughput screening of rhodopsins, we now investigate the

possibility of replacing SA-CASPT2 (or SS-CASPT2) with a different level of theory, still able

19



to qualitatively describe the retinal excited states and the excitation energy shifts among

GR WT and mutants. Among the plethora of methods, we decide to select one which

is significantly faster than CASSCF/CASPT2, namely MRSF-TDDFT, which is a highly

accurate theoretical chemistry approach for describing multiconfigurational S0, S1 and S2

electronic states including dynamic correlation. MRSF-TDDFT has the further advantage

of eliminating the spin contamination problem inherent in SF-TDDFT methods. As any

DFT-based method, it offers the flexibility of selecting different density functionals, for

which it can have a strong impact on the quality of the resulting excitation energies and

state characters. With this in mind, we tested several functionals by performing various

QM/MM geometry optimization calculations starting with the structures obtained from the

standard ARM protocol. The selection of functionals in spin-flip methodologies is restricted

to the ones with a large amount of exact exchange, since they can couple the resulting

spin-flip configurations. For this test of MRSF-TDDFT/MM in ARM, we thus select three

functionals: CAMh-B3LYP, a version of CAM-B3LYP including a portion of long-range

HF exchange and tuned for describing accurately excitation energies within linear-response

TDDFT,64 BH&HLYP,65 and rCAM-B3LYP, which is similar to CAM-B3LYP but aims at

reducing the many-electron self-interaction error in the exchange-correlation functional.66

Figure 6 presents a comparative study of the ARM SA-CASPT2 excitation energies,

alongside those obtained with the best-performing functional, CAMh-B3LYP (results for

BH&HLYP and rCAM-B3LYP are provided as Supporting Information, see Table S6 and

Figure S5). In all cases, following the ARM protocol, the values shown in Fig. 6 represent the

average of ten different seeds. CAMh-B3LYP qualitatively reproduces the SA-CASPT2 trend

and quantitatively agrees with experimental excitation energies for the most blue-shifted mu-

tants, namely, G162L, G162L/E166W/A256S, and W122L/G162L/E166W/A256S. In these

cases, CAMh-B3LYP shows better accuracy with experimental results for both protonated

and neutral H87 compared to SA-CASPT2. Additionally, the excitation energy red-shift

caused by the H87 protonation is significantly smaller with MRSF-TDDFT, with an aver-
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age difference being 0.25 eV for SA-CASPT2 and 0.08 eV for CAMh-B3LYP. However, it is

worth noting how, except for the last three mutants, the tendency has been slightly worse,

apparently converging around a value of 2.50 eV. Nevertheless, MRSF-TDDFT seems to

describe the blue/red shift trends of GR mutants with respect to its wild type in a simi-

lar fashion as with the SA-CASPT2 protocol, making it a valid method for an accelerated

screening of larger mutant spaces in combination with the ARM protocol. These results

show the promising value of MRSF-TDDFT for describing retinal photochemistry, and spe-

cific exchange-correlation functional forms designed for such molecular systems can be tuned,

as some of us showed recently.74

Figure 6: Comparison of AR excitation energies using SA-CASPT2 as implemented in the
ARM protocol and MRSF-TDDFT using the CAMh exchange-correlation functional, for
both systems with neutral H87 (HID87) or protonated H87 (HIP87). For the case of H87M,
red triangles and green squares relate to the protonation state of D121. RMSD values for
each method are SA-CASPT2 HID87: 0.39 eV, SA-CASPT2 HIP87: 0.19 eV, CAMh HID87:
0.39 eV and CAMh HIP87: 0.19 eV.

Conclusion

The optimization of a multi-step computational protocol is usually paved with pitfalls whose

identification and resolution only come after the consideration of cases which were overlooked
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when the protocol was designed. In the particular case of Massimo Olivucci’s ARM protocol,

meant to provide an automatic tool for studying photophysical and photochemical properties

of light-activated rhodopsin proteins, the presence of two counterions close to their retinal

chromophore was found to induce too large light absorption blue shifts with respect to

experimental values. Besides the usual protonation of one of these two counterions, we

have explored different alternative solutions which suggest further modifications of the ARM

protocol: the replacement of the PROPKA software with a more advanced pKa prediction tool,

the systematic use of the ARM+MEM extended protocol, the scaling of the MM external

potential in QM/MM calculations, the replacement of the SA-CASPT2 energy calculation

with SS-CASPT2 or with the faster MRSF-TDDFT method.

Each of these suggested modifications of the ARM protocol may break the current con-

sistency and accuracy of the ARM approach. For this reason, we will continue to explore

other possible improvements, like the addition of a simple model for the membrane in which

the rhodopsin is inserted, or improved identification and location of crystallographic water

molecules, or enhanced sampling of the rhodopsin conformations.
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protein: a minimal electrostatic model of Anabaena sensory rhodopsin. Phys. Chem.

Chem. Phys. 2017, 19, 14073–14084.

(44) Cárdenas, G.; Ledentu, V.; Huix-Rotllant, M.; Olivucci, M.; Ferré, N. Automatic

Rhodopsin Modeling with Multiple Protonation Microstates. J. Phys. Chem. A 2023,

127, 9365–9380.

(45) Lee, S.; Filatov, M.; Lee, S.; Choi, C. H. Eliminating spin-contamination of spin-flip

time dependent density functional theory within linear response formalism by the use

of zeroth-order mixed-reference (MR) reduced density matrix. J. Chem. Phys. 2018,

149, 104101.

28



(46) Huix-Rotllant, M.; Schwinn, K.; Pomogaev, V.; Farmani, M.; Ferré, N.; Lee, S.;
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Calculating ARM+MEM excitation energies

In this section, we explain how to obtain a single excitation energy value at the end of

the ARM+MEM protocol. As a reminder, ARM calculates the QM/MM retinal excitation

energy of 10 molecular models of the same rhodopsin in a given protonation microstate.

Practically, they correspond to 10 different ”SEEDS”, i.e. random numbers which are used

to generate initial velocities during the molecular dynamics step in the ARM workflow.

Table S1: Seeds HID87 Data (Part 1)

D121E/T125C/A256M T125C/A256M D121N T125N E132D

13308 17726 15765 19982 19641
22222 20991 20837 21345 22222
22322 30339 28640 23412 25926
23322 42561 35204 43212 30997
32333 50023 36040 49321 48844
41438 60991 40614 59767 52064
50541 64824 57686 67029 59797
56405 74244 69920 83611 63290
57078 77161 90324 89123 83661
63191 80246 99931 90432 99789

Table S2: Seeds HID87 Data (Part 2)

WT H87M G162L G162L/E166W/A256S W122L/G162L/E166W/A256S

29521 14171 11646 14318 13478
29963 33934 19465 22446 14234
32034 37060 31525 24332 15023
34723 47274 32035 45675 28755
35199 47615 33333 58175 38832
36489 50573 47688 66632 41196
38129 55549 65675 79213 54001
61398 84237 66385 86676 77691
70908 85821 95376 88448 82494
97784 92925 99624 96632 93980
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Table S3: Seeds HIP87 Data (Part 1)

D121E/T125C/A256M T125C/A256M D121N T125N E132D

- 14175 - 11232 16259
- 18212 - 21982 18204
- 23312 - 30087 24026
- 25308 - 35683 41085
- 42054 - 36184 46012
- 53047 - 38262 46938
- 66586 - 46964 60577
- 73953 - 55821 60577
- 84035 - 77213 65743
- 86922 - 79212 74293

Table S4: Seeds HIP87 Data (Part 2)

WT G162L G162L/E166W/A256S W122L/G162L/E166W/A256S

10223 19047 50844 11182
10831 29596 63550 16542
27821 31821 64014 19882
30428 36180 66443 22420
38173 37913 74230 24232
52134 53946 79307 27682
57405 58105 84207 45625
69065 86534 87452 51805
70065 91993 91141 53637
80857 99331 96901 56019

Table S5: Seeds H87M ASH121 Data

H87M

16026
28329
40463
49503
64789
66283
79940
81517
82036
97985
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Accordingly, a given ARM model is characterized by an excitation energy and oscillator

strength averaged over the 10 seeds. Then, a MEM analysis is performed to evaluate which

other protonation microstates are populated at a given pH. Following the ARM+MEM phi-

losophy, the pyARM program automatically performs subsequent ARM+MEM calculations on

these new microstates until the protonation microstate space has been sufficiently explored.

Eventually, the application of the ARM+MEM protocol results in a series of excitation en-

ergies, transition oscillator strengths and probabilities for each protonation microstate. We

now present the simple method we use for transforming these results into an absorption

spectrum.

Markov chains allow to determine event probabilities between different resting states.

In the current work, these states are rhodopsin protonation microstates while events are

protonation or deprotonation of a single rhodopsin residue. By constructing a transition

matrix, which encapsulates the probabilities of moving from one microstate to another, we

can easily calculate the steady-state distribution of these microstates, i.e. the probability of

the system to be in each considered microstate. This is particularly useful because it allows

to account for both direct transitions between microstates and the ”self” transitions where

the system remains in the same microstate. Thus, Markov chains provide a comprehensive

way to determine each protonation microstate probability. Eventually, we can calculate the

intensity of each rhodopsin electronic transition as the product of the Markov chains-based

microstate probability with the corresponding averaged oscillator strength.

Using these single transition intensities and excitation energies, we can build the rhodopsin

absorption spectrum by convoluting each transition with a Gaussian function per electronic

transition. It is important to select a Gaussian width that correctly encompasses all different

transitions; in our case, a width of 0.2 was used. Finally, when the spectrum is produced,

the transition energy at its maximum intensity is considered as the ARM+MEM excitation

energy.
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Markov Chains program

Below is reported the python code used for applying the Markov Chains algorithm to pro-

tonation microstate probabilities.

import numpy as np

import sys

# MARKOV CHAINS FOR THE CALCULATION OF THE GLOBAL PROBABILITIES

# OF SEVERAL DIFFERENT INTERCONNECTED MICROSTATES.

# The state space for a case where only 2 protonation microstates are relevant

# for the excitation energy

states = ["A", "B"]

# Probabilities matrix (transition matrix)

# Please change each label for your MEM probabilities

ProbM = np.array([[AA, AB],

[BA, BB]])

# Sum of each row

row_sums = np.sum(ProbM, axis=1)

# Define a tolerance for equality (adjust as needed)

tolerance = 1e-6

# Check if the sum of each row is close enough to 1

is_row_sum_one = np.allclose(row_sums, 1, rtol=tolerance)
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if not np.all(is_row_sum_one):

print("--------------------------------------")

print("Not all rows of the Probability matrix sum to 1. Normalizing...")

print("--------------------------------------")

# Normalize each row to sum to 1

ProbM = ProbM / row_sums[:, np.newaxis]

# Recalculate row sums to verify normalization

row_sums = np.sum(ProbM, axis=1)

is_row_sum_one = np.allclose(row_sums, 1, rtol=tolerance)

if np.all(is_row_sum_one):

print("Normalization successful. Probability matrix well defined.")

else:

print("Normalization failed. Please check the input matrix.")

sys.exit(1)

else:

print("--------------------------------------")

print("The Probability matrix is well defined")

print("--------------------------------------")

# Obtain eigenvalues and eigenvectors

# We need to find a vector a such that a*ProbM = a

eigenvalues, eigenvectors = np.linalg.eig(ProbM.T)

index = np.where(np.isclose(eigenvalues, 1))[0][0]

stationary_distribution = eigenvectors[:, index].real

stationary_distribution /= stationary_distribution.sum()
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print("--------------------------------------")

print("Transition Probability Matrix:")

print(ProbM)

print("--------------------------------------")

print("\nStationary Distribution a: A, B")

print(stationary_distribution)

print("--------------------------------------")

Absorption spectrum plotting program

Below is given a simple python program to plot a ARM+MEM-based absorption spectrum.

This program needs two input files, ’ener.inp’ and ’inten.inp’. In the first one, the average

ARM energies are listed. In the second one, the corresponding intensities are listed.

1. ener.inp:

#ener.inp

X

#Being X the number of states

a

b

...

#Being the list of the energies in eV

2. inten.inp:

#inten.inp

X

#Being X the number of states
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a

b

...

#Being the list of the intensities

3. Python program source code:

import numpy as np

import matplotlib.pyplot as plt

def normalize_data(data):

data_min = min(data)

data_max = max(data)

normalized_data = [(x - data_min) / (data_max - data_min) for x in data]

return normalized_data

# Read input data from files

with open(’ener.inp’, ’r’) as xps_file:

npeaks = int(xps_file.readline())

peak = [float(xps_file.readline()) for _ in range(npeaks)]

with open(’inten.inp’, ’r’) as inten_file:

ndata = int(inten_file.readline())

intens = [float(inten_file.readline()) for _ in range(ndata)]

# Creating the gaussian

nener = 28000 #This should be modified for each case

deltaener = 0.00005

ener0 = 2.0 #This should be modified for each case
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enerfin = ener0 + nener * deltaener

width = 0.2 #Be sure the width is big enough to englobe all peaks

# Create arrays to store energy and spectrum data

energies = np.linspace(ener0, enerfin, nener)

spectrum = np.zeros(nener)

# Calculate the spectrum

for j in range(nener):

ener = ener0 + deltaener * j

for i in range(npeaks):

gauss = intens[i] * np.exp(-(ener - peak[i]) ** 2 / (2 * width ** 2))

spectrum[j] += gauss

# Normalize spectrum using the defined function

spectrum_normalized = normalize_data(spectrum)

# Plot the spectrum

plt.plot(energies, spectrum_normalized)

plt.xlabel(’Energy (eV)’)

plt.ylabel(’Normalized Intensity (a.u.)’)

plt.title(’Normalized Spectrum’)

# Find maximum intensity and its corresponding energy

max_intensity = max(spectrum_normalized)

max_energy_index = np.argmax(spectrum_normalized)

c_energy = energies[max_energy_index]
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# Plot a bar at the maximum intensity

plt.axvline(x=energies[max_energy_index], color=’red’, linestyle=’--’)

plt.text(energies[max_energy_index], 0, f’Energy: {c_energy:.2f}’, ha=’center’)

#plt.show()

print("Corresponding Energy:", corresponding_energy)

plt.ylim(0, 1.1)

Absorption spectra

The spectra obtained with the above-mentioned tools are reported below for each Gloeobac-

ter rhodopsin model (wild type and nine mutants) considered in the study.
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Figure S1: ARM+MEM absorption spectra of 10 Gloeobacter rhodopsin systems. Spectra
has been obtained using the programs and protocol described in this section.
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Cavities

Figure S2: Superposition of the final ARM structures (wild type Gloeobacter Rhodopsin and
8 mutants), highlighting the retinal chromophore, the residues D253, D121, and H87 and the
cavity water molecule HOH401. Structures with deprotonated H87 are shown in red, while
those with protonated H87 are shown in blue. Distances between the retinal N center and
the H87 Cϵ center are also reported.
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Figure S3: Superposition of the final ARM structures for H87M, highlighting the retinal
chromphore, the residues D253, D121, and M87 and the cavity water molecule HOH401.
Structures with deprotonated D121 are shown in red, while those with protonated D121
are shown in green. Distances between the retinal N center and the M87 S center are also
reported.
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Toy model

In the main text, we find that while the damping factor β = 0.2 results in the best agreement

with the experimental excitation energies, it also significantly reduces the MM electrostatic

potential experienced by the QM retinal. Accordingly, we test the validity of such an em-

pirical QM/MM approach against QM-only calculations, considering a toy model composed

of retinal and two formiate anions, mimicking the two counterions case met in WT GR. In

Figure S4, we report the vertical excitation energy of this toy model using SA-CASPT2/MM

as it is used in ARM, attenuated SA-CASPT2/MM with different damping factors β and SA-

CASPT2 for the whole complex system (while ensuring the consistency of the SA-CASSCF

active space, always comprising 12 electrons in 12 π orbitals mainly located on the retinal

moiety).

Figure S4: Retinal excitation energy of retinal (left y-axis) in the presence of two counterions
(distances in yellow are 1.74 and 4.04 Å, similar to the GR WT case). Blue: QM/MM values
with different damping factors; red: full QM value. Green (right y-axis): MM electrostatic
potential at the retinal N center.
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On one hand, we can immediately realize that the CASPT2/MM excitation energy

(β = +∞) is very close to the QM-only CASPT2 one. This result is not surprising since the

CASPT2/SA-CASSCF level of theory using the 6-31G* basis set has been used for several

decades to study retinal proteins, thanks to an excellent error cancellation. On the other

hand, when the QM/MM electrostatic interactions are attenuated using β = 0.2, the elec-

trostatic potential experienced by the retinal N center is reduced by about 30% while the

retinal excitation energy is severely reduced by about 17%.
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MRSF-TDDFT

Below are reported the ARM excitation energies using MRSF-TDDFT instead of SA-CASPT2.

Table S6: MRSF-TDDFT excitation energies (in eV)

GR system exp
CAMh
HID87

CAMh
HIP87

BHHLYP
HID87

BHHLYP
HIP87

RCAM
HID87

D121E/T125C/A256M 2.00 2.41 2.38 2.56 2.53 3.12
T125C/A256M 2.15 2.58 2.51 2.82 2.70 3.39
D121N 2.19 2.48 2.41 2.66 2.56 3.23
T125N 2.21 2.58 2.48 2.81 2.68 3.40
E132D 2.28 2.57 2.53 2.80 2.70 3.39
WT 2.30 2.57 2.51 2.78 2.70 3.36
G162L 2.50 2.62 2.49 2.82 2.68 3.41
G162L/E166W/A256S 2.62 2.73 2.57 2.99 2.79 3.73
W122L/G162L/E166W/A256S2.71 2.78 2.68 3.06 2.93 3.78

In the case of the H87M mutant, the experimental excitation energy is 2.38 eV. Its MRSF-

TDDFT excitation energy using CAMh for the most probable protonation microstate is 2.59

eV, while it drecreases to 2.41 eV when protonated.

Figure S5: Comparison of GR excitation energies using MRSF-TDDFT and either CAMh,
or MRSF/BHHLYP or MRSF/rCAM exchange-correlation functionals. CAMh is proven to
be the best-performing functional. In the case of H87M, the red triangle corresponds to
protonated D121.
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