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Abstract. Decentralized learning enhances privacy, scalability, and fault
tolerance by distributing data and computation across nodes. A popular
approach is Federated learning, which relies on a central aggregator, yet
faces challenges such as server vulnerabilities, scalability issues, privacy
risks and most importantly, the single point of failure. Alternatively Gos-
sip Learning and Epidemic Learning offer fully decentralization through
peer-to-peer exchanges of model updates, ensuring robustness and pri-
vacy, at the price of slower model convergence. In this work, we intro-
duce a novel decentralized learning framework called HEAL. HEAL is the
first cross-layer decentralized learning framework that exploits an opti-
mized self-organizing and self-healing underlying P2P overlay combin-
ing the strengths of Federated Learning, Gossip and Epidemic Learning.
Leveraging the recently proposed Elevator algorithm, HEAL promotes
dynamically chosen nodes to act as aggregators. Through simulations,
we demonstrate that HEAL has similar performances to that of Feder-
ated Learning in crash-free settings, while being fully decentralized and
fault-tolerant. In crash and churn prone environments HEAL outper-
forms Gossip and Epidemic Learning.

Keywords: Decentralized Learning · Federated Learning · Gossip Learn-
ing · Hub Learning · Machine Learning · Peer-to-peer networks · Hub
sampling · Algorithms · Simulations.

1 Introduction

Decentralized learning is an approach to training machine learning models, where
the data and computational tasks are distributed across multiple nodes or de-
vices, rather than centralized in a single location. This paradigm improves pri-
vacy, scalability, and fault tolerance by enabling participants to collaboratively
train models without sharing raw data. Each node processes its local data and
exchanges model updates (e.g., gradients or parameters) with others, using a
centralized coordinator or through peer-to-peer communication. Decentralized
learning is particularly beneficial in scenarios where data is naturally distributed
(such as in edge computing or IoT networks), or when data privacy or resource
constraints make centralization impractical.
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Related works. The idea of decentralized learning originates from distributed
optimization and parallel computing. However, it was the advent of Federated
Learning [15] that truly brought the concept into the spotlight. In Federated
Learning all participants (nodes or devices) in a network train a machine learn-
ing model locally on their own data. Subsequently, each participant sends its
model to a centralized aggregator, which aggregates the received models and re-
turns the global model to the nodes. This process continues until a satisfactory
accuracy is achieved. While Federated Learning provides an efficient alternative
to traditional (centralized) machine learning, its dependence on a central server
for aggregating models introduces several limitations. This centralization creates
a single point of failure. That is, when the server crashes the generation of the
global model becomes impossible. Furthermore, the single server is an easy target
for adversarial attacks, such as model poisoning or inference attacks [19], which
can compromise the integrity of the global model. Additionally, the server’s role
poses scalability challenges, as it must manage potentially vast numbers of up-
dates from distributed participants, leading to communication and computation
bottlenecks. More importantly, if the server is controlled by a single organization,
it could introduce biases or favor certain participants’ updates, exacerbating in-
equalities in model performance. This phenomenon leads to leaning oligarchy.

To address these limitations, it is essential to explore totally decentralized
architectures which do not rely on a central coordinator. Gossip Learning [17] and
Epidemic Learning[4] are the state of the art approaches for fully decentralized
machine learning. However, the stochastic nature of these protocols can result
in slower convergence compared to Federated Learning-based approaches [6]. It
should be noted that in the case of gossip learning, recent research has been
conducted to enhance its various aspects, such as improving its security against
privacy attacks [3], increasing its efficiency by compressing the models sent [2].
More recent studies focused on examining the impact of poisoning attacks [18]
on various gossip learning strategies.

Interestingly, none of the previous decentralized federated approaches had a
cross-layer design philosophy.

Our contribution In this paper we introduce a novel form of decentralized learn-
ing, HEAL, which combines the benefits of Federated Learning, Gossip and Epi-
demic Learning (summarized in Table 1). HEAL leverages the network overlay
created by the newly introduced Elevator algorithm [13] that promotes in a to-
tally decentralized and adaptive manner a prescribed number of participating
nodes as hubs (nodes connected to the entire network). HEAL will use these hubs
as aggregator nodes for the learning task. Unlike traditional federated learning,
aggregator nodes are not pre-selected and hence HEAL becomes extremely re-
silient to the network dynamicity (nodes crashes and churn). That is, HEAL
self-heals and self-adapts by promoting new hubs while continuing the learning
process without significant losses. We challenged HEAL, Federated Learning,
Gossip Learning and Epidemic Learning with various topologies in static and
dynamic environments (crash and churn prone) on two tasks: a binary classifica-
tion task Logistic Regression [8] on Spambase [7] and on multinomial classifica-
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tion tasks LeNet5 [12] on MNIST [23]. HEAL outperforms Gossip and Epidemic
Learning in both accuracy and convergence time. Moreover, HEAL is resilient
to churn and crashes while Federated Learning cannot cope with these faults.

Decentralized
Federated Learn-
ing

Topology Fault resilience
Churn
re-
silience

Aggregation
speed

Federated Learning Static (Star [15] and
Multi-Star [9]) No No quick at the

server

Gossip Learning
Static (Random Reg-
ular [6]) No No slow local

Dynamic (with
Newscast [17]) Yes Yes slow local

Epidemic Learning
Dynamic (News-
cast [4]) Yes Yes slow local

Dynamic (Fed-
Lay [10]) Yes (only one) No slow local

HEAL (this pa-
per)

Dynamic (Eleva-
tor [13]) Yes Yes quick at the

hubs
Table 1: Comparison of different decentralized learning algorithms.

Paper organization In Section 2 we propose an overview of decentralized learn-
ing strategies. Section 3 introduces the architecture of HEAL and the detailed
description of the HEAL learning strategies. Section 4 presents our extensive
evaluations. Section 5 concludes and proposes open research directions.

2 Overview of Decentralized Learning Techniques

The distinguishing factors among various decentralized learning algorithms in
the literature are: (1) the algorithm employed to propagate and aggregate learn-
ing models within the network, and (2) the network topology on which the
learning occurs. Naturally, these two concepts are interconnected, as certain
propagation methods are better suited to specific topologies.

Decentralized propagation and aggregation of the learning models. There are
various techniques for propagating the learning models within a network, each
with its own set of advantages and disadvantages. The three most commonly
discussed methods in the literature are Federated Learning, Gossip Learning, and
Epidemic Learning. In Federated Learning [15], all models are aggregated at a
central server, facilitating rapid convergence towards a global model. In Gossip
Learning [17], each participant shares its model at a specified time interval with
a randomly chosen neighbor in the network. In Epidemic Learning [4], each
participant shares its model with all their neighbors in each cycle.
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Network topology vs decentralized learning. In decentralized learning, the net-
work topology significantly influences the performance of the learning task, as
evidenced by various studies in the literature [21]. Different topologies impact
the speed of information propagation and the system’s resilience to node or
link failures. At the extremes, we have the star topology, typically used with
Federated Learning, and the random graph topology, often paired with Gossip
Learning. However, many other topologies exist between these extremes. Addi-
tionally, it is important to distinguish between static topologies (predefined and
unchangeable) and dynamic topologies (which evolve over time).

– Static topologies. Among static topologies, star topology, features a central
server and clients connected to it. This setup is not entirely decentralized, as
the aggregator server is selected at the beginning of the learning process, cre-
ating a single point of failure. The multi-star topology is a variation of the star
topology, involving multiple servers. Typically, all stars are interconnected
in a complete topology, with all other nodes connected to a predefined star.
Next, we have the complete topology, where every participant communicates
directly with all others. While this maximizes information propagation speed
and ensures rapid convergence, it is impractical for large-scale networks. An-
other common topology is the ring topology, where each node is connected
to two neighbors, forming a circular ring. This topology is straightforward
to construct but does not scale well. Finally, in random regular graphs each
participant is randomly connected to k other participants in the network,
with k being a predefined parameter. This topology is highly robust against
failures and churn, but the learning process convergence is slow. Other ran-
dom topologies in the literature include small worlds [22] and power-law
networks [1].

– Self-organised dynamic topologies. To establish a dynamic topology, two
primary approaches are discussed in the literature: Distributed Hash Table
(DHT)-based methods and decentralized peer sampling methods. Among
the DHT-based methods, Chord [20] is a notable example. Additionally,
Fedlay [10] is specifically designed for decentralized learning. For non-DHT
methods, Newscast [11] is commonly used in Gossip Learning and Epidemic
Learning.

An important aspect to consider in dynamic topologies is their resilience to
failures. A specific type of failure is churn, where nodes in a peer-to-peer network
enter and leave without any control. Another particular case of failures involves
attacks targeting specific nodes, such as servers or central nodes. Centralized
topologies are highly sensitive to these types of failures. In a static topology,
there is no possibility to repair the topology in the event of a failure. In a DHT,
some repairs are possible, but not always guaranteed face to high churn. Peer
sampling algorithms are a good compromise to repair the topology when failures
are detected and to be resilient to high churn.

HEAL, uses as underlying topology Elevator [13], a recently proposed decen-
tralized peer-sampling algorithm. This algorithm enables nodes in a peer-to-peer
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network to construct an overlay with h defined hubs, each hub being connected
to all nodes in the network, with h being a parameter of the algorithm. Eleva-
tor is totally distributed, self-organizing and resilient to churn. In Table 1, we
summarized the topologies used with various decentralized learning algorithms,
along with the strengths and weaknesses of each approach.

Supervised Learning
Task (Ex: LeNet5)

HEAL-Learning
Protocol

HEAL-Overlay
(Elevator)

Network Layer
(e.g. TCP/IP)

Application Layer

Model Aggregation Layer

Peer-Sampling Layer

Physical Network Layer

Fig. 1: HEAL architecture

3 HEAL architecture

Federated Learning is vulnerable due to its reliance on a central server, so our
protocol must avoid having a single point of failure. Additionally, to ensure
resilience to failures and churn, the topology should not be predefined but gen-
erated in a peer-to-peer manner. Conversely, to guarantee rapid model conver-
gence, learning models should not be shared via gossip within the network but
aggregated by a network node, which will then create the global model and
distribute it back to the other network nodes. These two aspects may seem
contradictory, but the HEAL-overlay (Elevator) protocol allows us to create a
topology that satisfies both requirements.

HEAL architecture shown in Figure ?? is composed of two layers on top of
the physical network. HEAL-overlay give by the Elevator protocol introduced in
[13] and HEAL-learning protocol described in the sequel.

3.1 HEAL Overlay

In the following we briefly revisit how Elevator operates. For a more detailed
explanation, readers can refer to the article that introduces the algorithm [13].

The Elevator protocol performs the following actions during each cycle: Each
node in the peer-to-peer network retrieves the list of neighbors of their neighbors
(i.e., the neighbors at a distance of two). The node then constructs an ordered list
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Algorithm 1: HEAL Learning: The Hub algorithm
Data: duration to wait for model: delta_time
Data: list of all hubs (obtained by the HEAL overlay, Elevator protocol):

hubs_list
1 nb_hubs ← hubs_list .size()
2 Loop
3 models ← {}
4 time ← time.now()
5 backwards_list ← {}
6 while time.now() < time + delta_time do
7 peer_model , peer ← receive()
8 models.append(peer_model)
9 backwards_list .append(peer)

10 average_model ← average(models)
11 send(hubs_list , average_model)
12 models_hubs ← {}
13 models_hubs.append(average_model)
14 nb_receive ← 0
15 while nb_receive < nb_hubs do
16 hub_model ← receive()
17 nb_receive ++
18 models_hubs.append(hub_model)

19 global_model ← average(models_hubs)
20 send(backwards_list , global_model)

Algorithm 2: HEAL Learning: The client algorithm
Data: duration to wait for model: delta_time
Data: The model, same for all node, weights or parameters initialized at

random: model
Data: The local data of the node): data
Data: list of all hubs (obtained by HEAL overlay, Elevator protocol):

hubs_list
Data: number of hub to send the model: number_hub_send

1 Loop
2 model ← trainModel(model , data)
3 hubs ← chooseRandom(hubs_list ,number_hub_send)
4 for hub ∈ hubs do
5 send(hub,model)

6 hubs_models ← list()
// Receiving the global models from the hubs

7 for hub ∈ hubs do
8 model_hub ← receive()
9 hubs_models.append(model_hub)

10 model ← average(hubs_models)
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of the most frequent peers (the frequency map) and contacts the c most frequent
nodes (referred to as preferred). Each contacted node responds by sending the
addresses from its backward list to the contacting node and adds the contacting
node to its backward list. The contacting node’s cache is then reset to an empty
array. Subsequently, the node selects the h most frequent peers and c-h random
peers from the backward lists of all preferred peers to populate its cache.

This protocol enables the rapid formation (in 4 cycles or fewer in practical
settings) of a network topology with h defined hubs and a random distribution
of the remaining incoming connections. The resulting network has a diameter
of 2 and is highly resistant to both failures (including hub failures) and churn.
In the event of all hubs failing, new hubs quickly emerge (typically with one
cycle). These properties are particularly advantageous for decentralized learning,
suggesting that we can implement a learning algorithm on this topology that
achieves performance levels similar to Federated Learning while maintaining
resilience properties as Gossip and Epidemic Learning.

3.2 HEAL Learning Protocol

Regarding the communication algorithm, we utilize the hubs within the network
as aggregators, similar to how the central server aggregates models in Federated
Learning. The key difference is that multiple hubs perform the aggregation, not
just one, and these hubs emerge automatically. We leverage the presence of
multiple hubs to distribute the aggregation workload, with each hub handling
a portion of the network nodes and subsequently aggregating with each other.
Each hub then returns the global model to its clients, and the protocol begins
a new cycle. As with Federated Learning, the learning process continues over
several cycles and concludes when the global model has converged.

In the event of one or more hubs failing during a protocol cycle, the remaining
hubs can temporarily manage the nodes without a dedicated hub until a new hub
emerges, which typically occurs within two cycles. If all hubs fail, the aggregation
process halts but resumes as soon as new hubs appear, again within two cycles.
It’s important to note that Elevator also establishes random connections in the
network, in addition to hub connections. In HEAL, we focus solely on connections
to hubs (and between hubs) for model aggregation. These random connections
could potentially be used to accelerate model convergence or mitigate malicious
behavior, but this is beyond the scope of our current work. For now, we assume
that all network nodes (and hubs) are honest, with plans to investigate malicious
behavior in future research.

One intriguing feature of Elevator is the ability to select the number of hubs
in the network through a parameter shared by all nodes. This is particularly
valuable in HEAL, as it allows us to balance between having fewer hubs for higher
convergence speed and more hubs for greater resilience to failures. Additionally,
HEAL offers the flexibility to choose the number of hubs to which a client sends
its model. A more detailed description of how Learning operates in HEAL follows.
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Each node in the network executes the HEAL learning protocol, in addition to
HEAL overlay construction via the Elevator protocol (that dynamically assigns
"normal" (client) or "hub"(server) status to the participating nodes):

– If the node is a normal(client) node, it (1) selects a number of hubs(servers)
at random, (2) performs a local training step, (3) sends the trained model
to the hubs, and (4) waits for the global model.

– If the node is a hub, it (1) waits for a delta period to receive models from
normal nodes, (2) aggregates these models by averaging their parameters,
and (3) sends its aggregated model to all other hubs. (4) It then waits to
receive models from other hubs and (5) aggregates all these models to obtain
the global model. (6) Finally, the hub sends the global model back to the
nodes.

Algorithms 1 and 2 present the detailed pseudo-code of HEAL Learning.

4 Evaluation results

We evaluated our algorithm using simulations on the Gossipy simulator [14]. We
compared Hub Learning against Federated Learning [15], Gaia [9], Gossip Learn-
ing [17], Epidemic Learning [4], Epidemic Learning on a Chord topology [20],
Epidemic Learning on a ring topology, and Fedlay [10]. For the static topolo-
gies (Federated Learning, Gossip Learning, Epidemic Learning, ring, Chord, and
Gaia), we generated the topology using the Python library Networkx [5]. For the
dynamic topologies (Fedlay and Hub Learning with Elevator), we generated the
topology using the PeerSim simulator [16]. In Elevator (used by Hub Learning),
the connections are directional. However, to compare them with other algorithms
(which assume an undirected graph), we modified the underlying graph of the
topology generated to make it undirected. All evaluations were conducted with
a network of 100 nodes. For Elevator, we used 5 hubs, as we found this number
to be a good balance between performance and resilience. For Gaia, we had 5
servers responsible for aggregation (to compare with the 5 hubs) and 19 nodes
(or workers) attached to each server. Each algorithm was evaluated 5 times, and
we present the average results obtained.

We assessed all protocols on two tasks: a binary classification task (Logistic
Regression [8] on Spambase [7], with a learning rate of 0.1) and on multinomial
classification tasks (LeNet5 [12] on MNIST [23], with a learning rate of 0.001).
The weight decay (regularization parameter) was fixed at 0.01. Our algorithm
was evaluated under various conditions: the failure of 20% of nodes, the failure of
a hub, the failure of all 5 hubs, and during churn (where 10% of nodes disappear
at each cycle and are replaced by new nodes).

All simulations were run on 16 vCPU, using 64G of memory, on a cluster
composed of 10 servers, described in Table 2.
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Machine Memory Processors Cores
DELL PowerEdge XE8545 2 To 2 x AMD EPYC 7543 128 threads @ 2.80 GHz
DELL PowerEdge R750xa 2 To 2 x Intel Xeon Gold 6330 112 threads @ 2.00 GHz

Table 2: Description of the cluster

Crash-free, churn-free environment. For simulations without failures and churn,
we ran all algorithms over 1000 cycles, on the 2 learning tasks (Spambase,
MNIST). As shown in Figures 2a and 2b, Federated Learning performs best,
which was expected. Surprisingly, the ring topology performs second best de-
spite lower connectivity. Other topologies based on random graphs perform less
well. HEAL, however, performs very well for both the Spambase and MNIST
datasets.

In Tables 4, 5a and 5b we have compiled the results for all learning algo-
rithms, for the three learning tasks, with the final accuracy, obtained after 1000
cycles, and the time to converge to a certain level of accuracy. Federated Learn-
ing, Gaia, and HEAL have very similar results, with a final accuracy of around
0.88 on Spambase, and 0.95 on MNIST. Gossip-based approaches achieve val-
ues of 0.85 and 0.91 on Spambase and MNIST. Convergence time is very fast
for aggregator-based approaches: on Spambase, Federated Learning converges
to 0.85 in 2 cycles, and HEAL takes 4 cycles. On the other hand, to converge
on 0.90 accuracy, HEAL takes 339 cycles while Federated Learning takes 135
cycles, hinting at possible HEAL optimization, e.g. adjusting the learning rate.
On MNIST, HEAL performs very well, even better than Federated Learning,
and it converges to 0.95 accuracy in 76 cycles.

HEAL parameterized with number of hubs and number chosen hubs We ran sim-
ulations of HEAL, changing the number of hubs over 2000 cycles. On Figure 3a,
we observe that increasing the number of hubs (and the number of hubs to which
clients send their model) has almost no impact on accuracy, which is expected
since hubs aggregate models. There is a slight drop in accuracy when the number
of hubs is increased significantly, due to the fact that only non-hubs are learning,
not hubs. Increasing the number of hubs to which we send our model, from 1 to
nb_hubs/2, slightly increases convergence speed. The results are summarized in
Table 3.

Crashes-prone environment. We analyze the performance of the algorithms when
the network suffers crashes (Table 6). To simulate a brutal failure we discon-
nected 20% of the nodes chosen uniformly at random, just after the start of the
learning process, i.e., in this case, we have disconnected 20 nodes at cycle 10,
and we compared HEAL with Chord, Gaia and Fedlay. HEAL is the algorithm
with the best results, although Gaia remains very close, as seen in Figure 2c.

HEAL under churn environment and hub-targeted attacks. We further analyzed
the performance of HEAL under network churn conditions. To simulate churn,
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h s Accuracy 0.85 0.90 0.95
1 1 0.9667 21 37 90
2 1 0.9531 11 22 127
3 1 0.9607 11 19 64
7 1 0.9638 14 26 67
9 1 0.9653 16 29 69
13 1 0.9664 18 31 81
17 1 0.9665 20 33 88
21 1 0.9674 20 35 86
25 1 0.9657 25 35 87

(a) With s = 1

h s Accuracy 0.85 0.90 0.95
5 2 0.9589 7 15 52
7 3 0.9641 6 10 33
9 4 0.9647 6 11 36
13 6 0.9628 5 10 34
17 8 0.9601 5 10 37
21 10 0.9594 5 11 45
25 12 0.9607 5 10 47

(b) With s = h
2

Table 3: HEAL final accuracy (on cycle n°2000) and number of rounds to obtain
this level of accuracy, for a network of 100 nodes, a number of hubs h and a
varying number of hubs s designated for each node, without failures, on the
MNIST dataset.

we disconnected 10% of the nodes at each cycle and replaced them with an
equal number of new nodes, each connected to 20 nodes uniformly at random,
between cycles 50 and 150. We also analyzed the performance of the main learn-
ing algorithms after a targeted attack on the hubs during the execution of the
simulation. We tested two scenarios, one where we disconnected one of the 5
hubs, and another where we disconnected all 5 hubs at the same time. In both
case the failure happened in the round 10. In Figure 3b, we have compared the
execution of HEAL without failures, and with different failure scenarios (crash
of 20 nodes, crash of one hub, crash of all 5 hubs, churn). As can be seen, there
is no significant impact when 20 nodes or hubs crash. Indeed, thanks to the
Elevator overlay, even when all the hubs are shutdown, 5 new nodes are elected
very quickly as hubs, and the training job continues as if no catastrophic event
had happened. During churn, model accuracy falls slightly, but rises again very
quickly once churn is over, back to the level without failures.

5 Conclusion

In this paper we introduced HEAL protocol for decentralized learning that com-
bines the convergence speed of Federated Learning with the resilience to churn
and failures of Gossip and Epidemic Learning.

Our simulation results (summarized in Table 4, 5 and 6) show that, on the
MNIST dataset, HEAL (with 5 hubs) achieves an accuracy 136% more than
Gossip Learning, 106% more than Epidemic Learning and 99% of the accuracy
of the baseline Federated Learning. HEAL achieves an accuracy of 0.95 in 76
cycles, which is one cycle slower than Gaia, and much faster than random graph
methods, which achieve this value in 5 times as many cycles. By setting HEAL
with 7 hubs and the number of hubs to which each node sends its model at 3,
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Fig. 2: Accuracy of various communication protocols, with a network of 100
nodes, during 1000 cycles. HEAL overlay has 5 hubs, each node sends its model
to one hub.
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Fig. 3: Accuracy of HEAL for the MNIST dataset, with 100 nodes
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Method Spambase MNIST (LeNet)
Federated Learning 0.9087 0.9742

Gaia 0.8826 0.9442
Gossip Learning 0.8322 0.7098

Epidemic Learning 0.9548 0.9111
Ring 0.9076 0.9499
Chord 0.9063 0.9542
FedLay 0.9056 0.9639
HEAL 0.9001 0.9687

Table 4: Final accuracy by communication method and dataset used. HEAL
overlay with 5 hubs, each node sends its model to one hub (fault and churn free
scenario).

Method 0.85 0.90
Federated Learning 2 135
Gaia (5 servers) 6 N/A
Gossip Learning N/A N/A
Epidemic Learning 12 25
Ring 13 141
Chord 12 27
FedLay 12 26
HEAL (5 hubs, each
node sent it model to
one hub)

4 339

(a) On the Spambase dataset.

Method 0.85 0.90 0.95
Federated Learning 22 37 91
Gaia (5 servers) 13 28 75
Gossip Learning N/A N/A N/A
Epidemic Learning 90 137 372
Ring 74 157 569
Chord 98 159 451
FedLay 89 136 422
HEAL (5 hubs, each
node sent it model to
one hub)

15 27 76

HEAL (7 hubs, each
node sent it model to
three hubs)

5 10 33

(b) On the MNIST dataset.

Table 5: Number of rounds required to achieve different accuracy levels across
datasets, for a network of 100 nodes, without failures. N/A indicates that the
protocol didn’t achieve the accuracy level at the end of the simulation (1000
cycles).
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Method Context of crash Accuracy

Gaia (5 servers) crash of 20% of the nodes at cycle
n°10 0.9637

Chord crash of 20% of the nodes at cycle
n°10 0.9520

FedLay crash of 20% of the nodes at cycle
n°10 0.9572

HEAL (5 hubs, each node sent it
model to one hub)

crash of 20% of the nodes at cycle
n°10 0.9658

HEAL (5 hubs, each node sent it
model to one hub) crash of 1 hub 0.9638

HEAL (5 hubs, each node sent it
model to one hub) crash of 5 hub 0.9629

HEAL (5 hubs, each node sent it
model to one hub)

churn of 10% between cycle 50 and
cycle 150 0.9528

Table 6: Final accuracy (on cycle n°200) by propagation method, after a context
of failures, on the MNIST dataset.

it is possible to reduce it to 33 cycles, which is 2.3 times faster than Gaia (the
second best result). Our protocol continues to operate in the presence of faults,
and in each fault scenario, the final accuracy is at most equal to 98% of the
accuracy in a fault-free context.

HEAL paves the way for a new approach to decentralized learning, featuring
a cross-layer approach. Our future work will focus on adapting HEAL to het-
erogeneous environments, enhancing its robustness against various attacks (e.g.
poisoning attacks, model attacks, etc).
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