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#### Abstract

Inclusive $\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ) differential cross-sections in hadronic decays of the Z have been measured as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$, the scaled momentum. The results are based on approximately 520000 events measured by the ALEPH detector at LEP during 1992. Charged particles are identified by their rate of ionization energy loss in the ALEPH Time Projection Chamber. The position, $\xi^{\star}$, of the peak in the $\ln (1 / z)$ distribution is determined, and the evolution of the peak position with centre-of-mass energy is compared with the prediction of QCD.
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## 1 Introduction

A measurement of the composition of the hadronic final state in $\mathrm{e}^{+} \mathrm{e}^{-}$annihilation is fundamental to an understanding of the fragmentation of quarks and gluons into hadrons. While no calculable theory yet exists for this process, a number of phenomenological models have evolved, falling into two broad classes: "string" fragmentation and "cluster" fragmentation, as exemplified by the JETSET [1] and HERWIG [2] Monte Carlos, respectively.

In this letter, a measurement of the rates of $\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ) production in hadronic decays of the Z is presented as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$, the scaled momentum. Particles are identified by a simultaneous measurement of their momentum and specific energy loss $\mathrm{d} E / \mathrm{d} x$. Differential cross-sections are compared with the predictions of the JETSET 7.3 and HERWIG 5.6 Monte Carlos. Recently a measurement was published by OPAL [3]. The position of the peak $\xi^{\star}$ in the $\ln (1 / z)$ distribution is determined, and the evolution of the peak position with centre-of-mass energy is compared with the prediction of QCD.

The following sections describe the ALEPH detector, hadronic event selection and $\mathrm{d} E / \mathrm{d} x$ measurement. A maximum-likelihood fit for the rates of pions, kaons and protons is presented. Finally, the results and errors are discussed.

## 2 The ALEPH detector and hadronic event selection

The ALEPH detector has been described in detail elsewhere [4]. Here the components relevant to the present analysis are reviewed. The momenta of charged particles are measured in three concentric tracking chambers: the principal detector is a time projection chamber (TPC) of radius 1.8 m and drift length 2.2 m which measures up to 21 space points per track; within this lies the inner tracking chamber, a conventional drift chamber which yields up to 8 additional $r \phi$ coordinates; at the centre is a silicon vertex detector of two concentric cylinders of wafers each providing measurements in $r \phi$ and $z$. The detectors lie within a magnetic solenoid of field 1.5 T , and together give a momentum resolution of $\sigma_{p_{\perp}} / p_{\perp}=0.0006(\mathrm{GeV} / c)^{-1} \cdot p_{\perp}$. The TPC also provides up to 338 measurements of the ionization energy loss of a track from the wires in chambers in the TPC end-plates, as described below.

Data recorded with ALEPH during 1992 were used. Hadronic events were required to have at least five well-reconstructed charged tracks having a total energy of at least $20 \%$ of the centre-of-mass energy, where a track must originate from within a cylinder of radius 2 cm and length 10 cm centred on the nominal interaction point, and must have at least four TPC hits, a polar angle in the range $20^{\circ}<\theta<160^{\circ}$ (corresponding to at least 110 wires crossed) and a transverse momentum $p_{T}>200 \mathrm{MeV} / c$. The sphericity axis was required to have a polar angle $\theta_{\text {sph }}$ in the range $35^{\circ}<\theta_{s p h}<145^{\circ}$. A sample of 516963 events were selected in this way, with a residual contamination from $\mathrm{Z} \rightarrow \tau^{+} \tau^{-}$determined from Monte Carlo to be $0.3 \%$.

In addition to the cuts described above, several cuts on the quality of the measured ionization were applied. The increase in sample length as polar angle decreases from $90^{\circ}$ to $45^{\circ}$ leads to a significant improvement in resolution. At smaller angles to the beam axis, tracks pass through the TPC end-plates, with a loss of wire measurements and a consequent degradation in resolution. Therefore tracks were required to have a polar angle such that $0.25<|\cos \theta|<0.85$. At least 150 wire measurements were required, or at least 80 wire measurements for scaled momentum $z<0.018$ (when the track may spiral within the TPC). Tracks at high momentum (the relativistic rise region) with $\mathrm{d} E / \mathrm{d} x>2.3$, arising from false association of ionization from distinct tracks, were excluded, where $\mathrm{d} E / \mathrm{d} x$ is the truncated mean ionization, to be described in the following section. Nuclear interactions in the material of the detector give rise to an excess of protons over antiprotons at low momentum. Due to the difficulties of simulating the rates of these interactions, only negative tracks were selected for $z<0.060$.

## $3 \quad \frac{\mathrm{~d} E}{\mathrm{~d} x}$ measurement

Charged particles are identified by a simultaneous measurement of their momentum $p$ and ionization energy loss in the TPC. The ionization deposited by a track traversing the entire TPC is sampled on up to 338 sense wires, of pitch 4 mm , in multiwire proportional chambers, of which there are 18 at each end of the detector. The TPC operates with a gas pressure at slightly above atmospheric pressure, and follows atmospheric variations. A correction is made for the resulting change in the gas amplification factor. The raw charge measurements are corrected for geometrical path length, charge attenuation along the drift length, variations in gain over the surface of a sector and variations between sectors.

An individual charge sample is associated with a track if it lies within a window in $z$ (the drift direction) of $\pm 29 \mathrm{~mm}$ about the fitted track helix (the FWHM of the distribution of electrons from a track parallel to the end-plate is 14 mm ). If the sample lies within 30 mm of another helix, it is rejected. The specific energy loss $\mathrm{d} E / \mathrm{d} x$ is estimated from the truncated mean of the usable samples associated with a track, discarding the lower $8 \%$ and upper $40 \%$ of samples. The upper cut prevents large fluctuations in the mean from relatively rare high-energy collisions corresponding to the Landau tail of the energy-loss distribution. The $8 \%$ cut is necessary because a lower threshold cut on the charge measured per wire is made in the front-end electronics, in order to keep the raw data rate to a manageable level. Tracks nearly perpendicular to the beam have a shorter sample length, and hence a smaller absolute charge, per wire, so that individual samples are more likely to be rejected by the threshold cut and the measured $\mathrm{d} E / \mathrm{d} x$ is shifted upwards. The fraction of wire measurements below threshold is practically never larger than $8 \%$, so removing the lower $8 \%$ of samples (including those already below threshold) eliminates any threshold bias. The 1.5 T magnetic field causes low-momentum particles to spiral within the TPC. Only the first half-turn of the helix is used to estimate $\mathrm{d} E / \mathrm{d} x$, hence the maximum number of samples available is reduced for these tracks.

In a scatter-plot of $\mathrm{d} E / \mathrm{d} x$ versus momentum $p$ for tracks from hadronic events (figure 1a), clearlydefined bands corresponding to electrons, pions, kaons and protons can be seen (muons cannot be distinguished from the pions). The $\mathrm{d} E / \mathrm{d} x$ is normalized such that minimum-ionizing pions have $\langle\mathrm{d} E / \mathrm{d} x>\equiv 1$. The large statistical spread in $\mathrm{d} E / \mathrm{d} x$ means that the bands overlap over a significant range of momentum - the separation between kaons and protons is less than two standard deviations for momenta greater than $3 \mathrm{GeV} / \mathrm{c}$. Hence the particle rates can be determined on a statistical basis only. In those regions where bands of different species cross, their rates cannot be determined.

The expected energy loss per unit length, $\langle\mathrm{d} E / \mathrm{d} x\rangle=\mu$, where $\mathrm{d} E / \mathrm{d} x$ is the truncated mean, is given by the Bethe-Bloch formula [5], a parametrization of which has been fitted to ALEPH data: protons and kaons in the $\frac{1}{\beta^{2}}$ region, pions at the minimum and conversion electrons in the Fermi plateau from hadronic events, together with isolated electrons and muons from $\mathrm{Z} \rightarrow \ell^{+} \ell^{-}$at the extreme of the plateau [6]. Residual deviations of this parametrization from the data at given $\beta \gamma$, of order $0.5 \%$ (equivalent to $\sim 0.07 \sigma$ ), were accounted for by refitting the pion peak position in bins of scaled momentum. The expected $\mathrm{d} E / \mathrm{d} x$ as a function of momentum is superimposed on figure 1 a .

The truncated mean for tracks of given polar angle and number of individual charge measurements $n_{s}$ is expected to follow a Gaussian distribution with mean $\mu$. The width $\sigma_{\mathrm{dE} / \mathrm{dc}}$ depends on $n_{s}$, and on the path length of the individual measurements. The resolution was measured with a sample of minimumionizing pions, which are both abundant and well-separated from other particle bands. The resolution is parametrized as

$$
\frac{\sigma_{\mathrm{dE} / \mathrm{dx}}}{\mu}=\frac{0.85}{n_{s}^{c_{1}} \ell_{2} \mu^{c_{3}}} .
$$

Here, $\ell$ is the mean length of all the usable measurements and $c_{1,2,3} \approx \frac{1}{2}$ are constants [6]. The factors $\sim \ell^{-\frac{1}{2}}$ and $\mu^{-\frac{1}{2}}$ arise because the number $n$ of primary electrons (after truncation) follows a Poisson distribution with mean proportional to $\ell \mu$; fluctuations in $n$ are then expected to be of order $\sqrt{n}$. For a minimum ionizing track with 270 samples and a mean sample length of 0.5 cm the resolution is $7.0 \%$.

Hence the $\mathrm{d} E / \mathrm{d} x$ distribution for all the selected tracks is a sum of many Gaussians of a single mean $\mu$ but with varying widths $\sigma_{\mathrm{dE} / \mathrm{ds}}\left(n_{s}, \ell\right)$. Figure 1 b shows the difference between the measured and expected $d E / \mathrm{d} x$ for a sample of minimum-ionizing pions in units of the resolution: the measured $\mathrm{d} E / \mathrm{d} x$ is well described by a single Gaussian over three standard deviations.

## 4 Likelihood fit for the particle rates

The differential cross-sections for $\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ) were determined by a maximum-likelihood fit to the measured $\mathrm{d} E / \mathrm{d} x$ distribution in 48 bins in $z=p_{\text {hadron }} / p_{\text {beam }}$. For a given momentum, number of wire measurements and mean sample length, the distribution of $\mathrm{d} E / \mathrm{d} x$ is given by the probability density

$$
g\left(\frac{\mathrm{dF}}{\mathrm{~d} x}, n_{s}, \ell ; f_{i}\right)=\sum_{i} \frac{f_{i}}{\sqrt{2 \pi} \sigma_{i}} \exp \left(\frac{-\left(\frac{\mathrm{d} E}{\mathrm{~d} x}-\mu_{i}(p)\right)^{2}}{2 \sigma_{i}^{2}}\right)
$$

where $\mu_{i}$ is the expected $\mathrm{d} E / \mathrm{d} x$ and $f_{i}$ is the fraction of particles of type $i=\mathrm{e}, \pi, \mathrm{K}$ or p (i.e. a sum of four Gaussians: muons are not distinguished in the fit, but are removed in the efficiency correction). Here, $\sigma_{i}$ includes the $\mathrm{d} E / \mathrm{d} x$ resolution $\sigma_{d E / d \mathrm{c}}$ and the uncertainty in $\mu_{i}$ from the error on momentum $p$. One of the $f_{i}$ is determined by the constraint $\sum_{i} f_{i}=1$. The fractions are obtained by maximizing the function

$$
\mathcal{L}=\frac{e^{-\varphi} \varphi^{N}}{N!} \prod_{j=1}^{N} g_{j}\left(\frac{d E}{d x}, n_{s}, \ell ; f_{i}\right)
$$

where the product runs over all the tracks in each $z$ bin. The Poisson factor in front represents the probability of obtaining a sample of size $N$ from a distribution of mean $\varphi$. With $\varphi_{i}=\varphi f_{i}$ being the mean number of particles of type $i, \mathcal{L}$ becomes

$$
\mathcal{L}=\frac{e^{-\left(\varphi_{\mathrm{e}}+\varphi_{\pi}+\varphi_{\mathrm{K}}+\varphi_{\mathrm{p}}\right)}}{N!} \prod_{j=1}^{N} g_{j}\left(\frac{\mathrm{dE}}{\mathrm{~d} x}, n_{s}, \ell ; \varphi_{i}\right)
$$

There are four free parameters, $\varphi_{\pi}, \varphi_{\mathrm{K}}, \varphi_{\mathrm{p}}$ and $\varphi_{e}$, where $\sum_{i} \varphi_{i}=\varphi$. All the tracks appear in $\mathcal{L}$ with their correct resolution given their number of charge measurements and polar angle.

Figure 1 c shows the $\mathrm{d} E / \mathrm{d} x$ distribution for $0.12<z<0.13$ with the function $\left.\left.g\left(\frac{\mathrm{~d} E}{\mathrm{~d} x},<n_{s}\right\rangle,<\ell\right\rangle ; \varphi_{i}\right)$ superimposed, illustrating the quality of the likelihood fit.

## 5 Background and efficiency corrections

Background contamination of the hadronic event sample and efficiency of the selection cuts were determined by Monte Carlo simulation. The background from $\mathrm{Z} \rightarrow \tau^{+} \tau^{-}$decays was obtained with a sample of events generated with the KORALZ Monte Carlo [7], and a mounts to $0.3 \%$ of selected hadronic events. The contamination of individual species is small, due to the low multiplicity of $\tau$ events, reaching $2.4 \%$ of pions in the highest $z$ bin $(0.6<z<0.8)$, and was subtracted bin by bin from the $\varphi_{i}$. The background from $\gamma \gamma \rightarrow$ hadrons is negligible.

The measured particle rates were then corrected for the effects of geometrical acceptance and track reconstruction efficiency, interactions in the material of the detector and initial state radiation using an event generator based on the DYMU [8] and JETSET 7.3 programs. With a detailed simulation of the detector, the effect of the individual selection cuts was compared in data and Monte Carlo. Good agreement was found, except in the distribution of number of samples per track: high-momentum tracks, which remain close to the core of a jet and are most subject to the loss of samples through overlap with other tracks, have on average slightly fewer wire measurements per track in the Monte Carlo than in the data. A momentum-dependent adjustment was made in the cut on $n_{s}$ for the Monte Carlo, so that
the same fraction of tracks pass the cut in data and Monte Carlo. This correction varies smoothly with increasing $z$ from $2 \%$ up to $10 \%$ of tracks in the highest bins, and does not bias the relative proportions of hadrons selected.

A bin-by-bin correction factor was calculated for each species from the Monte Carlo. To allow comparison with other published data, all particles of lifetime less than $10^{-9} \mathrm{~s}$ were forced to decay. In consequence, the particle rates include contributions from $\Lambda$ and other weakly-decaying baryons, and from $\mathrm{K}_{\mathrm{s}}^{0}$ decays, but not from $\mathrm{K}_{\mathrm{L}}^{0}$ or $\mathrm{K}^{ \pm}$decays.

The rapid energy loss in the $\frac{1}{\beta^{2}}$ region causes protons and kaons to slow down significantly in their passage through the detector, so that the reconstructed momentum is systematically lower than the original momentum. This migration to lower momentum has been studied with the Monte Carlo, and a correction applied for kaons of $z<0.010$ and protons of $z<0.018$. The acceptance after the cuts described in section 2 (apart from the requirement of negative tracks) is typically $\sim 50 \%$ for all species, dipping to $\sim 35 \%$ at high momentum where overlapping tracks reduce the number of samples. The acceptance drops rapidly to $\sim 10 \%$ for highly ionizing protons and kaons below $0.35 \mathrm{GeV} / c$, due to saturation of the charge measurement. The contamination in the pion rate from muons, which are not distinguished in the likelihood fit, was corrected according to the prediction of JETSET. The correction is $3.5 \%$ at low momentum, decreasing to $2 \%$ at $z \sim 0.04$ and then increasing again to $5 \%$ at high momentum. A large fraction of low-momentum charged kaons decay in the volume of the TPC. Studies show that decay products of highly-curved, low-momentum tracks are virtually always reconstructed as separate tracks, and are effectively removed by the requirement that tracks originate near the interaction point.

## 6 Systematic error analysis

The fitted particle rates depend crucially on the expected $\mathrm{d} E / \mathrm{d} x, \mu$, and resolution, $\sigma_{\mathrm{dE} / \mathrm{d}}$, entered in the likelihood function. After the corrections to the raw charge measurements described in section 3, some residual systematic variations in $\langle\mathrm{d} E / \mathrm{d} x\rangle$ are observed. Minimum-ionizing pions exhibit a $\pm 0.3 \%$ variation in mean measured $\mathrm{d} E / \mathrm{d} x$ with polar angle, and a relative deviation of up to $\pm 3 \%$ from the expected resolution.

The systematic error in the particle rates arising from this uncertainty in $\mu$ was estimated by shifting $\mu_{i}$ by $0.3 \%$ for a single species and repeating the likelihood fit. This leads to errors of $\sim 1 \%, 6 \%$ and $8 \%$ in the rates of $\pi, \mathrm{K}$ and p respectively in the relativistic rise. Near the cross-over region the errors are larger, reflecting the ambiguity in the $d E / d x$ of different species. Non-Gaussian tails in the $d E / d x$ distribution give an error approximately one tenth of this. Likewise the error due to the uncertainty in $\sigma_{d E / d x}$ was estimated by scaling $\sigma_{\mathrm{dE} / \mathrm{dc}}$ and repeating the fit: errors of $\sim 0.4 \%, 0.4 \%$ and $2.5 \%$ result in the relativistic rise. These errors are highly correlated in consecutive bins, and between species within a bin.

Nuclear interactions in the material of the detector give rise to an excess of protons over antiprotons at low momentum. Comparison of this excess in Monte Carlo and data, and of the distributions of tracks not originating from the interaction point, indicate an uncertainty in the rate of particles produced in nuclear interactions of up to $\pm 10 \%$. This leads to an uncertainty of $\sim 0.1 \%, 0.03 \%$ and $0.2 \%$ for $\pi, \mathrm{K}$ and p respectively (recall that only negative tracks are selected for $z<0.060$ ).

As described above, the cut on $n_{s}$ was adjusted in the Monte Carlo such that the same fraction of tracks pass the cut as in the data. The relative change in efficiency obtained from the Monte Carlo is the same for all species in the relativistic rise. An error of $3 \%$ (the typical size of the correction) on the number of selected particles was assigned for all species. For highly-ionizing kaons below $z=0.010$, and protons below $z=0.018$, the error is $5 \%$.

The individual error contributions are added in quadrature. The largest contribution for pions is the $3 \%$ uncertainy in the efficiency. For protons and kaons in the relativistic rise the largest error arises from the uncertainty in the expected $\mathrm{d} E / \mathrm{d} x, \mu$; at low $z$ statistical errors and the error on the efficiency dominate.

## 7 Results

In figures 2-4 the differential cross-sections

$$
\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}(\mathrm{Z} \rightarrow i+X)
$$

are shown for $i=\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ). Here $\sigma_{T}$ is the total cross-section for the process $\mathrm{Z} \rightarrow$ hadrons, $z=p / p_{\text {beam }}$ is the scaled momentum. There is fair agreement within errors with the pion and kaon spectra measured by OPAL. The proton spectra are in agreement at low $z$, but OPAL observes fewer protons for $z>0.1$. Also shown are the predictions of the JETSET 7.3 and HERWIG 5.6 Monte Carlos. The fragmentation parameters of both models have been tuned to reproduce global event-shape and charged-particle inclusive distributions [9]. There is reasonable agreement in the $\pi^{ \pm}$differential crosssection. Both models predict a softer $K^{ \pm}$spectrum than is observed. Neither model reproduces the proton spectrum. Some problems may arise due to the inadequate simulation of the decays of $b$ and $c$ hadrons, and differences between models may be partly attributed to this. The ALEPH program HVFL04 [10] applies a more sophisticated description of these decays to JETSET only. The results are listed in tables $1-3$. The individual contributions to the overall error are shown separately.

In figure 5 the ratios of the rates of kaons to pions and protons to pions are shown as a function of $z$, together with the Monte Carlo predictions. With the parameter values of reference [9], the ratio of strange to non-strange mesons is underestimated by both models above $z=0.2$, and neither reproduces the fraction of protons as a function of $z$.

An important property of perturbative QCD is the coherence of gluon radiation. Destructive interference reduces the phase space for soft gluon emission leading to a suppression of gluons at low $z$. The $\xi=\ln (1 / z)$ distribution for gluons can be calculated in the modified leading logarithm approximation (MLLA), in which dominant leading and next-to-leading order terms at each branching are resummed to all orders. This is equivalent to a parton shower including coherence. The distribution is asymptotically Gaussian about its peak [11] with a maximum at

$$
\begin{equation*}
\xi^{\star}=Y\left(\frac{1}{2}+a \sqrt{\frac{\alpha_{s}(Y)}{32 N_{c} \pi}}-a^{2} \frac{\alpha_{s}(Y)}{32 N_{c} \pi}+\cdots\right) \tag{1}
\end{equation*}
$$

where $Y=\ln \left(E_{c m} / 2 \Lambda\right), \alpha_{s}(Y)=2 \pi / b Y, a=\left(11 N_{c}+2 n_{f} / N_{c}^{2}\right) / 3$ and $b=\left(11 N_{c}-2 n_{f}\right) / 3$ for $N_{c}$ colours and $n_{f}$ flavours. Three flavours are assumed, as the three light quark species dominate quark pair production in the gluon cascade. $\Lambda$ is an effective QCD scale, not directly related to $\Lambda_{\overline{\mathrm{MS}}}$. The leading term $\xi^{\star}=\frac{1}{2} Y$ arises from the so-called double logarithm approximation in which only simultaneously soft and collinear divergent terms are resummed. Equation (1) can be compared to a parton shower without angular ordering [11], for which $\xi^{\star}=Y$, a factor two greater than expected with coherence.

According to the hypothesis of local parton-hadron duality [11], the inclusive distributions of finalstate hadrons should have the same form, up to a normalization constant. Hence, $\xi^{\star}$ should vary as a function of $\ln \left(E_{c m}\right)$ according to equation (1), with a single free parameter $\Lambda$. The value of $\Lambda$ can be expected to change with particle type.

Peak positions $\xi^{\star}$ for the inclusive differential cross-sections presented here were determined by fitting a Gaussian about the maximum in $\mathrm{d} \sigma / \mathrm{d} \xi$. At extreme values of $\xi$, the Gaussian approximation is no longer expected to be valid. Therefore the fitted range was gradually extended until the $\chi^{2}$ per degree of freedom began to increase rapidly; the maximum range over which the $\chi^{2}$ per degree of freedom had remained flat gave the nominal $\xi^{\star}$. When the fitted $\xi^{\star}$ for subsets of this range varied by more than the expected statistical fluctuation, a systematic error was determined, taking into account the correlation between the measurements. Figure 6 shows the differential cross-section in $\xi$ with the fits superimposed.

The effect of systematic errors in the cross-section measurements was estimated by moving the data by their individual systematic errors and refitting over the same range. The systematic errors were
conservatively assumed to be completely correlated from bin to bin, but to be anticorrelated on either side of the peak. The fitted $\xi^{\star}$ and their errors are shown in table 4 . The same technique was applied to the inclusive differential cross-sections for $\mathrm{K}_{\mathrm{s}}^{0}$ and $\Lambda$ baryons [12]. The resulting $\xi^{\star}$ are shown in table 4.

The stability of the fits, given the lack of data on the peak, was studied in the corresponding distributions for charged particles (without identification) [9], $\mathrm{K}_{\mathrm{s}}^{0}$ and $\Lambda$ baryons, for which data are available across the entire $\xi$ range. Including and excluding from the fit data corresponding to the unmeasured regions in the respective $\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ) distributions, the fitted peak was found to move by much less than the quoted error.

Peak positions for pions, kaons and protons have been published by OPAL [3] at the Z and TOPAZ [13] at $58 \mathrm{GeV} / c$. Differential cross-sections published by TASSO [14, 15] ( $14-44 \mathrm{GeV} / c$ ) and TPC [16, 17] $(29 \mathrm{GeV} / c)$ quote a combined statistical and systematic error. For these data a peak position was determined as described above, assuming the quoted errors to be uncorrelated. Variations in $\xi^{\star}$ resulting from changing the range fitted in $\xi$ are within the statistical error. Figure 7 shows the fitted $\xi^{\star}$ as a function of energy. The error shown is the quadratic sum of statistical and systematic errors.

Superimposed on figure 7 are fits according to equation (1). For both pions and protons there is good agreement with the MLLA calculation. The kaon $\xi^{\star}$ at the Z are low relative to this calculation and the lower energy data, and are excluded from the fit. Kaons arising from the decays of $b$ hadrons lie just to the left of the peak in $\xi$ with respect to kaons created from quarks in fragmentation, pulling $\xi^{\star}$ to lower values. It is estimated that the larger proportion of bb pairs produced at the Z relative to $\mathrm{e}^{+} \mathrm{e}^{-}$ annihilation at lower energies causes $\xi^{\star}$ to move downwards by $\sim 0.25$. This shift is shown on figure 7 , and brings the data into reasonable agreement with an extrapolation of the fitted function. Also shown for pions on figure 7, and clearly incompatible with the data, is the predicted dependence $\xi^{\star}=Y$ of an incoherent shower.

## 8 Conclusion

Inclusive differential cross-sections for $\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ) in hadronic Z decays have been measured as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ There is fair agreement with the measurement of OPAL in the pion and kaon differential cross-sections; we observe a harder proton spectrum, however. With the parameter values of reference [9], JETSET 7.3 and HERWIG 5.6 predict a softer $K^{ \pm}$spectrum than is observed, and neither reproduces the measured proton differential cross-section. The evolution with centre-of-mass energy of the peak position $\xi^{\star}$ has been determined, and is found to be in good agreement with the MLLA calculation, which incorporates the coherence of gluon radiation. An incoherent parton shower is incompatible with the data.
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| $\pi^{ \pm}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $z$ interval | $<z>$ | $\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z} \pm \sigma_{\text {stat }} \pm \sigma_{\text {sys }}$ |  |  |
| 0.0050-0.0055 | 0.00526 | 482.9 | $\pm 5.9$ | $\pm 1.3$ |
| 0.0055-0.0060 | 0.00574 | 462.6 | $\pm 4.8$ | $\pm 0.9$ |
| 0.0060-0.0065 | 0.00622 | 496.5 | $\pm 4.6$ | $\pm 0.8$ |
| 0.0065-0.0070 | 0.00673 | 511.2 | $\pm 4.4$ | $\pm 0.8$ |
| 0.0070-0.0075 | 0.00722 | 507.7 | $\pm 4.2$ | $\pm 0.7$ |
| 0.0075-0.0080 | 0.00773 | 538.5 | $\pm 4.4$ | $\pm 0.7$ |
| 0.0080-0.0085 | 0.00822 | 484.2 | $\pm 3.9$ | $\pm 0.6$ |
| 0.0085-0.0090 | 0.00871 | 499.7 | $\pm 3.9$ | $\pm 0.7$ |
| 0.0090-0.0095 | 0.00922 | 494.6 | $\pm 3.8$ | $\pm 0.6$ |
| 0.0095-0.010 | 0.00972 | 473.9 | $\pm 3.6$ | $\pm 0.5$ |
| 0.010-0.011 | 0.0105 | 460.9 | $\pm 2.5$ | $\pm 0.5$ |
| 0.011-0.012 | 0.0115 | 425.6 | $\pm 2.3$ | $\pm 0.5$ |
| 0.012-0.013 | 0.0125 | 420.7 | $\pm 2.3$ | $\pm 0.4$ |
| 0.013-0.014 | 0.0135 | 380.5 | $\pm 2.2$ | $\pm 0.4$ |
| 0.014-0.016 | 0.0147 | 360.8 | $\pm 1.5$ | $\pm 0.6$ |
| 0.016-0.018 | 0.0167 | 324.0 | $\pm 1.4$ | $\pm 1.8$ |
| 0.045-0.050 | 0.0470 | 103.96 | $\pm 0.61$ | $\pm 2.09$ |
| 0.050-0.055 | 0.0520 | 89.95 | $\pm 0.53$ | $\pm 1.02$ |
| 0.055-0.060 | 0.0570 | 78.96 | $\pm 0.50$ | $\pm 0.90$ |
| 0.060-0.065 | 0.0619 | 69.36 | $\pm 0.35$ | $\pm 0.72$ |
| 0.065-0.070 | 0.0669 | 61.35 | $\pm 0.33$ | $\pm 0.60$ |
| 0.070-0.075 | 0.0719 | 55.27 | $\pm 0.32$ | $\pm 0.49$ |
| 0.075-0.080 | 0.0769 | 49.91 | $\pm 0.30$ | $\pm 0.44$ |
| 0.080-0.085 | 0.0819 | 44.33 | $\pm 0.29$ | $\pm 0.38$ |
| 0.085-0.090 | 0.0870 | 40.24 | $\pm 0.27$ | $\pm 0.34$ |
| 0.090-0.10 | 0.0942 | 35.38 | $\pm 0.18$ | $\pm 0.30$ |
| 0.10-0.11 | 0.104 | 29.51 | $\pm 0.17$ | $\pm 0.25$ |
| 0.11-0.12 | 0.114 | 24.91 | $\pm 0.16$ | $\pm 0.22$ |
| 0.12-0.13 | 0.124 | 21.06 | $\pm 0.14$ | $\pm 0.18$ |
| 0.13-0.14 | 0.134 | 18.16 | $\pm 0.13$ | $\pm 0.16$ |
| 0.14-0.15 | 0.144 | 15.46 | $\pm 0.12$ | $\pm 0.15$ |
| 0.15-0.16 | 0.154 | 13.64 | $\pm 0.12$ | $\pm 0.13$ |
| 0.16-0.18 | 0.169 | 11.00 | $\pm 0.07$ | $\pm 0.11$ |
| 0.18-0.20 | 0.189 | 8.484 | $\pm 0.066$ | $\pm 0.094$ |
| 0.20-0.25 | 0.222 | 5.621 | $\pm 0.035$ | $\pm 0.071$ |
| 0.25-0.30 | 0.272 | 3.181 | $\pm 0.026$ | $\pm 0.047$ |
| 0.30-0.40 | 0.342 | 1.563 | $\pm 0.013$ | $\pm 0.028$ |
| 0.40-0.60 | 0.476 | 0.4495 | $\pm 0.0051$ | $\pm 0.0100$ |
| 0.60-0.80 | 0.674 | 0.0767 | $\pm 0.0021$ | $\pm 0.0021$ |

Table 1: Differential cross-section $\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}$ as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ for $\pi^{ \pm}$. The first error shown is the statistical error. The second includes the systematic errors from the uncertainties in $\mu$ (dominant for $z>$ 0.045 ) and $\sigma_{\mathrm{dE/dc}}$ and from nuclear interactions. There is an additional $3 \%$ relative error from the uncertainty in the $n_{s}$ distribution.

| $\mathrm{K} \pm$ |  |  |  |  |
| :---: | :---: | ---: | :--- | :--- |
| $z$ interval | $<z>$ | $\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z} \pm \sigma_{\text {stat }} \pm \sigma_{\text {sys }}$ |  |  |
| $0.0055-0.0060$ | 0.00574 | 12.40 | $\pm 1.12$ | $\pm 0.01$ |
| $0.0060-0.0065$ | 0.00622 | 13.27 | $\pm 0.91$ | $\pm 0.01$ |
| $0.0065-0.0070$ | 0.00673 | 15.33 | $\pm 0.90$ | $\pm 0.01$ |
| $0.0070-0.0075$ | 0.00722 | 17.43 | $\pm 0.92$ | $\pm 0.02$ |
| $0.0075-0.0080$ | 0.00773 | 18.33 | $\pm 0.88$ | $\pm 0.02$ |
| $0.0080-0.0085$ | 0.00822 | 19.62 | $\pm 0.90$ | $\pm 0.02$ |
| $0.0085-0.0090$ | 0.00871 | 20.02 | $\pm 0.86$ | $\pm 0.05$ |
| $0.0090-0.0095$ | 0.00922 | 21.66 | $\pm 0.88$ | $\pm 0.12$ |
| $0.013-0.014$ | 0.0135 | 25.84 | $\pm 0.66$ | $\pm 0.50$ |
| $0.014-0.016$ | 0.0147 | 27.46 | $\pm 0.47$ | $\pm 0.68$ |
| $0.016-0.018$ | 0.0167 | 27.63 | $\pm 0.53$ | $\pm 2.20$ |
| $0.070-0.075$ | 0.0719 | 10.60 | $\pm 0.30$ | $\pm 1.28$ |
| $0.075-0.080$ | 0.0769 | 9.53 | $\pm 0.26$ | $\pm 0.98$ |
| $0.080-0.085$ | 0.0819 | 9.15 | $\pm 0.23$ | $\pm 0.83$ |
| $0.085-0.090$ | 0.0870 | 8.41 | $\pm 0.21$ | $\pm 0.71$ |
| $0.090-0.10$ | 0.0942 | 7.96 | $\pm 0.14$ | $\pm 0.56$ |
| $0.10-0.11$ | 0.104 | 7.26 | $\pm 0.13$ | $\pm 0.47$ |
| $0.11-0.12$ | 0.114 | 6.34 | $\pm 0.11$ | $\pm 0.37$ |
| $0.12-0.13$ | 0.124 | 5.63 | $\pm 0.11$ | $\pm 0.32$ |
| $0.13-0.14$ | 0.134 | 4.94 | $\pm 0.10$ | $\pm 0.28$ |
| $0.14-0.15$ | 0.144 | 4.39 | $\pm 0.09$ | $\pm 0.24$ |
| $0.15-0.16$ | 0.154 | 4.22 | $\pm 0.09$ | $\pm 0.22$ |
| $0.16-0.18$ | 0.169 | 3.63 | $\pm 0.06$ | $\pm 0.18$ |
| $0.18-0.20$ | 0.189 | 3.10 | $\pm 0.05$ | $\pm 0.15$ |
| $0.20-0.25$ | 0.222 | 2.245 | $\pm 0.029$ | $\pm 0.109$ |
| $0.25-0.30$ | 0.272 | 1.538 | $\pm 0.025$ | $\pm 0.076$ |
| $0.30-0.40$ | 0.342 | 0.841 | $\pm 0.013$ | $\pm 0.043$ |
| $0.40-0.60$ | 0.476 | 0.2936 | $\pm 0.0053$ | $\pm 0.0146$ |
| $0.60-0.80$ | 0.674 | 0.0596 | $\pm 0.0022$ | $\pm 0.0031$ |

Table 2: Differential cross-section $\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}$ as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ for $\mathrm{K}^{ \pm}$. The first error shown is the statistical error. The second includes the systematic errors from the uncertainties in $\mu$ (dominant for $z>$ $0.045)$ and $\sigma_{\mathrm{dE} / \mathrm{dc}}$ and from nuclear interactions. There is an additional $3 \%$ relative error ( $5 \%$ below $z=0.010$ ) from the uncertainty in the $n_{s}$ distribution.

| $(\mathrm{P}, \overline{\mathrm{p}})$ |  |  |  |  |  |
| :---: | :---: | ---: | :--- | :--- | :---: |
|  |  |  |  |  |  |
| $z$ interval | $<z>$ | $\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z} \pm \sigma_{\text {stat }}$ | $\pm \sigma_{\text {sys }}$ |  |  |
| $0.010-0.011$ | 0.0105 | 8.32 | $\pm 0.35$ | $\pm 0.00$ |  |
| $0.011-0.012$ | 0.0115 | 8.95 | $\pm 0.36$ | $\pm 0.00$ |  |
| $0.012-0.013$ | 0.0125 | 9.80 | $\pm 0.36$ | $\pm 0.01$ |  |
| $0.013-0.014$ | 0.0135 | 10.30 | $\pm 0.38$ | $\pm 0.01$ |  |
| $0.014-0.016$ | 0.0147 | 10.70 | $\pm 0.26$ | $\pm 0.01$ |  |
| $0.016-0.018$ | 0.0167 | 11.58 | $\pm 0.27$ | $\pm 0.04$ |  |
| $0.024-0.026$ | 0.0247 | 12.37 | $\pm 0.18$ | $\pm 0.23$ |  |
| $0.026-0.028$ | 0.0268 | 12.46 | $\pm 0.18$ | $\pm 0.44$ |  |
| $0.070-0.075$ | 0.0719 | 5.315 | $\pm 0.216$ | $\pm 0.876$ |  |
| $0.075-0.080$ | 0.0769 | 5.008 | $\pm 0.183$ | $\pm 0.639$ |  |
| $0.080-0.085$ | 0.0819 | 4.445 | $\pm 0.162$ | $\pm 0.549$ |  |
| $0.085-0.090$ | 0.0870 | 4.555 | $\pm 0.154$ | $\pm 0.474$ |  |
| $0.090-0.10$ | 0.0942 | 3.742 | $\pm 0.092$ | $\pm 0.355$ |  |
| $0.10-0.11$ | 0.104 | 3.355 | $\pm 0.084$ | $\pm 0.292$ |  |
| $0.11-0.12$ | 0.114 | 2.905 | $\pm 0.077$ | $\pm 0.232$ |  |
| $0.12-0.13$ | 0.124 | 2.653 | $\pm 0.072$ | $\pm 0.205$ |  |
| $0.13-0.14$ | 0.134 | 2.371 | $\pm 0.068$ | $\pm 0.178$ |  |
| $0.14-0.15$ | 0.144 | 2.137 | $\pm 0.064$ | $\pm 0.162$ |  |
| $0.15-0.16$ | 0.154 | 1.878 | $\pm 0.061$ | $\pm 0.146$ |  |
| $0.16-0.18$ | 0.169 | 1.696 | $\pm 0.041$ | $\pm 0.118$ |  |
| $0.18-0.20$ | 0.189 | 1.299 | $\pm 0.036$ | $\pm 0.099$ |  |
| $0.20-0.25$ | 0.222 | 0.966 | $\pm 0.020$ | $\pm 0.073$ |  |
| $0.25-0.30$ | 0.272 | 0.614 | $\pm 0.017$ | $\pm 0.054$ |  |
| $0.30-0.40$ | 0.342 | 0.305 | $\pm 0.009$ | $\pm 0.031$ |  |
| $0.40-0.60$ | 0.476 | 0.0784 | $\pm 0.0034$ | $\pm 0.0110$ |  |
| $0.60-0.80$ | 0.674 | 0.0054 | $\pm 0.0011$ | $\pm 0.0022$ |  |

Table 3: Differential cross-section $\frac{1}{\sigma_{T}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}$ as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ for ( $p, \bar{p}$ ). The first error shown is the statistical error. The second includes the systematic errors from the uncertainties in $\mu$ (dominant for $z>0.045$ ) and $\sigma_{\mathrm{dE} / \mathrm{Ac}}$ and from nuclear interactions. There is an additional $3 \%$ relative error ( $5 \%$ below $z=0.018$ ) from the uncertainty in the $n_{s}$ distribution.

|  | $\xi^{\star}$ | fitted $\xi$ range |
| :---: | :---: | :---: |
| $\pi^{ \pm}$ | $3.776 \pm 0.004 \pm 0.024$ | $1.97-4.77$ |
| $\mathrm{~K}^{ \pm}$ | $2.70 \pm 0.01 \pm 0.09$ | $1.39-4.34$ |
| $\mathrm{~K}_{\mathrm{s}}^{0}$ | $2.67 \pm 0.01 \pm 0.05$ | $1.60-4.40$ |
| $(\mathrm{~s}, \overline{\mathrm{p}})$ | $2.85 \pm 0.01 \pm 0.15$ | $1.39-3.73$ |
| $(\Lambda, \bar{\Lambda})$ | $2.72 \pm 0.02 \pm 0.05$ | $1.20-3.60$ |

Table 4: Position of the peak $\xi^{\star}$ in $\mathrm{d} \sigma / \mathrm{d} \xi$ for pions, charged and neutral kaons, protons and $\Lambda$ baryons. The first error quoted is statistical, the second systematic.


Figure 1: a) Truncated mean $\mathrm{d} E / \mathrm{d} x$ as a function of $z=p / p_{\text {beam }}$ for selected tracks from hadronic events. The $\mathrm{d} E / \mathrm{d} x$ is normalized such that minimum-ionizing pions have $\langle\mathrm{d} E / \mathrm{d} x\rangle \equiv 1$. Superimposed is the expected $\frac{\mathrm{d} E}{\mathrm{~d} x}$ for e, $\pi, \mathrm{K}$ and p . b) Measured - expected $\mathrm{d} E / \mathrm{d} x$ in units of the resolution for a sample of minimum-ionizing pions $(0.40<p<0.55 \mathrm{GeV} / c)$. Superimposed is a Gaussian of unit width and zero mean. c) Distribution of $\mathrm{d} E / \mathrm{d} x$ for selected tracks in the interval $0.12<z<0.13$. Superimposed is an illustration of the likelihood fit.


Figure 2: Differential cross-section as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ for $\pi^{ \pm}$, compared with the measurement of OPAL and the predictions of JETSET and HERWIG. The errors shown are the quadratic sum of statistical and systematic errors.


Figure 3: Differential cross-section as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ for $\mathrm{K}^{ \pm}$, compared with the measurement of OPAL and the predictions of JETSET and HERWIG. The errors shown are the quadratic sum of statistical and systematic errors.


Figure 4: Differential cross-section as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$ for ( $\mathrm{p}, \overline{\mathrm{p}}$ ), compared with the measurement of OPAL and the predictions of JETSET and HERWIG. The errors shown are the quadratic sum of statistical and systematic errors.


Figure 5: Ratios of the rates of (a) $\mathrm{K}^{ \pm} / \pi^{ \pm}$and (b) (p, $\left.\overline{\mathrm{p}}\right) / \pi^{ \pm}$as a function of $z=p_{\text {hadron }} / p_{\text {beam }}$, compared with the predictions of JETSET (solid line) and HERWIG (dashed line). The errors shown are the quadratic sum of statistical and systematic errors.


Figure 6: The $\xi$ distribution for $\pi^{ \pm}, \mathrm{K}^{ \pm}$and ( $\mathrm{p}, \overline{\mathrm{p}}$ ). Superimposed are Gaussian fits around the peak in $\xi$. The errors shown are a quadratic sum of statistical and systematic errors.


Figure 7: Position of the peak $\xi^{\star}$ in $\frac{d \sigma}{d \xi}$ as a function of centre-of-mass energy for pions, kaons and protons for the inclusive differential crosssections presented here (filled points) and those of other experiments (TASSO [14,15], TPC/2 $\gamma[16,17]$, TOPAZ [13] and OPAL [3]). The solid lines are fits to, from top to bottom, pion, kaon and proton data according to equation (1), assuming three flavours. The arrow represents the estimated shift in $\xi^{\star}$ for kaons at the $Z$ due to $b$ hadron decays, and is to be compared with the extrapolation of equation (1) (dashed line). The dot-dashed line is the prediction for an incoherent parton shower.
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