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Summary

Pioneering studies aim to improve the everyday life of motor-impaired patients
by providing motor rehabilitation devices controlled directly by brain activity.
In order to use these neuroprostheses efficiently, patients need online sensory
feedback to guide and correct ongoing movements. It is known that precise
somatosensory information from the body parts, and not only visual infor-
mation, is vital for dexterous control. Thus, brain-machine interfaces (BMIs)
should both read neural activity from the brain and feed back sensory infor-
mation about the prostheses current state. Recent efforts in closed-loop BMI
systems are addressing this challenge promisingly. However, an understanding
of the neuronal mechanisms of sensorimotor integration will be necessary to
optimize sensory feedback delivery. In this thesis, we are using a low-latency,
closed loop brain-machine interface for head-fixed mice, which combines elec-
trophysiological recordings in M1 and optogenetic stimulation in the primary
somatosensory cortex (S1). We aim to reveal general rules about how the brain
uses spatio-temporal patterns of cortical activity in order to generate feedback-
corrected motor commands, and further understand the mechanisms behind
the computational rules for sensory-guided behavior. Firstly we showed that
taking into account the topographical organization of the whisker barrel cortex,
which highly reflects the organization of the whisker pad, favors the learning
of a sensory guided task. Secondly, we implemented an ultra-fast incremental
control algorithm to study the impact of latency in BMI learning. We expect
that mimicking the physiological intrinsic latency of the sensorimotor system

should promote learning.
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Foreword

This thesis aims to optimize the delivery of cortical feedback in a closed-loop
sensorimotor brain-machine interface. Of course, this theme in itself is ex-
tremely vast, as in this kind of device, there are a lot of variables that one can
play with. This thesis concentrates mainly on two aspects of this optimiza-
tion: First, the impact of the spatial distribution of the cortical stimulation.
Second, the importance of the closed-loop latency of the system, meaning the
time-lapse between the brain message generating the movement and the deliv-

ery of the corresponding feedback cortical stimulation.

To help the reader understand the context of the studies presented in the
methods and results section, I start by introducing the sensory motor system
in Part I, focusing on the cortex. In the first chapter of the introduction I
spend some time detailing the model used in the following studies, namely the
whisker system in rodents, and describe the interesting cortical topographi-
cal organizations in primary cortical areas. The second chapter describes the
plasticity mechanisms that could be at play during brain-machine interface
learning and their limits. As in the first chapter, I emphasize on plasticity
occurring at the cortical map level, and more specifically what happens for
the somatosensory cortex. In the last chapter of the introduction, I explain
how all of this is exploited with brain-machine interfaces, describe the recent
breakthroughs that were made in this field with a few examples, as well as the

main difficulties and challenges that the BMI community faces.

In Part II, the main results yielded by this PhD are presented, in the form
of a series of articles, each of them with a short presentation. The last study
aims to directly compare learning with different latencies, is still at its early
stage, and will be completed to achieve reproducible and well controlled re-
sults. Finally in the Discussion, we place our work in the general framework
and literature on the BMI field, and discuss the perspectives of this work. Two
additional articles to which I contributed but not directly related to my PhD
project are added in the Appendix.



Part 1

INTRODUCTION



Chapter 1

A spatio-temporal sensorimotor
integration

1.1 A natural closed loop system

Movement is continuously shaped by sensory information. To explore an envi-
ronment, find food and perform most actions, animals need sensory feedback
(Scott, 2016; Ahissar and Assa, 2016; Sauerbrei et al., 2020). In humans, pro-
prioception is crucial for limb positioning, while touch is critical for object
manipulation. In fact, loss of proprioception and touch can be disastrous,
as observed in somatosensory-impaired patients who do not ”feel” their body
(Sacks, 1985; Chesler et al., 2016; Cole, 2016). Sensorimotor closed-loop con-
trol is needed for maintaining posture and moving in space, but also for fine
dexterity to manipulate objects precisely (Johansson and Flanagan, 2009).
The human’s body thus permanently integrates in close-to-real time feedback
from the outside to correct motor commands. These adjusted motor com-
mands in the brain generate efferent copies who are then re-injected in the
loop and compared with sensory inputs to correct movement. To perform
this loop correctly, brain messages are not only timed very precisely, but are
also spatially constrained through topographical structures. In this first sec-
tion, the anatomy and functionality of this natural sensorimotor system will
be described non-exhaustively, with some examples of research conducted with

humans, monkeys and rodents.

1.1.1 From the exterior world to the cortex

Our body is filled with sensors which provide us information about the world
which surrounds us. Specifically, tactile information is encoded by somatosen-
sory neurons. The peripheral branches of these neurons innervate the skin and

transduce mechanical stimulus into action potentials. Very quickly, the mes-
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sage is transmitted by a chain of three neurons, going through the brainstem,
the thalamus and terminating in the parietal lobe, in the primary somatosen-
sory cortex (Figure 1.1 (A)). In the somatosensory cortex, a mapping of the
entire body emerges. This mapping was first observed with electrical micros-
timulations (Penfield and Boldrey, 1937). The ”"homunculus” described is a
deformed, continuous representation of the entire body (limbs, hands, face) as
if printed on the cortex (Figure 1.1 (B)). The representation of each part of
the body is roughly proportional in size to the complexity and diversity of the
sensory information that this body part is supposed to convey. For example,
the representation of the hand and fingers is highly disproportional compared
to its size in the exterior world. Apart from this anatomical description, the
exact use of the sensory cortex and the internal computations that it makes
remain unclear. While the standard view sees the somatosensory cortex only
as a sensory map, there is evidence that its function is not as simple (Brecht,
2017): First, lesions of the cortex in rats and humans have shown that the
cortex is not necessary to feel objects, at least for crude sensations. Second,
with some reorganization of intracortical connectivity, the cortex is capable of
generating “phantom limbs” even in the absence of peripheral nerves, going

beyond the role of a one to one sensory map.

As for the proprioceptive messages, which provide information about self move-
ment and body position, they rely on the activation of proprioceptors : muscle
spindles, Golgi tendon organs, and joint receptors. The message also ends up
in the somatosensory cortex. In particular, Brodmann area 3a of the human
somatosensory cortex responds mainly to the stimulation of these propriocep-
tors. For the mouse, this is less obvious and it is thought that proprioceptive

inputs are handled in a more diffuse manner.

1.1.2 The primary motor cortex and its role in motor commands

On the motor side, it is known that proper sensory and motor function involve
many cerebral areas as the cerebellum, the basal ganglia, the thalamus, and
several cortical areas... In particular, generating optimal sequences of move-
ment relies on higher order motor centers, including the primary motor cortex
(M1). Just like with the somatosensory cortex, Penfield mapped a ”motor

homunculus” through direct microstimulations of the cortex.

Even though the function of M1 is still hotly debated (Omrani et al., 2017),

there is ample evidence that motor cortex controls the initiation of voluntary
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Figure 1.1: Sensory pathway and cortical mapping in the primary somatosensory
cortex.

(A) Touch and proprioceptive sensory pathway adapted from 2011 Pearson education.

(B) Homunculus described by Penfield in 1937.

movement. For example, microstimulations of M1 elicit movement of body
parts in humans (Penfield and Boldrey, 1937), monkeys (Graziano and Aflalo,
2007) and rodents (Petersen, 2014), while inactivation of M1 blocks voluntary
movements (Guo et al., 2015). Analysis of the spiking activity of M1 neurons
shows that neurons are individually tuned to movement parameters, and that
distinct output patterns of subpopulations of M1 neurons take place during
distinct motor actions (Georgopoulos et al., 1986). These output patterns lead
to muscle activations via several direct and indirect pathways. As far as to
what exactly the M1 neurons are tuned best, although most agree that the
primary motor cortex is useful for complex motor commands (Lawrence and

Kuypers, 1968), there are still several approaches:

First, some researchers tend to correlate directly the activity of the primary
motor cortex with the subsequent contractions in the different muscles. In
2003, Sergio and Kalaska (Sergio and Kalaska, 2003) trained monkeys to exert
force, in a static fashion, with their arm in 8 different directions and from
eight different positions, while recording single neurons in the caudal part of
M1. Their main hypothesis was that if motor activity could depend on arm
posture, it could be implicated in the transformation of internal models of
motor commands into patterns of muscle activation. They showed that, while

the recorded neurons were broadly tuned to force in specific directions, this

12



was also the case for muscle activity as these two are intrinsically correlated
already. More importantly, just as muscle activity, they showed that neuronal
activity was strongly dependent on the arm position, in term of firing rates
and in term of direction tuning, supporting their theory. In fact, firing rates
in M1 were often shown to be correlated with movement parameters, such as

distance, speed or even curvature.

Second, other models put the primary motor cortex in control of higher level
movements, representing specific behaviors. Specifically, it has been show that
electrical stimulation of M1 with relevant, long time scales was accompanied
with complex, reproducible behavioral repertoires with similar final postures
(Figure 1.2). The postures surprisingly did not depend on the direction of the
movement (Graziano et al., 2002). One striking example of behavior induced
by stimulation was a combination of approaching a gripped hand to the mouth
while opening the latter at the same time. For each of these behaviors, the
monkey froze at the final position until the stimulation was over. Notably, it
was shown later that these movement could adapt to perturbations, material-
ized by added weight on the arm. (Graziano et al., 2005).

Third, it has been suggested that measuring the activity of individual M1
neurons was not enough to decode motor intent. Indeed, single neuron vari-
ability is often difficult to interpret, so more complex mathematical methods
analysing the activity of large amount of neurons are needed. Following this
logic, by looking at principal component projections of the neuronal activ-
ity to extract the most orthogonal informations out of the multidimensional
data, it was shown that the neural state of monkeys follows a rhythmic, ro-
tational and highly reproducible structure when doing a simple reaching task.
Interestingly, this rotational structure could not be seen when applying this
analysis on standard models, for which neural activity would encode direc-
tion, speed, or other kinematic variables (Churchland et al., 2012). Going
further, it was shown later with a novel decision task, during which a monkey
needed to spend some ”preparatory time” visualizing the movement that had
to be done, that M1 activity before movement could be decoded to predict the
latter. Analysing this activity with a linear classifier, even hesitation by the

monkey during the preparatory time could be detected (Kaufman et al., 2015).

13
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Figure 1.2: Action Zones in the Motor Cortex of the Monkey (Graziano and
Aflalo, 2007).

These categories of movement were evoked by electrical stimulation of the cortex on the
behaviorally relevant timescale of 0.5 s. Images traced from video frames. Each image
represents the final posture obtained at the end of the stimulation-evoked movement. Within
each action zone in the motor cortex, movements of similar behavioral category were evoked.
Action zones in the motor cortex of the monkey described in (Graziano et al., 2002, 2005)

Beyond movement generation, the role of M1 is especially prominent for learn-
ing a new motor skill (Kawai et al., 2015). Our brain can indeed learn to
generate complex motor commands while integrating seamlessly sensory cues
enabling us to reach an exquisite level of precision of our body movements. Re-
cent studies suggest that these procedural memory engrams first form in the
sensorimotor cortex, and later transfer to other parts of the brain as movement

become highly stereotyped.

1.1.3 Sensory-motor cortices connectivity

In most mammals, S1 and M1 are distinct but adjacent to each other. Their
topography is arranged in a mirror image and they are heavily and reciprocally
interconnected. In humans, the primary somatosensory cortex and the primary
motor cortex are connected through anatomical connections, short U-shaped
fibers beneath the central sulcus (Catani et al., 2012). These anatomical con-
nections are organized according to the topographical structure of these two

cortices. Beyond the anatomical descriptions, these connections clearly have a
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(A) VSD imaging after a single whisker deflection, adapted from (Matyas et al., 2010) and
similar to (Ferezou et al., 2007).

(B) Movement amplitude and latency evoked by ICMS of S1-C2, Ml-protract and MI1-
Retract (Matyas et al., 2010).

(C) Up : Injections in vS1 and projections to vM1. Image B1: AAV-tdTomato injected into
vS1 (asterisks) and projection to vM1 (arrowhead). Dashed lines correspond to the sections
containing the injection site in vS1 (inj) and the projection site in vM1 (proj). Image B2:
Coronal section through the vS1 injection site (asterisk). Image B3: Coronal section through
vM1. Down: injections in vM1 and projections to vS1. Image G1: AAV-eGFP injected into
vM1 (asterisks) and projection to vS1 (arrowhead). Dashed lines correspond to the sections
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Coronal section through the injection site (asterisk) and projection to contralateral vMI.
Image G3: Coronal section showing vS1. Adapted from (Mao et al., 2011)

(D) Non-exhaustive schematic of neuronal connections from the primary somatosensory to
the primary motor cortex in rodents. Descriptions coming from (Petersen and Crochet,
2013; Papale and Hooks, 2018; Chen et al., 2015b).



functional role: A study with Autism Spectrum Disorder patients, (Thompson
et al., 2017) suggests that this direct connection between S1 and M1 is neces-

sary to interact finely with the environment.

In rodents, this connectivity has already been exhaustively described (Ferezou
et al., 2007; Mao et al., 2011). There are direct axonal projections connecting
functionally the whiskers with S1 and then M1, while stimulating electrically
the primary somatosensory cortex (whiskers) generates whisker retraction with
low latencies (Matyas et al., 2010) (Figure 1.3 A, B, C)), suggesting that the
primary somatosensory cortex would send direct whisker retraction commands

to the muscles.

Interestingly, the anatomical connections between S1 and M1 are segregated.
From S1 to M1, most connections come from layer 2/3 and 5a in S1, from
extragranular cells vertically aligned with the layer 4 septa (Alloway et al.,
2004), and project mostly to layer 2/3 and 5a neurons in M1. From M1 to S1,
monosynaptic connections mainly originating from layer 2/3 and 5a neurons

project to deep layers neurons in S1 (5a and 5b) (Petreanu et al., 2009).

In the meanwhile, interneurons VIP (and other ionotropic serotonin receptor
expressing neuron), SOM and PV interact to play a role in shaping sensory in-
puts and motor output (Example connection in Figure 1.3 D). Although their
exact role remain unclear, several hypotheses have been suggested, beyond the
role of providing simple neuronal stability, such as influencing the timing of

signals through feed-forward inhibition.

On the behavioral level, these excitation/inhibition processes and sensory mes-
sages in the motor cortex are supposedly guiding motor behavior to initiate
movements (Zagha et al., 2015). Specifically, these connections are also re-
shaped by the learning of a sensorimotor task (Chen et al., 2015a). These

plasticity processes will be further explored in chapter 2.

1.1.4 Delays in the control system

Just like in any other system, sensorimotor communication between the mus-
cle and the central nervous system (CNS) takes time. While the somatosen-
sory system computes information, on average, faster than the visual system
(around 30 ms faster), sensorimotor information processing and sending cor-

rections to the CNS still takes a significant amount of time. On the motor
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side, the creation of an internal feedback model through efferent copies (sup-
posedly in the cerebellum (Wolpert et al., 1998)) may be useful to make the
computations faster, by comparing this efferent copy with sensory mismatches.
Nevertheless, the propagation of the information from the CNS to the muscle
still takes dozens of milliseconds. Of course, at least in lower mammals, most
casual sensorimotor tasks don’t require much use of the cortex and can rely
on computations made directly by the spinal cord and brainstem, just like

locomotion and most reflexes (DiGiovanna et al., 2016).

Sensorimotor tasks each run with its specific latency range, which depend
on the complexities of the computations needed to generate and correct the
appropriate movement (Scott, 2016). In this review, the author describes the
different computations and timings needed by the motor system to integrate
sensory feedback (Figure 1.4). In the muscles, three differentiable electromyo-
gram (EMG) signals can be recorded after inducing an external perturbation,
R1 signal being the first to arrive in around 25 ms, R2 in 50 and R3 in around
75 ms. On the other hand, after a cue to trigger a movement, the subject
needs to switch from a controlled postural static position to the initiation of
movement. In that case, it takes relatively longer to trigger EMG signals in
the muscles, starting from 120 ms for a simple reaction time. As such, a fast
stretch response will trigger after 25 ms (R1), while a motor response involving

a choice will take longer, around 170 ms.

On the behavioral side, the results are less clear, but also seem to strongly
depend on the task. With a reciprocal tapping task, it has been shown that a
delay in haptic feedback can be disruptive if it is above 200 ms, while delays in
the visual feedback are far more problematic starting from around 70ms (Jay
and Hubbold, 2005). However in a tracking task, it seems to be the opposite
with haptic feedback delays having an impact on performance as early as a 25

ms delay (Jay et al., 2007).

All in all, although these different timings and delays seem to be a mere con-
sequence of physiological constraints that are imposed on our central nervous
system to transfer and compute information, they could have a critical role in
the operation of the sensorimotor loop. As such, they should not be set aside
when studying sensorimotor mechanisms. This will be very important for the
last study of this thesis, in which we aim to evaluate the impact of latency in

a closed-loop sensorimotor brain-machine interface.
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Figure 1.4: Taxonomy of Bottom-Up Sensory Feedback Processing To Guide
and Select Motor Actions (Scott, 2016).

Timeline denotes the time from a sensory stimulus (mechanical or visual) to motor response
[electromyogram (EMG) signal onset] of arm muscles related to each factor. Somatosensory
and visual information support similar functional classes, although slightly delayed for the
latter because of retinal processing. Each color denotes a functional class of feedback pro-
cessing. Inset diagrams illustrate specific examples on the use of bottom-up sensory feedback
processing. Arrows for proprioceptive feedback reflect the load (and its size) applied to the
limb. Broken lines denote an unperturbed movement and an unbroken line denotes a move-
ment when a load was applied. Filled circles denote that a visual target was shifted during
movement (target jump) or when it was illuminated to initiate a movement [reaction time
(RT) tasks]. Arrows for visual feedback examples denote direction of hand movement. S
and F denote the start and final spatial goals, respectively. For online control of the goal, F1
is the initial target that is jumped to F2 during movement. Superscripts denote references
related to each class or type of corrective response.
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1.2 The whisker system in rodents

Although non-exhaustively, we described in the previous section some main
aspects of the sensorimotor system in mammals, as well as some questions
that remain unanswered. We shall now focus on the specific sensorimotor
system that will be at the core of our study, the mouse whisker sensorimotor
system, and describe more specifically its anatomical and functional aspects.
Mice have the reputation to have a poor visual system, and unlike humans, do
not have a fovea. To compensate for this poor vision, mice use their whiskers
to probe their environment. They use them to investigate new objects, for

navigation, as well as for social interactions (Sofroniew and Svoboda, 2015).

1.2.1 In the follicles

In rodents, whiskers are organized in rows (A, B, C, D and E) and columns (1,
2, 3, 4...). The most posterior column of whiskers is composed of the strad-
dlers (alpha, beta, gamma and delta), which are the biggest whiskers in the
pad (Figure 1.5 A). Each whisker emerges out of a follicle. By applying a force
on the whisker shaft, the whisker inside the follicle will bend in a S-shaped
fashion (Ego-Stengel et al., 2019; Luo et al., 2021), activating several sensory

mechanoreceptors.

Similar to the human, the sense of touch by mice whiskers starts with transduc-
tion by mechanoreceptors. Throughout the follicle, several types of mechanore-
ceptors can be found (Rice et al., 1993; Ebara et al., 2002, 2017): Merkel end-
ings mostly in the upper and middle parts of the follicle, Reticular endings in
the lower parts, club endings within the ringwulst of the follicle, and several
others (Figure 1.5 B). Some of these mechanoreceptors are useful for touch,
while others are designed for sensing stretch, pressure vibrations, or even orien-
tation (Tonomura et al., 2015). These follicles are innervated with two different
types of nerves, non-myelinated superficial ones and deep, mainly myelinated
ones. These nerves transfer the information from the mechanoreceptors to the

next step, the trigeminal ganglions (TG).

1.2.2 From the periphery to the cortex

After action potentials in TG neurons are triggered by these mechanoreceptors,
the information travels through 3 different pathways: the lemniscal pathway,
which is the major pathway, the extra-lemniscal pathway, and finally the par-

alemniscal pathway. Briefly, throughout the lemniscal pathway, information
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Figure 1.5: The rodent whiskerpad

(A) Organization of the whiskerpad.

(B) Schematic of the internal structure of the follicle with the different mechanoreceptors
and nerves, adapted from (Staiger and Petersen, 2021).

travels through the PrV nucleus in the brainstem, then the core part of the
ventro-postero-medial nucleus of the thalamus (VPMdm), and finally projects
mostly to the layer IV of the whisker primary somatosensory cortex, the bar-
rel cortex (vS1) (Figure 1.6 A). The extra-lemniscal pathway passes through
another nucleus of the brainstem, the SpV, and similarly also by the VPM
but this time in its "tail” part (VPMvl), before ending in vS1 and S2. Lastly,
the paralemniscal pathway travels through the SpV, then the postero-medial
nucleus in the thalamus (PoM), and at last vS1 and S2 (Figure 1.6 A) . These
3 different pathways are thought to have complementary roles in shaping sen-

sorimotor processes (Yu et al., 2006).

One striking feature of these different pathways is how the topographical or-
ganization of the whiskers in the snout is conserved while the sensory message
travels, and can be seen anatomically, in the form of ”barrelettes” in the brain-
stem, "barreloids” in the thalamus and finally the well known ”barrels” in vS1
(Figure 1.6 B, C). They can be revealed easily through cytochrome oxydase
staining of brain slices. These anatomical structures each respond preferen-
tially to a specific whisker, e.g. its principal whisker, and are arranged in the

same fashion as the whiskers on the snout, following the same nomenclature.
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While the lemniscal pathway mainly project onto the barrels themselves, the
other two pathways mainly project onto the space in between these structures,

the septa.

Specifically, the cortical region containing the barrels in layer IV is remark-
able. Although the first thorough description of barrels was done fifty years
ago (Woolsey and Van der Loos, 1970), it quickly became one of the most stud-
ied cortical region in the mouse model to study the cortical processes behind
tactile information. Following the work of Hubel and Wiesel for sensory coding
in the primary visual cortex (Hubel and Wiesel, 1959), similar work was done
in the barrel cortex, showing that neurons in the barrel cortex could respond
selectively to low level features, such as orientation, velocity, amplitude, vibra-
tion frequency... (Estebanez et al., 2018). However, most simple computations
done by the whisker system do not require the use of the cortex, In fact, most
behavioral studies of barrel cortex suggest that it it necessary for placing and
recognizing tactile objects in a complex environment, or following a specific
timing. All in all, it suggest that the cortex computes a spatio-temporal inte-
gration of sensory inputs to guide complex behaviors, notably by integrating

multi-whisker information.

1.2.3 A topographical sensorimotor integration in the whisker mo-
tor cortex

Be it in humans or in mice, active movements often lead to tactile inputs.
These sensory inputs are then processed in order to adjust future trajecto-
ries of movements. To support this sensorimotor integration, there is a need
for strong connectivity between the sensory and motor cortices (as already
mentioned in (Figure 1.3). Interestingly, in the mouse whisker cortices, these
sensorimotor anatomical connections are also arranged topographically (Fere-
zou et al., 2007). In this context, single deflections of whiskers were performed
while recording the activity of the primary motor cortex (M1) with voltage
sensitive dye. And indeed, a topographical map of whisker emerged, although
smaller than the whisker barrel cortex in S1. For whiskers, the primary mo-
tor cortex is mostly characterized by two distinct areas (Matyas et al., 2010;
Ferezou et al., 2007; Haiss and Schwarz, 2005), which differ by the behavior
induced by their respective electrical microstimulations : One of them corre-
sponds to a retraction of the whisker pad, while the other corresponds to its
protraction. Interestingly, the "sensory” topographical map in M1 is located

in between these two representations.
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Figure 1.6: Topographical organization of tactile sensory pathways

(A) Sensory pathways for whisker tactile inputs, adapted from (Staiger and Petersen, 2021).
(B) Schematic of the organization of the whisker barrel cortex.

(C) Histology reconstruction of the whisker barrel cortex, with cytochrome-oxydase marking
of brain slices, using a homemade software from the lab of Daniel Shulz (Perronnet et al.,
2016).

1.2.4 Multi-whisker integration

The receptive fields of individual barrel cortex neurons often turn out to en-
compass several whiskers, depending on the stimulation context (Jacob et al.,
2008; Le Cam et al., 2011).This is far from the one-to-one relation that would
most likely emerge from a dominant role of the topography (Estebanez et al.,
2018). In fact, even at the level of the whisker pad, the mechanical coupling
between different whiskers through the skin suggests that further computa-
tions need to be done to extract relevant information from peripheral stimuli
(see Supplementary Article 2, Ego-Stengel et al. (2019)). Beyond the encod-

ing of whisker identity, barrel cortex neurons tuning to other features such as
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stimulus phase and multi-whisker coherence (Estebanez et al., 2012) do not
follow a one-to-one relationship, and are organized either in a barrel-centered
fashion (Andermann and Moore, 2006; Kremer et al., 2011; Estebanez et al.,
2016), or in a salt and pepper fashion (Kerr et al., 2007). Increasingly, the
functional properties identified in the rodent barrel cortex can be compared to
the ability of the primary visual cortex of cats and monkeys to capture spatial
features in a complex visual scene. Not only do barrel cortex neurons carry
low-level feature selectivities including whisker direction and phase sensitivity,
but also higher order multi-whisker selectivities including center-surround and
edge detection. Although these findings deconstruct the notion that the topo-
graphical organization of the barrel cortex could underpin most of the barrel
cortex neuronal selectivities, evidence stemming from work done in V1 suggest
that mechanisms based on the lateral propagation of cortical activity through
a topographically structured cortex can provide a prediction of upcoming stim-
ulus displacements within the visual field (Muller et al., 2018).

All in all, although the barrel cortex function seems to do so much more than
to respond to single whisker stimulation, it still segregates its activity into
clusters of neurons in layer IV, shortly after a peripheral stimulation. Each
cluster relates to one whisker, and is organized in an orderly fashion closely re-
sembling the organization of the whiskerpad. Why 7 Is it a mere consequence

of early development or is there a functional reason to it ?

1.3 Topographical organization for different primary and
secondary areas

In this part, we will describe the similarities and differences between primary
cortices of different modalities, touch, vision and audition, and see that in fact,
topography is not specific to tactile and motor modalities. Unfortunately, even
if these ” cortical maps” were described, their function and the reason for their
emergence is still debated (Kaas, 1997).

1.3.1 Retinotopy, a topography in the visual system

Ever since the early 20th century and WW 1, both the British neurologist Gor-
don Holmes and the Japanese doctor Tatsuii Inouye were the first to study
war head wounds of the occiput to provide insights on the mapping between
the retina and the primary visual cortex (V1) (Fishman, 1997). Even if there
were some mistakes in the first characterization of the ”cortical retina”, such

as the lack of magnification of the central vision on the cortex (15 degrees
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of field occupy about 70 percents of the striate cortex), the remarkable map-
ping of the visual cortex that is retinotopy was unveiled: It became clear that
the visual space is represented topographically and continuously on the cor-
tical surface. This map was further refined with the pioneering studies by
Hubel and Wiesel on receptive fields of individual neurons (Hubel and Wiesel,
1959, 1962). Using light stimulation of the retina with simple light spots of
different shapes, they managed to demonstrate several keystone properties of
individual neurons receptive fields, including orientation selectivity and ocular
dominance. In fact, although its mapping is continuous and not discrete, the
topographical arrangement of V1 resembles the barrel cortex due to its visual
space/cortical space correspondance. Interestingly, the primary visual cortex
also features other just as important overlapping mesoscopic maps, such as
the orientation map, the ocular dominance map, direction selectivity, spatial

frequency... (Figure 1.7).

Another striking common characteristic of both the whisker barrel cortex and
the primary visual cortex lies in their similar columnar architecture with tha-
lamocortical afferents, which synapse mainly in layer IV, then project onto
layer II/I11, and finally spread to the rest of the cortical layers. These cortical
columns, corresponding barrels in the somatosensory cortex, were believed to
form single cylindric cortical units that efficiently treat a specific information
(Mountcastle, 1957). However, it has been shown that even within a single
cortical column, receptive fields of different neurons can differ in size and se-
lectivity depending on the layer they belong to (Gilbert, 1977; Gilbert and
Wiesel, 1979).

Mouse vision is thought to be very different to that of humans, notably be-
cause of the lack of of proper fovea, meaning a region of the retina for which
the resolution is much better than for the rest of the visual space. Because of
this, mice and rats are thought to scan their surroundings in a grossly fash-
ion, without concentrating on small details. Interestingly, their primary visual
cortex is organized in a very similar fashion as humans in terms of topography
(Figure 1.7 A, B). However, a zone in the mouse visual cortex for which pop-
ulation receptive fields are much smaller was recently discovered, the ”focea”,
similar to the fovea in humans, showing that the mouse model for studying

vision may not be as bad as claimed previously (van Beest et al., 2021).
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Figure 1.7: Cortical maps in the primary visual cortex

(A) Flattened left mouse occipital cortex showing callosal connections labeled by axonal
tracing with fluororuby (red). Numerals indicate recording sites in V1, whose receptive
fields are shown in B (Wang and Burkhalter, 2007).

(B) Plots of receptive fields recorded in left V1 after stimulation of right visual hemifield.
Numerals correspond to recording sites shown in A.

(C) Orientation preference map in cat visual cortex. The angle of the preferred orientation
is color-coded according to the key shown on the right. Orientation domains are organized
in a pinwheel-like manner. Scale bar 1 mm (Hubener et al., 1998). Note that the center of
this pinwheel are, in a sense, topographical discontinuities of this map.

(D) Ocular dominance map in cat visual cortex. Black codes for contralateral and white for
ipsilateral eye preference. Scale bar 1 mm, same patch of cortex as in C (Hubener et al.,
1998).

1.3.2 Tonotopy and higher visual areas

In the auditory cortices, in opposition to touch and vision, sound frequency
alone does not give information about the layout space of the exterior world.
Still, the auditory cortex is organized topographically. Although a debate still
remains on the exact definition of each different zone in the auditory cortex
(Tsukano et al., 2015), see also (Ceballo et al., 2019), it remains clear that
the auditory cortex is split into different areas, each of them topographically
organized through a tonotopic gradient, from low to high frequency (Figure
1.8 A). As for higher visual areas, it has been shown in mice that the primary
visual cortex actually projects directly onto 9 other different topographic maps

(Figure 1.8 A). Although they seem to contain a complete representation of
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Figure 1.8: Primary auditory cortex and higher visual areas

(A) Schematic maps of the mouse auditory cortex in (Tsukano et al., 2015).

(B) Visuotopic maps of striate and extrastriate areas in mouse visual cortex. The maps
were constructed by tracing the intracortical connections of known visuotopic locations of
V1. The different quadrants of the visual hemifield are color coded (inset). Arrows indicate
the orientation of the maps as shown in the inset. Each area contains a complete and orderly
visuotopic map, which is topologically equivalent to the contralateral visual hemifield. Note
that the visuotopic maps are registered across areal borders to minimize map discontinuities.
Adapted from (Wang and Burkhalter, 2007).

what happens at the level of the retina, their receptive fields seem much big-
ger than those in V1 (Wang and Burkhalter, 2007) (as V1 occupy much more
space) , and their map is more likely to be a deformed, poor representation of

spatio-visual information compared to V1.

In this first chapter, we have described rapidly the main characteristics of
sensorimotor integration, and more specifically highlighted that both timings
and topographical aspects of sensory and motor cortices seem crucial for brain
computations. Following these principles, different cortical maps emerge for
different modalities, as each cortex seems to minimize spatial discontinuities
across variables to optimize its computations. In the next part, we will focus
on a very specific phenomenon at the very core of our study which can change
these maps to fit the environment, or even give a new purpose to whole parts
of the brain: Plasticity. In our study, plasticity is critical for both sensory and
motor aspects, as we aim to study integration and learning of novel stimula-
tions, while observing neuronal changes in the primary motor cortex during a

sensorimotor task.
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Chapter 2

Plasticity in the brain and its
limits

Whenever we walk, whenever we play the piano or taste good cheese, our
brain changes to fit the environment. Among other mechanisms, synapses all
over our nervous system are constantly reinforced or weakened as we learn
and experience life. Plasticity is a core feature of the nervous system as it
makes sensorimotor learning possible, is considered a primary mechanism for
memory consolidation, and is responsible for rewiring the brain in case of
traumatic injury. For the record, it could even permit a man, Phineas P. Gage
to live for years after an iron rod was literally driven through its frontal lobe,
although with a strong personality change (Van Horn et al., 2012). Beyond
this specific old case for which the role of plasticity is not very clear, harnessing
plasticity for medical purpose is one of the main challenge of the twenty-first
century, be it for trying to restore lost functions after a spinal cord injury or to
limit the effect of neurodegenerative diseases. Indeed, it has been shown that
plasticity is lower in the dorsolateral prefrontal cortex for early Alzheimer
disease cases (Kumar et al., 2017), but is also somehow altered in patients
with migraine, dystonia, schizophrenia, Parkinson’s disease... In our study,
the limits of plasticity in the sensorimotor cortices is tested, to see the brain’s
adaptation to artificial feedback delivery, as well as the neuron’s ability to

change its firing patterns to drive an actuator.

2.1 Plasticity at the neuronal level

Plasticity can be evaluated at different scales. ”Small” neuronal changes in
connections and function can have an impact at a much broader scale. In this
first subpart, we will focus on what can happen at the level of a single or very

limited number of neurons.
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2.1.1 What is plasticity ?

This phenomenon was first put into light in 1949 with the Hebbian theory:
"Let us assume that the persistence or repetition of a reverberatory activity
(or "trace”) tends to induce lasting cellular changes that add to its stability.
.... When an axon of cell A is near enough to excite a cell B and repeatedly or
persistently takes part in firing it, some growth process or metabolic change
takes place in one or both cells such that A’s efficiency, as one of the cells
firing B, is increased.” (Hebb, 1949). Although a bit outdated and not cover-
ing all cases of plasticity, it remains clear that long term potentiation (LTP)
appears when some neurons fire sequentially and repeatedly. It was then first
demonstrated experimentally in 1973 by Bliss and Lomo. We will not go deep
into the details of the different mechanisms of plasticity here, but there are
several, including the increase of the number of ion channels in the synaptic
cleft following repeated stimulation, the sprouting of an axon to reconfigure
its connections to the other neurons, or the reorganization of dendritic spines
(Xu et al., 2009; Hayashi-Takagi et al., 2015; Chen et al., 2015b; Fu and Zuo,
2011). In these last pioneering studies on mice motor cortex, the researchers
managed to very locally identify dendritic spines appearing and disappearing
when learning a motor task, and even play with them with optogenetics to
disturb the related behavioral task, providing to the scientific community for
the first time a causal proof that these plasticity mechanisms are at the origin

of motor memory.

Some studies also try causal approaches to test the Hebbian theory by in-
ducing associative plasticity with repeated and timed stimulation of different
sets of neurons (Fregnac et al., 1988; Shulz and Fregnac, 1992), and see how it
impact the firing rates of these neurons and consequences on behavior (Vetere
et al., 2019).

2.1.2 Neuronal operant conditioning

In this part, we will adress a very specific and remarkable type of induced plas-
ticity: Neuronal operant conditioning. It has been long shown that neuronal
activity can be modulated/changed if rewarded synchronously with chosen ac-
tivity patterns. It was first shown with motor units conditioning in the tibialis
anterior with Harrison and Mortensen’s work (Harrison and Mortensen, 1962)
and in the right abductor pollicis brevis (Basmajian, 1963). In 1969, Fetz
was the first to show evidence of a possible conditioning of cortical neurons

(Fetz, 1969), He recorded units in the precentral motor cortex of monkeys and
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rewarded high rates of activity by delivering food pellets. During training,
monkeys received some feedback about the current firing rates of the condi-
tioned units, in the form of visual or auditory cues, but feedback alone did not
lead to high firing rates, and this conditioning only happened when the feed-
back was repeatedly correlated with food delivery, and not in naive animals
(Figure 2.1 A). In Fetz’s steps, several similar studies (Schmidt et al., 1978;
Wyler and Burchiel, 1978) with different kinds of feedback and similar results.

This new paradigm brought new possibilities to neurosciences. Fetz’s origi-
nal purpose was to provide a way to control the cortical activity to correlate it
with muscles activity and movement. It now goes way beyond that, as it has
been shown that motor cortex neurons similarly fire with imagined movements
(Jeannerod, 1995) or movement preparation (Wise, 1985), and that motor neu-
ron conditioning is often dissociated with movement (Carmena et al., 2003).
Similarly, it was shown much later that this plasticity was not at all limited
to motor cortex neurons, but could also be conditioned in other areas, includ-
ing the medial temporal lobe (Cerf et al., 2010) or even the primary visual
cortex (Neely et al., 2018). In this last study on mice, two groups of neu-
rons of the primary visual cortex, changed each day, drove bilaterally a sound
cursor (Figure 2.1 B). Over a few days, the animals learn to get rewards by
adjusting the activity of these two groups of neurons and shift the cursor to
the rewarded position (Figure 2.1 C, D). Beyond the growing interest of the
scientific community towards the mechanism of plasticity reflected in operant
conditioning, this approach is also very promising in the field of brain-machine
interfaces, tackled in chapter 3. Specifically, our team has long started working
in this direction by connecting the motor cortex of rats to the linear position
of a water bottle. The water-deprived rat had to adjust the activity of one
neuron to bring the bottle close to its mouth to get water (Arduin et al., 2013,
2014). Much more recently, it was shown on epileptic patients implanted with
electrodes that neuronal operant conditioning was possible even in memory re-
lated structures (hippocampus, amygdala), as 10 out of 17 patients managed
to drive a visual cursor with individual neuron activity. Very interestingly,
learning was associated with a decorrelation between the conditioned neuron
and the other recorded neurons, as well as a local increase of the coherence
of the conditioned neuron with the local power in the beta band (Patel et al.,
2021). To conclude this part, these studies confirm that operant conditioning
of single unit activity is feasible in humans, independently of their original

functional properties.
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Figure 2.1: Cortical neurons operant conditioning

(A) Firing rate of precentral cortex cell as a function of reinforcement schedule (Fetz, 1969).
(B) Schematic of a V1-BMI paradigm (Neely et al., 2018). Activity of well-isolated V1 units
(top left) were used to generate auditory tones using a differential transform (top right).
Animals were rewarded for producing a target tone (red). A second tone (black) at the
opposite end of the frequency range terminated the trial but was not rewarded.

(C) Mean distribution of cursor values for all animals for the first trials (first 10 min)
compared to the last trials (last 10 min) of sessions during the late period (last 3 sessions).
Cyan bars show the initial distribution, based on baseline activity, used to set the task
parameters, while blue bars show the distribution at the end of the training session for the
last trials. Dashed lines show the thresholds corresponding to the rewarded and unrewarded
targets (Neely et al., 2018).

(D) Quantification of rewarded and unrewarded target hits for the first trials the last trials
(same as C) for the late period (mean of the last 3 sessions) (Neely et al., 2018).



2.1.3 Tools to promote plasticity

As mentioned above, plasticity has become one of the hot topics in neuro-
sciences, as neuroscientist try to take advantage of it to cure patients and/or
understand better. Overall, strategies to induce or to enhance plasticity mostly
include neuronal stimulation and/or the use of chemicals. The recent articles
of Gregoire Courtine’s lab on spinal cord injuries illustrate successfully and
promisingly the potential of harnessing plasticity for the medical field. Pre-
cisely, they showed on rats with severe spinal cord injury that electrochemical
stimulation of lumbar circuits could not only restore locomotor performance,
but reorganize the local circuit to induce a long term cortical dependent re-
covery of motor functions (Asboth et al., 2018). They soon translated this
research on humans, showing that repeated electrical stimulation timed with
movement intent promoted locomotion recovery, and that the effect continued

even after stopping the neuromodulation protocol (Wagner et al., 2018).

Another method is to provide medication. As many neurological diseases are
thought to have a link with a local change in plasticity, researchers have been
trying to play with neurons and synapses so that they would be more (or less)
subjected to plasticity. So far, many mechanisms which could be targeted
to enhance or suppress plasticity have been identified (Nitsche et al., 2012),
including modulating the dopaminergic system, the GABAergic system, the
voltage-gated ion channels, and many other pathways that could influence the
calcium influx. This has led teams to use pharmacological constructs targeting
neuroplasticity and study the impact on behavior. For example, tianeptine,
an antidepressant modifying spontaneous activity and serotonin recapture in
the hippocampus, has been shown to restore hippocampal LTP and memory
in mouse model for Huntington’s disease (Zhang et al., 2018). Other studies
focus on the consolidation and reconsolidation of memory. Interestingly, LTP
is often thought to at least partially depend on the synthesis of proteins (Frey
et al., 1988), so some studies manage to impact the recollection of traumatic
experience with the use of a protein synthesis inhibitor (anisomycin), in the
lateral basal nucleus of the amygdala. This strategy seems to work only if
anisomycin was injected right after the reactivation of the memory (Nadel and
Land, 2000). Of course, protein synthesis is not the only target of this field of
research, as LTP induction strongly relies on the neurotransmitters (Ca?*...),

and other endogenous neuromodulators (including endocannabinoids).
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2.1.4 Limits

Although seemingly all encompassing, brain plasticity may not be a tool as
powerful as we want it to be. If it were, any person would probably become
a pro tennis player in a matter of hours. In fact, papers showing large-scale
reorganization of networks are probably just as numerous as papers showing
that the neuronal network is more hardwired than it is plastic, and that phe-
nomenons like learning or brain recovery only occur within certain limits in
the adult.

Beyond the object of this thesis, which explores the limits of the mesoscale
integration of artificial patterns of activity and their links to cortical maps,
similar studies have been done exploring the limits of neuronal operant condi-
tioning (Sadtler et al., 2014). In this very interesting brain-machine interface
paradigm, the researchers have trained rhesus macaques to control the activity
of a few neurons to drive a virtual cursor from a central position to a surround-
ing rewarded one (Centre-out BCI task, Figure 2.2 A). The novelty here lies
in the way the neurons are decoded to drive the actuator: the researchers
established prior to each training session the multidimensional subspace rep-
resenting the characteristic activity patterns of the neural space (Figure 2.2
B). They found that monkeys could learn a new control mapping lying within
this multidimensional space relatively easily, while learning to drive the cursor
with activity patterns outside of this manifold remained challenging (Figure
2.2 C). Although the training time was short, as the manifold was recalculated
each session, the authors conclude that learning and plasticity are limited by

the original wiring of the network.

Another obvious limit is that we are far from being able to specifically play
with the plasticity of targeted cells and see the impact on behavior, but often
use tools or molecules that could have other impacts. It is often hard to say
if the plasticity change, supposedly induced, has a causal link to the apparent

change in behavior.

2.2 Functional reorganization in the brain

Neuronal operant conditioning in general, or the study of dendritic spines for
motor memory mentioned above relates to the micro-scale study of plasticity.

Even though its mesoscale organization, including cortical maps, is mostly
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Figure 2.2: Prominent spontaneous activity patterns are more easily conditioned
(Sadtler et al., 2014).

(A) Monkeys moved the BCI cursor (blue circle) to acquire targets (green circle) by mod-
ulating their neural activity. The BCI mapping consisted of first mapping the population
neural activity to the intrinsic manifold using factor analysis, then from the intrinsic mani-
fold to cursor kinematics using a Kalman filter.

(B) A simplified, conceptual illustration using three units. The intrinsic manifold (yellow
plane) characterizes the prominent patterns of co-modulation. Neural activity maps onto
the control space (black line) to specify cursor velocity.

(C) Task performance during one representative within-manifold perturbation session and
one representative outside-manifold perturbation session. Black trace, success rate; green
trace, target acquisition time. Dashed vertical lines indicate when the BCI mapping changed.
Grey vertical bands represent 50-trial bins used to determine initial (red and blue dots) and
best (red and blue asterisks) performance with the perturbed mapping.

hard coded, the functional reorganization of large networks in the brain can

also happen. In this section, we will discuss how and to what extent these

mesoscale plasticity phenomena occur.
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2.2.1 Topographical reorganization

Reorganization of the cortex through plasticity mechanisms can take differ-
ent forms. Particularly, anatomical reorganization after lesions seems to occur
mostly during the development stage (Van der Loos and Woolsey, 1973; Staudt,
2010), even if some anatomical changes in the somatosensory cortex can be ob-
served in adults rats after incomplete spinal cord injuries (Ghosh et al., 2009).
In the context of this thesis and the brain-machine interface field in general,
plasticity and network reorganization during development, although very in-
teresting, will not be discussed any further. Remarkably, in the adult brain,
even if functional somatotopic maps for motor and sensory cortices are mostly
preserved (Andersen and Aflalo, 2022), the functional reorganization of the
brain can still be present after an alteration in the periphery. In fact, funda-
mental functional changes in cortical maps can happen after a lesion, through

training or even after a noticeable environmental change.

It has been shown that some human amputees experiencing a phantom limb
remarkably had a phantom sensation of their hand when touching areas on the
face or on the amputation stump, creating at these locations a topographically
organized map of their fingers (Figure 2.3 A) (Ramachandran, 1998). Inter-
estingly, this could be expected as the hand area is close to the face and upper
arm areas in the Penfield homunculus (Figure 1.1 B). Meanwhile, in the digit
representation in S1 of monkeys, there has been interesting works putting into
light topographical reorganization of the network: - The representation of an
amputed digit can be "invaded” by neighboring digit as it shrinks (Merzenich
et al., 1984); - This representation can fuse if the fingers are just stuck together
for a time (Allard et al., 1991). - The digit representation size itself was shown
to be malleable as it could expand through repeated stimulation of the tips of
the digits with a wheel (Jenkins et al., 1990) (Figure 2.3 B).

These changes are not restricted to limbs or fingers, but strongly depend on
how much the network is solicited. A study on rats showed that after a skin
rotation surgery preserving most of the innervation, the receptive fields (RF)
of the skin slowly evolve to recover continuity: ”Double RFs” were created
after the skin flap as receptive fields could respond to the stimulation of distal
parts on the skin due to the 180 degrees rotation. These "Double RFs” slowly
transformed into ” Crossing RFs”, recovering continuity across the scar. This
plasticity was accelerated when the skin was stimulated with a paintbrush
(Rosselet et al. (2008), Figure 2.3 C).
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(A) Distribution of reference fields in a patient with an amputated arm (Ramachandran,
1998).

(B) Reconstructions of the hand representation in a single monkey before and after differ-
ential stimulation, for which the monkey had to maintain contact with a rotating disk to
receive pellet reward. Note the growth of the representation for digit 2 and 3 after training
(Jenkins et al., 1990).

(C) Spontaneous and nursing-induced remodeling of the ventrum skin representational area,
after pedicle flap rotation (Rosselet et al., 2008).



2.2.2 Overlapping functionality

With all these possibilities of rearrangement of functional connectivity in topo-
graphical cortices, we can wonder if the newly created functional map replaces
the previous arrangement, or if the two of them overlap and/or are inter-
changeable within a short time scale. This question is actually very important
to the BMI field, as the targeted cortical areas for artificial stimulation feed-
back always have an original physiological function that we often do not want
to disturb. Overall the literature seems to agree that a new functional arrange-
ment induced by plasticity does not remove/impede the previous connectivity.
In the paper cited above with the ventral skin rotation, the authors showed
that the induced receptive fields could reverse to their previous locations in a
matter of minutes (Rosselet et al., 2008).

If we look at the scale of single neurons, it is also important to note that
after neuronal conditioning (similar to Figure 2.1 and Figure 2.2), the con-
ditioned neurons seem to keep their original physiological function: A recent
study showed that even after conditioning individual V1 neurons to a BMI
task, stability of neural tuning to visual stimuli presented outside of the task
context was not perturbed, nor was the response amplitude of individual neu-
rons, while the estimated amount of information carried in V1 was unchanged
(Jeon et al., 2022). A similar study was performed in the motor cortex of
macaques, for which simultaneous retention of two maps was observed with
no interference, one for the BMI task and one for the original tuning of condi-

tionned neurons (Ganguly and Carmena, 2009).

2.2.3 Plasticity in the whisker cortices

Through this thesis, we will use the whisker sensorimotor system as a model for
S1. It is interesting to note that the plasticity of this model has already been
studied quite a bit, notably by the host lab, reaching the same conclusions as
work done on monkeys and on humans (Shulz and Ego-Stengel, 2012). Simi-
lar to the work performed by Jenkins on the finger representation, depriving
sensory inputs from all whiskers but one led to an expansion of the representa-
tion of the spared whisker and increased responses there (Glazewski and Fox,
1996), while other studies also show similar results with different techniques
(Diamond et al., 1993; Bender, 2006; de Celis Alonso et al., 2008). Expos-
ing adult rats to a naturalistic environment for four to six weeks also led to
functional and anatomical changes of the barrel map: Specifically, functional

changes were observed in layer II/III with sharpened receptive fields, while
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small anatomical changes occurred in layer IV (Polley et al., 2004). Overall,
just like plasticity in other cortices and other models, it is more effective early
in life: cortical depression of deprived whisker input mostly happen before
adulthood (Glazewski and Fox, 1996).

We have described how the primary cortices, although well topographically
organized and with strong spatio-temporal restrictions, can be molded through
repeated novel peripheral stimulations. We have also seen how the brain can
modulate its activity to fit a change in the environment and lead to rewards.
We will now explore a specific application of these mechanisms that we already

mentioned, brain-machine interfaces.
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Chapter 3

Brain-Machine Interfaces, tools
to connect the brain to the
exterior world

3.1 What is a BMI ?

Brain-machine interfaces, or BMIs, as their name imply, are tools connecting
the brain to a device. They can take many forms, invasive or not invasive, and
can have very diverse applications... BMIs focusing on sensory rehabilitation
tend to stimulate the brain while motor BMIs and BMIs for communication
decode the brain activity and transform into computer commands. Each of
them can target different areas of the nervous system, and can have differ-
ent methods of recording or stimulating the brain. Each of them also has
its own advantages and drawbacks. On humans, BMIs tend to rely more on
non-invasive recording methods, such as electroencephalography (EEG), func-
tional magnetic resonance imaging (fMRI) or functional transcranial doppler
(fTCD/FUS), but also on slightly more invasive methods including electro-
corticography (ECoG) and rarely intracranial electrodes. In fact, intracranial
electrodes are only used when they are already in place for medical reasons
(Patel et al., 2021; Caldwell et al., 2019). Overall, the chosen recording method
will strongly depend on what the BMI will be used for, and more specifically
the spatio-temporal constraints on the neural activity that we want to record,
the signal to noise ratio as well as the recording stability. These parameters can
strongly affect the information transfer rate, critical to the BMI performances.
(Figure 3.1). Further developments led to bi-directional BMIs, which combine
the recording of brain activity and closed-loop stimulation of the brain. This
advancement yet again brought several stimulation methods into light and
many challenges of several fields of expertise: engineering, signal processing,

neuroscience... (Lebedev and Nicolelis, 2017).
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Figure 3.1: Spatio-temporal resolution of the different techniques for human
brain readout
Adapted from (Thukral et al., 2018).

3.1.1 In the medical field

The applications of BMIs in the medical field are countless. Some of them al-
low locked-in syndrome (LIS) patients to communicate or to voluntarily move
a robotic arm (Birbaumer, 2006; Hochberg et al., 2012), others provide deep
brain stimulation to stop a starting epilepsy crisis (Fountas and Smith, 2007),
while many of them just passively record the brain activity to provide feed-
back to the user, for example telling him wether or nor he had a good night
sleep. The first applications are in fact quite promising, but still not up to the
challenge: Current P300-based BMI communication device allow LIS patients
to type one word every few minutes (Akram et al., 2014), while the dexterity
attained by current neuroprostheses is clearly not at the level of refined arm
movement (Bensmaia and Miller, 2014).

Meanwhile, for the BMI that stimulate the brain to convey a message, the
new cochlear implants show some astonishing results with subjects recovering
up to the point of using a telephone (Lenarz, 2018). These implants are safe,
easy to implant and durable so that patients can use them everyday, making it
a huge success. However, the different retinal implants such as Argus 2 devel-
oped by the company Second Sight Medical Products are not performing well
enough yet, restoring vision but with a poor identification of complex shapes,
and few pixels (Stronks and Dagnelie, 2014). Unfortunately, this remains true
for current cortical implants in the primary visual cortex (Chen et al., 2020;
Ferndndez et al., 2021).
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All in all, future BMIs may provide a way to restore sight to the blind, move-
ment and sensory inputs to spinal cord injured patients, while detecting strokes
and other diseases in real time. However, there is so much left to design and
understanding the brain mechanisms remains critical if we want to better in-

teract with it.

3.1.2 Bi-directional BMIs, a tool to study the brain mechanisms

While the BMI community is in strong need of more knowledge on how the
brain works, it is also important to note that closed-loop brain-machine in-
terfaces is also a way to interrogate the network and draw conclusions on the
brain functions. Compared to standard observational methods, studying a
phenomenon with a BMI has the advantage of having knowledge of both the
inputs and the outputs of the system. For instance, In a BMI task for which a
certain brain activity pattern is reinforced with stimulations, correlations be-
tween learning and changes in activity appear, while causality can be achieved
by interfering with either side of the BMI. And in fact, besides the direct trans-
lational BMI research on monkeys and then human that has been going on in
several labs, part of the BMI field focuses on understanding how the brain
works, including mechanisms of sensorimotor integration, neural constraints
on learning, or plasticity mechanisms through the brain (Neely et al., 2018;
Athalye et al., 2018; Golub et al., 2018).

3.2 Optimizing control and cortical feedback on a cor-
tical sensorimotor neuroprostheses

In this last section, we will discuss specifically the subpart of the BMI field,
concerned with cortical sensorimotor prostheses. Targeting the cortex rather
than more peripheral nerves has both its advantages and its drawbacks. Its
first advantage is its resilience: some diseases or lesions make the recording or
stimulation impossible to do in the periphery (i.e spinal cord injury...). Second
is its complexity, the mass of information that can be accessed in the cortex
within a narrow space is tremendous. In terms of plasticity, as we described in
the last chapter, we could expect that the network would adapt and be recon-
figured to the BMI task, even for an intracortical BMI. However, even though
the cortex is one of the easiest brain structure to record from, to achieve a good
signal to noise ratio, it remains more invasive and more dangerous to target
it rather than the periphery. Another obvious flaw in targeting the cortex is

actually the lack of knowledge about it. Up until now, researchers working on
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sensorimotor systems have managed to characterize the peripheral inputs and
outputs quite thoroughly, be it for motor control and muscle recruitment, or
for touch, audition and vision. However the complexity of sensory and motor

cortices has not been cracked yet.

In short, intracortical BMI probably have more potential than peripheral ones
in terms of information and possibilities, but they are more difficult to imple-
ment due to the natural protection of the skull and the shallow understanding
that we have of the cortex. However, our understanding of the cortex is evolv-
ing fast, and closed-loop BMI may be exactly the test we need to understand

1t even more.

3.2.1 The ideal brain-machine interface
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Figure 3.2: Idealized bidirectional brain—machine interface for prosthetic control
(Bensmaia and Miller, 2014).

Neural signals from motor-related areas of the brain—for example, the primary motor cortex
(M1) — that encode the intended movement (motor intent) are decoded and used to control
the movement of the prosthetic limb. Sensors on the prosthetic limb convey information
about movements of the limb and any objects with which it comes into contact. The output
of these sensors is converted into patterns of electrical stimulation (stimulus pulses), which
are delivered to sensory areas of the brain — for example, the primary somatosensory cortex
(S1) — via chronically implanted arrays of electrodes.
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It is now well known that tactile and proprioceptive feedback from our limbs
and fingers are very important to perform a sensory motor task. In fact, visual
feedback alone is not sufficient for motor control (Chesler et al., 2016), and a
simple task like lighting a match can become very difficult after anesthetizing
the sensory nerves (Johansson and Flanagan, 2009; Johansson and Westling,
1984; Monzée et al., 2003). Similarly, inactivating the somatosensory cortex
also deteriorates motor control (Brochier et al., 1999; Mathis et al., 2017).
However, most current neuroprostheses only record brain activity to transform
it into movement, and do not provide any sensory or proprioceptive feedback
to the user. And although some research teams try to adress this challenge
promisingly (O’Doherty et al., 2011; Armenta Salas et al., 2018; Prsa et al.,
2017), there is still a huge margin for progress. This is the reason why future
BMIs for tetraplegic patients should both record signals from the brain, the
primary motor cortex being an excellent candidate, in order to move the robotic
arm, and with the help of some sensors, send back some proprioceptive and
tactile information to the brain. The remaining question is how? On the
control part, what is a good decoder ? On the sensory side, what can we do to
provide relevant and interpretable information to the brain that can somehow

contain the complexity of a prosthesis movement ?

3.2.2 Decoding neuronal activity

When building a sensorimotor BMI, the first hurdle concerns the motor com-
mand. Once again in the scientific community, researchers debate on how to
do it. One main hurdle is that most of the time, as a limited number of motor
cortex neurons are recorded, the recorded information is incomplete. To make
up for it, the BMI field converged on the use of Kalman filters (Hochberg et al.,
2012; Orsborn et al., 2014; Sadtler et al., 2014). Basically, for each time step,
the Kalman filter predicts the following state of the system. As soon as the
next time step arrives, the new measured state is compared to the predicted
one and corrected. The objective of such filtering is to be able provide a con-
tinuous estimation of the state of a system even if the real-time measures are

noisy or incomplete.

More recently, other methods seem to have achieved better performances than
Kalman filters. Using dimensionality reduction and single trial modeling of
the neural space dynamics (similar to Churchland et al. (2012)), A recent pa-

per shows that the time constants of a Kalman filter may smooth the brain
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Figure 3.3: A point-process approach for motor command in a BMI task.
Adapted from (Shanechi et al., 2017).

(A) Monkey performing the self-paced delayed centre-out movement task in brain control.
The BMI paradigm introduces a novel bidirectional pathway between the brain and the
prosthetic.

(B) BMI control and feedback loop.

(C) Each row corresponds to the spikes for a different hypothetical neuron. Spikes are
binned in small intervals such that each interval contains at most one spike. This creates
a discrete-time point process. Example decoded positions in one dimension versus time are
shown in dark blue and are updated with every 0 and 1. Hence any control and feedback
rate below this high bin rate can be obtained.

(D) The process of generating the controlled and feedback positions for the 3 different con-
ditions are shown for the same hypothetical spike train. Control rate is manipulated by
adjusting how often the decoded position is sent to the prosthetic and used to control the
task (controlled positions in light blue). Task success is assessed based on these controlled
positions. Feedback rate is adjusted by changing the rate at which feedback of the controlled
positions is provided to the subject (displayed positions in black). PPF consists of both a
fast control and a fast feedback rate, FS-PPF consists of a fast control and a slow feedback
rate, and SS-PPF consists of a slow control and a slow feedback rate. Please note that
success is assessed by analysing with the controlled positions rather than the displayed one.
(D) Performance comparison between each condition for two monkeys.



activity too much, losing rapid brain dynamics for which the neural activity
is informative (Kao et al., 2015). In the meanwhile, Carmena’s lab (Shanechi
et al., 2017) showed that the control rate and feedback rate of a brain-machine
interface need to be very fast in order to increase BMI performance, as they
also achieved performance beyond Kalman filters by processing spikes in bms
bins (Figure 3.3 A, B, C). The idea here was not necessarily to have a very fast
loop but rather to evaluate the impact of control and feedback rate in BMI
performance (Figure 3.3 D). The monkeys actually performed better with the
fastest rates (Figure 3.3 E), meaning that the rapid dynamics of the brain need

to be taken into account when designing a BMI.

Overall it seems that all the temporal aspects of the brain activity, fast and
slow, are useful for a BMI decoder. It is also important to note that for a
closed loop BMI relying on visual or artificial feedback, the speed of the loop
may also have a huge impact on BMI performance, as it directly reflects the
physiological timings of the sensorimotor loop (Scott, 2016). However, there is
a strong limitation in term of technicality here, as it is not trivial to read neu-
ral activity, decode it and move appropriately a robotic arm, or even control
the position of a cursor on a screen, with speeds of a few tens of milliseconds

as it naturally happens for our limbs.

3.2.3 Biomimicry versus adaptation, stimulating the cortical maps

Now that we've seen different ways of dealing with noise and incomplete
datasets, with real-time approaches and filters, the most important question
remains: Is it better to stick to the physiology and try to be biomimetic? In
that case, on the recording and control side, we would use neurons that are
already tuned or correlated to arm movements to control a prosthesis, while
on the stimulation side, we would try to recreate natural patterns of activity
that normally happen while touching an object with the fingers or moving
the arm. The induced activity would have to mimic sufficiently natural brain
activity to take into account the position of the contact, the pr