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Abstract

The electromagnetic coupling, ↵, is a cornerstone of the standard model (SM) of particle physics.
If left unimproved, the precision of its value at the scale of the Z boson mass (MZ) will limit the
discovery potential of future collider experiments. This precision hinges on our understanding of
the hadronic contribution to the running of ↵ at low energies, a region where the SM’s description
is hampered by non-linear effects in quantum chromodynamics (QCD). In this study, we take a
first step in reducing this uncertainty by calculating the hadronic running of ↵ from the Thomson
limit (at a scale Q2

= 0) to spacelike Q2
= 8GeV2. We employ large-scale simulations in lattice

QCD, which are performed using Nf = 2 + 1 + 1 flavours of staggered quarks with masses tuned
to their physical values, and which also account for leading-order isospin-breaking corrections.
To improve control over systematic uncertainties, especially those associated with the necessary
continuum extrapolations, we divide the running into sub-intervals of Q2, optimizing our analyses
within each one. In particular, we have developed and implemented a series of improvement
strategies. These strategies are based on lattice perturbation theory at short distances, effective
theories addressing taste breaking at larger distances, and the utilization of 48 discretizations of
the charm electromagnetic current. Our results already match the level of uncertainty achieved
via the reference data-driven approach, and we outline a roadmap for a significant reduction of
these uncertainties in the future.

In the second part of this thesis we investigate a scenario to go beyond the standard model of
particle physics by considering the possibility of an axion-like particle (ALP) acting as a mediator
between SM particles and dark matter (DM) particles. Experimental advances have significantly
constrained the standard electroweak-scale WIMP produced via thermal freeze-out. This has led
to a paradigm shift towards alternative scenarios. We focus on the case where the couplings are
too small to allow for DM generation via freeze-out and the DM is thermally decoupled from
the SM particles. However, alternative DM genesis mechanisms like freeze-in and decoupled
freeze-out (DFO) can still reproduce the observed DM relic density. Having determined the
region of parameter space for these scenarios, we then revisit experimental constraints on ALPs,
in particular we (re)calculate and improve beam dump, flavour and supernova constraints. We
find that in the DFO region, ALP-fermion couplings are tiny and are probably only accessible
via cosmological constraints. The freeze-in scenario is possible in a wide parameter space and
subject to other, more direct constraints. While certain regions of this parameter space are
already ruled out, a significant part should be accessible to forthcoming collider experiments.
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Résumé

Le couplage de l’interaction électromagnétique, ↵, est une pierre angulaire du modèle standard
(SM) de la physique des particules. Si elle n’est pas améliorée, la précision de sa valeur à l’échelle
de la masse du boson Z (MZ) limitera le potentiel de découverte d’expériences auprès de futurs
collisionneurs. Cette précision dépend de notre compréhension de la contribution hadronique à
l’évolution de ↵ aux basses énergies, une région où la description du SM est entravée par les
effets non linéaires de la chromodynamique quantique (QCD). Dans cette étude, nous faisons
un premier pas vers la réduction de cette incertitude en calculant l’évolution hadronicque de
↵ depuis la limite de Thomson (correspondant une l’échelle Q2

= 0) jusqu’à l’échelle de genre
espace, Q2

= 8GeV2. Nous utilisons des simulations à grande échelle en QCD sur réseau, qui
sont réalisées avec Nf = 2 + 1 + 1 saveurs de quarks “staggered” avec des masses ajustées à
leurs valeurs physiques, et qui prennent également en compte les corrections de brisure d’isospin
d’ordre dominant. Afin d’améliorer le contrôle des incertitudes systématiques, en particulier
celles associées aux extrapolations nécessaires vers la limite du continu, nous divisons cette
évolution en sous-intervalles de Q2, en optimisant nos analyses dans chacun d’entre eux. En
particulier, nous avons développé et mis en œuvre une série de stratégies d’amélioration. Ces
stratégies sont basées sur la théorie des perturbations sur réseau à courte distance, sur des
théories effectives traitant de la brisure de la symétrie de “taste” à plus grande distance, et sur
l’utilisation de 48 discrétisations du courant électromagnétique du charme. Nos résultats ont déjà
des incertitudes comparables à celles obtenues dans l’approche de référence basée sur les données,
et nous esquissons une feuille de route pour une réduction significative de ces incertitudes à
l’avenir.

Dans la deuxième partie de cette thèse, nous étudions un scénario permettant d’aller au-delà du
modèle standard de la physique des particules en envisageant la possibilité qu’une particule de
type axion (ALP) agisse comme médiateur entre les particules du modèle standard et les par-
ticules de la matière sombre. Les progrès expérimentaux ont considérablement limité l’existence
d’un WIMP standard à l’échelle électrofaible qui serait produit par freeze-out. Cela a conduit
à un changement de paradigme vers des scénarios alternatifs. Nous nous concentrons sur le cas
où les couplages sont trop faibles pour permettre la génération de matière sombre par freeze-
out et où la matière sombre est découplée thermiquement des particules du modèle standard.
Cependant, des mécanismes alternatifs de génération de matière sombre comme le freeze-in et le
freeze-out découplé peuvent toujours reproduire la densité relique de matière sombre observée.
Après avoir déterminé la région de l’espace des paramètres pour ces scénarios, nous revisitons
les contraintes expérimentales sur les axions, en particulier nous (re)calculons et améliorons les
contraintes de beam dump, de saveur et de supernova. Nous constatons que dans la région du
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freeze-out découplé, les couplages axion-fermion sont minuscules et ne sont probablement acces-
sibles que par des contraintes cosmologiques. Le scénario du freeze-in est possible dans un large
espace de paramètres et est soumis à d’autres contraintes plus directes. Alors que certaines ré-
gions de cet espace de paramètres sont déjà exclues, une partie importante devrait être accessible
à des expériences à venir, auprès de collisionneurs.



Résumé étendu

Introduction

Le modèle standard (SM) de la physique des particules est une théorie quantique des champs au
succès spectaculaire. Il fournit un cadre mathématique permettant de comprendre les propriétés
des particules fondamentales connues et de trois des quatre interactions connues, et prédit avec
succès l’existence de particules élémentaires telles que le boson de Higgs. En particulier, il existe
des preuves expérimentales solides que la théorie de la chromodynamique quantique (QCD)
fournit une description précise des interactions fortes. Bien que le modèle standard ait résisté
à de multiples tests expérimentaux au cours des cinquante dernières années, il ne fournit pas
d’explication à plusieurs phénomènes observés, tels que les masses des neutrinos, le problème
de la hiérarchie, l’origine de la saveur et l’asymétrie baryonique et l’origine des “composantes
sombres” (énergie noire et matière sombre) de l’univers.

Sur le plan théorique, il existe généralement deux grands axes de recherche : le premier consiste
à examiner le modèle standard en effectuant des mesures et des calculs précis dans le cadre de ce
modèle. Une autre approche consiste à construire des modèles pour les phénomènes inexpliqués
et à étudier les conséquences de ceux-ci. Dans cette thèse, nous explorerons ces deux approches.

Première partie : Tester le modèle standard via le couplage
électromagnétique

L’une des approches pour rechercher de la physique au-delà du modèle standard consiste à
se placer à la frontière de l’intensité, c’est-à-dire à augmenter la luminosité plutôt que l’échelle
d’énergie des expériences. Étant donné qu’il n’existe pas encore de mesures directes ou indirectes
d’un effet de nouvelle physique aupres d’éxperience de physique des particules (à part la masse
des neutrinos), nous nous attendons à ce que ses effets soient très faibles. La détection d’un écart
par rapport au modèle standard exige que la prédiction théorique et la mesure expérimentale
soient déterminées avec une extrême précision. Du côté théorique, les effets hadroniques limitent
souvent la précision, ce qui nécessite une description fiable de ces processus de chromodynamique
quantique (QCD) à basse énergie.

L’une de ces quantités de précision est la constante de couplage électromagnétique, ↵, dont la
valeur à l’échelle de la masse Z est une donnée importante dans les tests de précision électro-
faibles du modèle standard [1]. Alors que la moyenne mondiale de ↵ à l’échelle de la masse de
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l’électron est connue avec une précision étonnante d’une partie par milliard [2], ce couplage élec-
tromagnetique perd cinq ordres de grandeur en précision lorsqu’il est évalué à MZ [3]. Cela fait
de ↵(MZ) l’un des paramètres les moins bien déterminés du modèle standard. La plus grande
source d’erreur provient des effets hadroniques non perturbatifs dans la région de basse énergie.

Les futurs collisionneurs réduiront considérablement les incertitudes sur ↵(MZ) obtenues indi-
rectement via des ajustements globaux d’observables à l’échelle électrofaible. En fait, les incerti-
tudes sur le calcul direct de ↵(MZ) devront être réduites d’un facteur deux pour tirer pleinement
parti de ces futures mesures dans la recherche d’une nouvelle physique fondamentale [3].

L’évolution du couplage électromagnétique en fonction de l’énergie Le propagateur
complet d’un photon d’impulsion q est donné par des insertions irréductibles à une particule du
tenseur d’auto-énergie, noté ⇧µ⌫(q), qui est la valeur moyenne dans le vide du produit ordonné
dans le temps du corrélateur de deux courants électromagnétiques. Par invariance de Lorentz et
de jauge, ce tenseur de polarisation du vide peut être décomposé en une fonction invariante de
Lorentz et une structure de Lorentz qui est transverse et proportionnelle à q2,

⇧µ⌫(q) = i� d4x eiq⋅x
�0�T{Jµ(x)J⌫(0)}�0� = �qµq⌫ − gµ⌫q

2
�⇧ �q2

� , (1)

avec Jµ(x) ≡ ∑f qf f̄(x)�µf(x), où f = {e, µ, ⌧, u, d, s, c, b, t}, et avec une charge éléctrique qf .
Après resommation des diagrammes irréductibles à une particule il est possible de définir le
couplage effectif éléctromagnétique :

↵(q2
) =

↵

1 −�↵(q2)
, avec �↵(q2

) = 4⇡ ↵⇧̂(q2
) = 4⇡ ↵ �⇧(q2

) −⇧(0)� , (2)

avec ⇧̂(q2
) la fonction de polarisation du vide renormalisé. Il est pratique de diviser les contri-

butions au running en une partie leptonique, la contribution hadronique des cinq quarks les plus
légers et la contribution du quark top,

�↵(q2
) =�↵lep(q

2
) +�↵(5)had(q

2
) +�↵top(q

2
) . (3)

Alors que la contribution leptonique et la contribution du quark top peuvent être calculées de
manière fiable en théorie des perturbations, la fonction de polarisation du vide hadronique (HVP)
reçoit d’importantes contributions non perturbatives en dessous d’une échelle de quelques GeV, ce
qui la rend inaccessible aux méthodes analytiques connues. En raison des complications liées au
calcul de cette contribution hadronique, elle domine l’incertitude sur le running de ↵. La manière
traditionnelle d’obtenir la HVP, dans ce régime non perturbatif, consiste à utiliser les mesures de
la section efficace e+e− → hadrons en fonction de l’énergie dans le centre de masse et une relation
de dispersion [4, 5]. Cependant, pour des impulsions de genre espace, la HVP est accessible
aux calculs ab-initio en QCD sur réseau qui fournit donc une approche complémentaire qui ne
dépend pas des données de section efficace [6–8]. Ceci est devenu particulièrement important
depuis la récente détermination du g − 2 du muon par la collaboration BMW, pour laquelle les
prédictions obtenues via l’approche basée sur les données et celle à partir du réseau diffèrent [7].

La contribution hadronique à l’évolution de ↵ en fonction de l’énergie en QCD sur
réseau Sur le réseau, la quantité qui nous intéresse est le tenseur de polarisation du vide dans
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un espace temps euclidien Q2
= −q2,

⇧µ⌫(Q) = � d4x eiQ⋅x
�Jµ(x)J⌫(0)� = �QµQ⌫ − �µ⌫Q

2
�⇧ �Q2

� , (4)

où la dernière égalité découle de l’utilisation de la symétrie O(4) et de l’invariance de jauge.
Cependant, l’équation (4) n’est pas valable dans un volume fini - le tenseur de polarisation du
vide n’est totalement transverse que dans un volume et un temps infini. Comme le souligne [9],
⇧̂(Q2

) peut être obtenu dans la représentation temps-impulsion par un corrélateur projeté sur
une impulsion zéro et multiplié par une fonction qui dépend de Q2. Nous définissons donc

⇧̂(Q2
) ≡ ⇧(Q2

) −⇧(0) = 2a�
t

Re
�
�
�
�
�

eiQt
− 1

Q2
+

t2

2

�
�
�
�
�

ReC(t) ∀Q∈R , (5)

avec

C(t) =
a3

3

3

�

i=1
�

�x

�Ji(x)Ji(0)� = Cud
(t) +Cs

(t) +Cc
(t) +Cdisc

(t) , (6)

avec a l’espacement du réseau et où nous avons décomposé en saveur le corrélateur du courant
électromagnétique Jµ. Cela présente l’avantage de pouvoir traiter séparément les incertitudes
statistiques et systématiques très différentes des diverses contributions.

Par conséquent, pour notre analyse finale, nous avons décidé de calculer les différences finies de
la HVP, que nous appelons la fonction d’Adler discrète

�⇧(Q2
) ≡ ⇧(Q2

) −⇧(Q2
�2) . (7)

La HVP est obtenue à partir d’une somme télescopique

⇧̂(Q2
n) = ⇧(Q2

n) −⇧(0) =
n−1

�

i=1

�⇧(2iQ2
0) − ⇧̂(Q2

0) (8)

et nous choisissons Q2
0 = 1 GeV2. Pour la contribution légère et la contribution déconnectée,

nous divisons en outre la contribution à faible énergie ⇧̂(Q2
0 = 1 GeV2) en une fenêtre à courte

distance et une fenêtre à longue distance,

⇧̂(Q2
0) = ⇧̂00−04(Q

2
0) + ⇧̂04−∞(Q

2
0) = � dt w(t; 0, t2 = 0.4 fm) C(t) k(t,Q2

)+

� dt w(t; t1 = 0.4 fm,∞) C(t) k(t,Q2
) ,

(9)

où nous avons convolué l’intégrande par une fonction lisse, dite de fenêtre [10]

w(t; t1, t2) ≡ ⇥(t; t1,�) −⇥(t; t2,�) avec ⇥(t; t′,�) ≡ 1
2 +

1
2 tanh[(t − t′)��] . (10)

� est la largeur de la fonction en escalier lissée et nous utilisons � = 0,15 fm. Comme nous le
montrerons dans les sections suivantes, à courte distance, la HVP subit des effets de discrétisation
augmentés par un logarithme tandis qu’à longue distance, le spectre de la fonction de corrélation
à deux points est déformé par des effets de brisure de la symétrie de “goût”. Un mélange de ces
effets compromettrait une extrapolation contrôlée vers le continu et la séparation des quantités
à courte et à longue distance est donc nécessaire. Le résultat est que le comportement de nos
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observables est amélioré à des échelles très différentes, ce qui permet un contrôle optimal des
sources d’incertitudes systématiques.

Strategies d’analyse

• Défis à courte distance: effets de discrétisation. Bien que l’équation (5) puisse être
utilisée pour définir ⇧̂(Q2

) pour tout Q ∈ R, aux grandes valeurs de Q nous sommes limités
par la coupure ultraviolette sur le réseau, quant aux petites valeurs de Q, l’observable
sentira la taille finie du réseau. À ces grandes distances donc, les effets de volume fini et,
puisque nous utilisons des quarks staggered, les effets de brisure de la symétrie de “goût”
joueront un rôle important. En raison de la soustraction de ⇧(0), la HVP mélange, pour
de grands Q2, des échelles très différentes.

Pour de grandes valeurs de Q2, les effets de discrétisation deviennent importants et finissent
par détériorer l’extrapolation vers le continu de nos observables. En outre, comme cela a
été montré récemment dans [8, 11], les contributions des quarks de valence légers de masse
ml à nos observables subissent des erreurs de discrétisation d’O(a2

) augmentés par un
logarithme, même à l’ordre dominant (LO) dans la théorie des perturbations sur réseau,

O �Q2, a� = O �Q2
��1 + �0(aQ)2 ln(aQ)2 +O �(aQ)2, (aml)

2
�� , (11)

où O �Q2
� est la valeur de nos observables dans le continu et �0 est une constante. Ces

effets de coupure augmentés par un logarithme proviennent de petites séparations entre
les deux courants : nos observables ne sont pas des quantités on-shell. Notons égale-
ment que les corrections perturbatives au terme logarithmiquement renforcé, de la forme
↵n

s (1�a)(aQ)2 ln(aQ)2, sont d’ordre ↵n−1
s (1�a)(aQ)2 parce que ↵s ∼ −1� ln(a⇤QCD) et ne

sont donc, en fait, pas logarithmiquement renforcées.

Une façon d’éliminer certaines des erreurs de discrétisation est d’améliorer les données du
réseau à l’aide de la théorie des perturbations sur réseau.

• Effets de brisure de la symétrie d’isospin. Travailler dans la limite de symétrie
d’isospin n’est plus suffisant si l’on vise une précision < 1%. Nous incluons donc, dans nos
calculs, les effets de brisure de symétrie isospin induits par des effets d’électrodynamique
quantique et de différence de masse du quark u et d. Ces effets sont pris en compte au
premier ordre dans les paramètres de brisure de la symétrie isospin �m = mu −md et ↵
en développant l’intégrale de chemin QCD+QED dans ces paramètres et en mesurant ces
observables sur des configurations symétriques à l’isospin, où nous distinguons également
les charges des quarks de la mer et de valence.

• Défis à longue distance: effets de la brisure de symétrie de “goût”. Pour de
faibles valeurs de Q2, la contribution des quarks légers est dominée par l’état à deux pions
et la résonance ⇢, et est donc affectée par des effets de discrétisation supplémentaires
provenant de la brisure de symétrie de goût dans la formulation staggered. À basse énergie,
ces violations de symétrie de goût deviennent en fait les effets de discretisation les plus
importants des fermions staggered, puisqu’elles déforment le spectre des pions. Sur la
base de l’étude approfondie réalisée dans la Réf. [7] concernant les effets de brisure de la
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symétrie de goût, nous modélisons ces erreurs de discrétisation en utilisant le modèle rho-
pion-gamma dans sa version staggered (que nous appelons SRHO). Nous constatons que le
modèle SRHO décrit bien les erreurs de discrétisation observées dans nos simulations pour
t ≥ 0.4 fm.

• Extrapolation à la limite de volume infini. Alors que les effets de volume fini devi-
ennent faibles pour des Q2 élevés, à longue distance, l’observable ressent la taille finie du
réseau. Ainsi, en particulier pour la contribution d’isospin I = 1 à ⇧̂(1 GeV2

), les effets de
taille finie sont non négligeables. Pour déterminer la limite de volume infini de la partie
isospin-symétrique, I = 1, de la HVP et de la fonction d’Adler discrète, nous avons réalisé
une étude dédiée des effets de taille finie, similaire à la procédure de Réf. [7].

• Extrapolation à la limite du continu. Afin d’effectuer une extrapolation contrôlée vers
le continu, nous incorporons dans notre analyse les diverses améliorations mentionnées
précédemment. Pour obtenir le résultat physique pour nos observables, nous effectuons
un ajustement global qui comprend une extrapolation vers le continu, une interpolation
au point physique, où Xl et Xs paramètrisent la petite différence des masses des quarks
simulés par rapport à leurs valeurs physiques, et la détermination des corrections de la
brisure de la symétrie d’isospin,

O(a,Q2
) = O(0,Q2

) + A(a)
�
extrap.
continu

+ BXl +CXs
�������������������������������������������������������

interpolation au
point physique

+DX�m +Ee2
v + Feves +Ge2

s
�����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

détermination des
corrections à O(�m,e2

)

, (12)

avec

Xl = �
(M⇡0�M⌦−)2

(M⇡0�M⌦−)2∗
� − 1, Xs = �

(Mss�M⌦−)2

(Mss�M⌦−)2∗
� − 1 , (13)

et

A(a) = A2[a
2↵n

s (1�a)] +A2la
2 log(a2

) +A4[a
2↵n

s (1�a)]
2 , (14)

et où A2,A2l,A4,B,C,E,F,G,H sont des paramètres d’ajustement. M⇧0 est la masse du
pion de Goldstone, M⌦− la masse du baryon ⌦−, Mss la masse du méson construit à partir
d’un quark étrange et d’un anti-quark étrange et les indices ∗ indiquent la valeur physique.
Notons que nous distinguons également les charges électriques des quarks de valence, ev,
et de la mer, es, comme dans [7, 12].

Résultats. Sur la base de la procédure d’échantillonnage qui sera décrite à la Sec. 4.3.2.4, nous
calculons la somme, en préservant les corrélations, des contributions connectées légères, étranges,
du charme et des contributions déconnectées à l’évolution du couplage électromagnétique jusqu’à
Q2
= 8 GeV2. Le Tab. 1 contient les résultats des différentes contributions de saveur, ainsi que

les corrections de volume fini. Nous avons également inclus la contribution du quark bottom,
qui a été obtenue en utilisant les résultats de Réf. [13]. La somme des contributions connectées
légères, étranges, charm, déconnectées, bottom et de taille finie donne la polarisation du vide
hadronique finale à cinq saveurs ⇧̂(Q2

), donnée dans la dernière colonne du Tab. 1. Alors que la
somme des contributions connectées légères, étranges, charmantes et déconnectées a été obtenue
en effectuant la procédure d’échantillonnage, les contributions de taille finie et de fond ont été
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O(Q2
) ⋅ 104 Olight Ostrange Ocharm Odisc

∞− ref Obottom O(5)

⇧̂(1GeV2
) 355[5] 41.6[4] 16.30[15] −4.6[7] 3.10[22] 0.34[5] 411[5]

⇧̂(2GeV2
) 465[5] 60.4[4] 30.79[26] −4.8[7] 3.24[25] 0.7[1] 555[5]

⇧̂(4GeV2
) 574[5] 80.8[4] 55.6[4] −4.8[7] 3.31[25] 1.33[19] 710[5]

⇧̂(8GeV2
) 681[5] 101.70[35] 94.2[6] −4.8[7] 3.36[25] 2.6[4] 878[5]

�⇧(2GeV2
) 110.12[32] 18.81[8] 14.49[12] −0.165[12] 0.135[12] 0.34[5] 143.75[35]

�⇧(4GeV2
) 109.06[34] 20.45[8] 24.85[18] −0.046[4] 0.08[1] 0.7[1] 155.1[4]

�⇧(8GeV2
) 107.0[4] 20.48[14] 38.57[25] −0.0076[12] 0.04[1] 1.27[19] 167.7[5]

Table 1: Évolution de ⇧̂(Q2
) jusqu’à Q2

= 8GeV2, par pas de puissances de deux, ainsi que de la fonction
d’Adler discrète. Nous donnons séparément les contributions légères, étranges, charm et déconnectées qui
sont les résultats finaux présentés dans la Sec. 4.3.3. Nous énumérons également les corrections de taille finie
calculées dans la Sec. 4.3.2.3. La contribution du quark bottom a été obtenue à partir des travaux de la
collaboration HPQCD [13]. La dernière colonne contient la somme de toutes les contributions. Notons que la
somme des contributions légères, étranges, charm et déconnectées a été obtenue en utilisant une procédure
d’échantillonnage que nous présentons dans la Sec. 4.3.2.4 tandis que les corrections bottom et de volume fini
ont été simplement ajoutées, en combinant leurs erreurs en quadrature. Les erreurs doivent être comprises
comme portant les derniers chiffres de la valeur centrale et nous appliquons les conventions du PDG pour
l’arrondi [2].

simplement ajoutées, et les erreurs ont été ajoutées en quadrature puisque ces contributions sont
complètement indépendantes de notre résultat de réseau à quatre saveurs ⇧̂(Q2

).

Les valeurs de la fonction d’Adler discrète dans nos intervalles de Q2
∈ [2n,2n+1

], n = 0,1,2

sont plus ou moins de la même taille puisque le running est logarithmique à ordre dominant en
théorie des perturbations en QCD. Nos résultats deviennent plus précis lorsque nous considérons
des valeurs plus élevées de Q2. À basse énergie, nous sommes actuellement limités par l’erreur
systématique provenant de l’extrapolation vers le continu de la fenêtre à longue distance de la
contribution légère à ⇧̂(1GeV2

). Bien que les violations de la symétrie de goût déforment de
manière significative le spectre des pions et conduisent à des effets de discretisation importants,
nous avons néanmoins aussi inclus les ajustements aux données non corrigées par le modèle
SRHO pour une estimation prudente de l’erreur, ce qui entraîne une incertitude systématique
relativement importante à ces basses énergies. Une étude plus approfondie des violations de la
symétrie de goût et l’ajout d’un ensemble avec une maille de réseau plus fine sont en cours.

Dans la Fig. 1, nous comparons nos résultats pour la contribution hadronique à l’évolution en
fonction de l’énergie du couplage électromagnétique �↵(5)had(Q

2
) avec la récente détermination

du réseau par la collaboration de Mayence [8], avec deux déterminations antérieures de notre
collaboration [6, 7] et avec une détermination guidée par les données de section efficace e+e− →

hadrons de la collaboration KNT [14]. Nos résultats incluent la contribution du quark bottom
de la collaboration HPQCD [13]. Dans la Réf. [8], les auteurs fournissent une paramétrisation
de leurs résultats basée sur des approximants de Padé incluant une matrice de corrélation. Aux
énergies élevées, nous sommes en général en assez bon accord : la différence sur chacun des pas
finis de la fonction d’Adler discrète se situe entre un et deux écart types.

Cependant, nos résultats sont systématiquement inférieurs à ceux obtenus par Mayence, ce qui se
traduit par une valeur plus faible pour ⇧̂(8GeV2

). Ces différences peuvent être dues au fait que,
contrairement à Mayence, nous incluons, dans nos paramétrisations pour les extrapolations vers
le continu des données non corrigées, les effets de discrétisation augmentés logarithmiquement
qui sont présents, ou nous améliorons les données, avant de les extrapoler, avec des corrections
calculées à l’ordre supérieur dans la théorie des perturbations staggered.
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Figure 1: Compilation des résultats pour la fonction de polarisation du vide hadronique ⇧̂(Q2
) et son

échelonnement �⇧(2Q2,Q2
) en unités de 104 pour diverses valeurs de Q2 en GeV 2. Les résultats en violet

sont une détermination récente en QCD sur réseau par la collaboration de Mayence [8]. Les auteurs dans
Réf. [8] fournissent une paramétrisation de leurs résultats basée sur des approximations de Padé, y compris
une matrice de corrélation. Les marques jaunes sont les résultats d’une détermination basée sur les données
du rapport R fournies par KNT [14] du seuil à Q = 11,199 GeV et de la QCD perturbative à O(↵4

s
) à

l’aide du programme rhad [15] pour l’intégrale restante. Pour ⇧̂(1GeV2
) nous comparons également à une

détermination antérieure par notre collaboration [7].

Le résultat guidé par les données est obtenu en intégrant les données de section efficace e+e− →

hadrons de la Réf. [14] du seuil à Q = 11.199 GeV, en tenant compte des corrélations via la
matrice de corrélation qui a également été fournie par les auteurs. Pour l’intégrale restante
de Q = 11.199 GeV à ∞, nous intégrons la section efficace e+e− → hadrons obtenues en QCD
perturbative à O(↵4

s) que nous calculons à l’aide du programme rhad [15].

Bien que nous trouvions un léger excès par rapport à l’approche guidée par les données pour
⇧̂(1GeV2

) de ∼ 2.5%, nous sommes d’accord pour les étapes discrètes au-dessus de 1GeV2. Par
conséquent, pour ⇧̂(8GeV2

), nous sommes déjà d’accord, à quelques erreurs près, avec l’approche
basée sur les données. Remarquons également que si notre incertitude est encore plus grande que
l’incertitude sur le résultat obtenu pour ⇧̂(1GeV2

), nos erreurs totales sur la fonction d’Adler
discrète à des énergies plus grandes sont deux fois moins importantes.

Conclusions La valeur du couplage électromagnétique à l’échelle Z, ↵(M2
Z), est une don-

née importante pour les tests de précision du modèle standard. La précision de la détermina-
tion théorique de cette quantité est actuellement limitée par les incertitudes de la contribution
hadronique dans la région de basse énergie. Alors que l’approche traditionnelle pour calculer la
contribution hadronique à l’évolution en fonction de l’énergie de ↵ dans ce régime non-perturbatif
repose sur une relation de dispersion et nécessite des données expérimentales associées à la sec-
tion efficace e+e− → hadrons, la QCD sur réseau fournit un outil idéal pour accéder à ce régime
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non-perturbatif à partir des principes fondamentaux. Dans la première partie de cette thèse,
nous présentons un calcul ab-initio de QCD sur réseau de l‘évolution en fonction de l’énergie de
la contribution hadronique de ↵ jusqu’à 8GeV2 qui est obtenue avec 2+1+1 saveurs de fermions
staggered dont les masses sont ajustées à leurs valeurs physiques.

Pour notre résultat final, l’évolution en fonction de l’énergie de ↵ jusqu’à 8GeV2, �↵(5)had(Q
2
=

8GeV2
) = (80.0 ± 0.5) ⋅ 10−4, nous avons déjà atteint le même niveau de précision que les déter-

minations phénoménologiques, voir par exemple le Tab. VIII de Réf. [16]. Pour la contribution
provenant de la partie basse énergie de l’évolution, ⇧̂(1 GeV2

), nous sommes actuellement limités
par la précision sur la contribution légère, qui constitue également la contribution dominante à
cette échelle. À grande distance, les violations de la symétrie de goût dans le spectre des pions
introduisent de grands effets de discrétisation dans cette quantité. Pour les éliminer, nous util-
isons le modèle dit SRHO au-dessus de t ≥ 1.0 fm, qui décrit bien les erreurs de discrétisation
observées dans nos simulations, même jusqu’à t = 0.4 fm. Néanmoins, comme nous aimerions
confirmer notre compréhension des effets de brisure de symétrie de goût avant de citer de très pe-
tites barres d’erreur, nous estimons l’incertitude sur ⇧̂(1 GeV2

) de manière très conservatrice en
incluant également les ajustements aux données non corrigées dans notre estimation finale. Nous
prévoyons de réduire l’incertitude sur cette quantité en effectuant une analyse plus approfondie
des effets de brisure de symétrie de goût et en incluant au moins deux ensembles supplémentaires
proche du point physique à un espacement de réseau plus fin a ≈ 0.048 fm.

Partie II : Sonder au-delà du modèle standard avec un axion
comme médiateur pour la matière sombre

Introduction Les récentes avancées expérimentales limitent désormais fortement les modèles
dans lesquels la particule de matière sombre (DM) est directement chargée par rapport au groupe
de jauge du modèle standard via les interactions renormalisables. Le standard weakly interacting
massive particle (WIMP) produit par freeze-out est, par exemple, remis en question par le fait
que, malgré des recherches expérimentales depuis des décennies, il n’a pas été détecté jusqu’à
présent. On peut donc se demander si d’autres scénarios et d’autres candidats ne sont pas
également possibles. En fait, l’axion QCD est lui-même un exemple pionnier de candidat pour
la matière sombre produit de manière non thermique. Dans ce travail, l’axion ne constitue pas
la matière sombre mais nous explorons la possibilité d’un axion-like particle (ALP) de type
DFSZ agissant comme médiateur entre la particule de matière sombre et le modèle standard.
L’intensité des nouveaux couplages est déterminée par la nouvelle échelle de brisure de symétrie
fa qui devrait être suffisamment grande pour être en accord avec les expériences actuelles des
collisionneurs. Par conséquent, les nouveaux couplages sont faibles et nous nous concentrons
sur les régions où les particules de matière sombre sont en déséquilibre thermodynamique par
rapport aux particules du modèle standard.

Le modèle Dans notre modèle, nous étendons le modèle standard par un fermion de Dirac �
et un ALP a de type DFSZ, c’est-à-dire le pseudo-boson de Goldstone d’une symétrie globale
approximative supplémentaire U(1) qui elle est spontanément brisée à une échelle élevée fa.
L’ALP agit comme un médiateur entre le modèle standard et le secteur sombre. En dessous de
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l’échelle électrofaible, l’ALP ne se couple efficacement qu’aux fermions du modèle standard au
tree-level via des interactions de type Yukawa et interagit avec les bosons de jauge/Higgs via des
boucles fermioniques. S’il n’y a pas de fermions vectoriels lourds qui ont été intégrés, c’est-à-dire
si le contenu en fermions provient uniquement du modèle standard, les conditions d’annulation
des anomalies impliquent automatiquement que les contributions des termes de dimension 5 du
type aF F̃ s’annulent pour ne laisser que des termes de dimension 4, dépendant de la masse
[17]. Cependant, comme l’ALP peut émerger naturellement d’un secteur de Higgs étendu (ous
fournissons une complétion UV explicite dans l’appendice F), le couplage de dimension 5 entre
le Higgs, l’ALP et les fermions du modèle standard doit également être pris en compte. Ces
couplages donnent des contributions à la densité relique de la matière sombre qui sont sensibles
au régime ultraviolet. Nous considérons donc les nouveaux termes suivants dans le lagrangien
effectif :

L ⊃
1

2
@µa@µa + �̄(i@� −m�)� −

1

2
m2

aa2
+ ia�

f

mf

fa
Cf f̄�5f

+ ia
m�

fa
C��̄�5� + a�

f

Cf
yf
√

2fa

h f̄i�5f + . . . (15)

Ici, f est n’importe quel fermion du Modèle Standard avec une masse mf , les masses du � et
de l’ALP sont m� et ma, respectivement. Dans la suite, nous travaillerons cependant avec les
couplages redéfinis : ga�� ≡ m�C��fa sera appelé couplage du secteur caché et gaff ≡ Cf �fa

comme couplage de connecteurs. Ce lagrangien est valide en dessous de l’échelle de brisure de la
symétrie électrofaible.

Notons que si a était l’axion QCD (de type DFSZ), de multiples contraintes observationelles
et experimentales s’appliqueraient (voir [18] pour une vue d’ensemble), bien qu’il puisse être
possible de contourner ces contraintes par une modélisation poussée. Nous supposons donc que
la masse ma est principalement due à un effet de brisure explicite de U(1)PQ autre que l’anomalie,
ce qui nous permet de considérer ma et gaff indépendamment et, par conséquent, d’échapper
aux contraintes.

Scenarios de la genèse de matière sombre Comme l’échelle fa doit être grande, les cou-
plages sont en général trop petits pour donner la densité relique correcte par le mécanisme
freeze-out. Une alternative au scénario standard de freeze-out est que les abondances initiales
des particules du secteur sombre, c’est-à-dire la matière sombre et l’ALP, sont négligeables par
rapport au bain thermique des particules du modèle standard après rechauffage, et qu’elles
n’atteignent pas l’équilibre avec les particules du modèle standard avant le découplage. Par
exemple, dans le mécanisme de freeze-in : les particules du secteur sombre sont progressivement
produites par des processus de scattering dans le plasma thermique sans atteindre l’équilibre,
jusqu’à ce que la température diminue suffisamment pour que les processus se découplent et que
l’abondance de matière sombre reste constante (voir par exemple [19]). Notons qu’il y a deux
possibilités, le freeze-in infrarouge où la densité rélique finale est insensible à la température de
rechauffage, ou le freeze-in ultraviolet où le choix de la température de rechauffage influence le
résultat, en fonction de la dépendance de T de la section efficace thermique. Dans notre travail,
nous nous concentrons sur les mécanismes suivants :
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• Dans le cas où ga�� et gaff sont faibles, la matière sombre est produite par freeze-in. Soit,
lorsque TRH � 1 TeV directement via ff̄ → ��̄ ou, par exemple, ff̄ → ag suivi de aa→ ��̄,
où l’ALP peut ou non être en équilibre avec le modèle standard [20]. En revanche, pour
des TRH plus grandes, la contribution dominante provient de freeze-in UV via le processus
2→3 ff̄ → h�̄ ainsi que ff̄ → ha suivi de aa→ ��̄.

• Au niveau intermédiaire de gaff , les ALPs n’atteignent pas l’équilibre avec les particules
du modèle standard, mais si ga�� est suffisamment grand, les ALP et les particules de
matière sombre s’équilibrent. Si ga�� est suffisamment grand, les ALP et les particules
du modèle standard peuvent entrer en équilibre, ce qui conduit au freeze-out d’un secteur
sombre thermiquement découplé ou, pour le dire plus simplement, au freeze-out découplé
(DFO), voir [21], et plus récemment [22].

Étudions la résolution des équations de Boltzmann dans ces différents cas. La déduction des
interactions entre les particules du modèle standard, de la matière sombre et des ALP à partir
du lagrangien de l’equation (15) nous permet d’écrire l’ensemble le plus général et le plus complet
d’équations différentielles couplées régissant l’évolution des densités de a et �

dn�
dt
+ 3Hn� =�

f

����̄→ff̄v� ��neq
� �

2
− n2

�� + ��aa→��̄v�n2
a − ����̄→aav�n2

�

+ �

i,j,k

�����̄→ijkv� ��neq
� �

2
− n2

�� + ����̄i→jkv2
�neq

i ��n
eq
� �

2
− n2

��� ,

dna

dt
+ 3Hna = �

i,j,k

��ia→jkv� �neq
a neq

i − naneq
i � + ��a� �n

eq
a − na�

− ��aa→��̄v�n2
a + ����̄→aav�n2

� . (16)

avec i, j, k des particules du modèle standard qui participent aux processus de changement de
nombre de l’ALP (la contribution dominante provenant du processus t-channel i = g, j = k̄ = t).
Les processus 2 → 2 ou 2 → 3 entrent par la section efficace typique moyennée thermiquement
��v� et la désintégration (inverse) du pseudoscalaire par le taux de désintégration moyenné ther-
miquement, ��a� [23]. Nous avons appliqué le principe d’équilibre lorsque cela était approprié.
La résolution de cet ensemble d’équations pour une gamme de couplages ga�� et ga�� ⋅ gaff

donne le diagramme de phase de la figure 2, la ligne en pointillé indiquant la combinaison de
couplages qui conduit à la densité relique de matirère sombre observée pour des masses de valeur
m� = 10 GeV et ma = 1 GeV. Pour une théorie particulière avec un certain contenu en partic-
ules et diverses interactions, il est générique que différents types de mécanismes puissent fixer
l’abondance de matière sombre en fonction du type d’interaction le plus important ; notre modèle
donne donc lieu à une riche phénoménologie. En fait, comme il a été montré dans [21] et plus
tard dans [22], le cas du médiateur massif conduit à cinq mécanismes différents de production
dynamique de matière sombre. Dans ce travail, nous nous concentrerons sur les scénarios où les
particules de matière sombre sont thermiquement découplées du bain du modèle standard. En
bas à gauche du diagramme de phase de la figure 2, correspondant à un petit ga�� et un petit
produit gaff ⋅ga��, les particules de matière sombre ne sont pas en équilibre, ni avec les particules
du modèle standard, ni avec les ALPs. Cependant, le couplage fermion-ALP est suffisamment
grand pour que les ALPs et les particules du modèle standard s’équilibrent, a

T
←→ SM. La matière

sombre est produite directement à partir de collisions de fermions du modèle standard, ff̄ → ��̄.
Ce régime est donc appelé freeze-in via le modèle standard. En augmentant ga�� tout en gardant
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le produit gaff ⋅ ga�� fixe, aa ⇢ ��̄ devient le processus dominant. Etant conceptuellement très
similaire au mécanisme précédent, ce mécanisme est appelé freeze-in via le médiateur. Notons
qu’il existe deux possibilités, le freeze-in IR pour lequel la densité relique finale est insensible
à la température de rechauffage, ou le freeze-in UV pour lequel le choix de la température de
rechauffage influence le résultat, en fonction de la dépendance T de la section efficace thermique.
Si nous continuons à diminuer le couplage fermion ALP gaff , les interactions ALP-modèle stan-
dard deviennent trop rares pour que les deux secteurs se thermalisent. Pourtant, la quantité
d’ALP produite est suffisante pour obtenir la densité de relique de matière sombre correcte via
la chaîne de productions séquentielles hors équilibre SM→ ALP et aa→ ��̄ ; la matière sombre
est produite via le freeze-in séquentiel. Cependant, comme les ALPs ne sont pas en équilibre
cinétique, les équations de Boltzmann non intégrées décrivant l’évolution de la distribution de
l’espace des phases des ALPs doivent être étudiées pour une analyse quantitative fiable [20], ce
qui rend le calcul de l’abondance finale de matière sombre non trivial. En augmentant encore
le couplage du secteur caché ga��, à un moment donné, l’interaction DM-ALP devient si forte
qu’ils se thermalisent l’un l’autre. En particulier, la matière sombre et les ALPs partageront une
température commune T ′ qui est différente et en général beaucoup plus petite que la température
des photons, T . Nous devons donc évaluer leur section efficace d’interaction à leur température
commune. Plus précisément, nous calculons la température du secteur caché T ′ à partir de
sa densité d’énergie ⇢′ qui peut être obtenue en résolvant une équation de Boltzmann supplé-
mentaire décrivant la quantité de transfert d’énergie du bain des particules du modèle standard
vers le secteur caché. Nous devons donc résoudre numériquement un système de trois équations
différentielles couplées (rigides). La densité relique de la matière sombre est déterminée par les
interactions aa ↔ ��̄ et le mécanisme ressemble au freeze-out ordinaire mais se produit à une
température différente. Nous appelons donc ce régime freeze-out découplé (DFO). Il convient
de noter que, comme pour le freeze-in, les contributions ultraviolettes aux interactions SM-DM
et SM-ALP peuvent indirectement introduire une dépendance de la température de rechauffage
via le transfert d’énergie du modèle standard. Nous avons vérifié explicitement que pour des
températures de rechauffage inférieures à O(TeV), les effets sur l’abondance finale de matière
sombre sont faibles. Plus précisément, la variation de TRH de 200 GeV à 2000 GeV conduit à un
changement de ∼ 22% dans l’abondance de matière sombre et de ∼ 7% dans la valeur requise de
ga��. Nous les négligeons donc. Cependant, nous ajoutons des corrections à température finie à
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Figure 3: Tracé de la contrainte complète sur le couplage ALP-fermion gaff en fonction de la masse de
l’ALP ma pour un ALP qui se couple uniquement aux fermions du modèle standard au tree-level.

Figure 4: Couplage ALP-fermion gaff en fonction de ma pour les lignes de couplage constant du secteur
caché ga�� (en noir pointillé) qui reproduisent la densité relique de matière sombre observée via le freeze-
in via le modèle standard et le freeze-in via l’ALP, comme indiqué pour les températures de rechauffage
TRH = 200 GeV (à gauche) et TRH = 2000 GeV (à droite). Nous avons fixé le rapport m��ma = 10. La ligne
inférieure indique la valeur de gaff pour laquelle les ALP et le SM atteignent l’équilibre. En gris, nous avons
inclus les contraintes relevantes pour notre modèle ALP sur le couplage gaff dans cette région de paramètres
(cf. figure 3).

la production d’ALP et de matière sombre à partir des particules du modèle standard, ce qui se
traduit par des corrections d’ordre un.

Enfin, dans la partie droite du diagramme de phase, les trois secteurs partagent une température
commune et la matière sombre est produit par freeze-out thermique.

Implications phénoménologiques Enfin, nous explorons les implications phénoménologiques
de notre modèle en le comparant aux expériences. La Fig. 3 résume les limites de beam dump,
astrophysiques et de physique des saveurs sur les ALPs que nous avons calculées pour notre mod-
èle spécifique, à savoir lorsque l’ALP se couple uniquement aux fermions du modèle standard au
tree-level et que les couplages de bosons ALP-gauge sont induits par des boucles de fermions. Les
contraintes astrophysiques provenant du sursaut de neutrinos de SN1987A ou du rapport entre
le nombre d’étoiles à branche horizontale et de géantes rouges dans les amas globulaires reposent
sur des arguments de perte d’énergie [24, 25]. L’expérience de beam dump d’électrons SLAC a
recherché des axions et n’a observé aucun événement [26]. En ce qui concerne les contraintes de
saveur, nous dérivons des bornes pour les canaux les plus contraignants : K+ → ⇡+a(→ inv.) de
NA62, K+ → ⇡+a(→ µ+µ−) et K+ → ⇡+a(→ e+e−) de NA48/2, B+ → K+a(→ µ+µ−) de LHCb et
B →K∗a(→ µ+µ−) de LHCb et CHARM.
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Comme nous l’avons vu précédemment, les contributions UV à la densité relique de matière
sombre provenant des processus 2 → 3 médiés par l’ALP ff̄ → h��̄, fh → f��̄ et f̄h → f̄��̄

deviennent importantes pour des températures de rachauffage supérieures à quelques centaines
de GeV. Ces contributions introduisent une dépendance en la température de rechauffage puisque
l’abondance relique final s’échelonne avec TRH , de telle sorte que nous considérons deux scénarios
représentatifs : TRH = 200 GeV, où les contributions UV sont presque négligeables ; l’abondance
de matière sombre sera donc approximativement indépendante de TRH et TRH ∼ 2000 GeV, où le
résultat est dominé par les contributions UV. Dans la figure 4, les régions jaune et jaune hachurée
représentent la plage de gaff et ma où la densité relique correcte est obtenue, pour différentes
valeurs de ga��, montrant également les contours pour différentes valeurs du couplage du secteur
caché (lignes noires en pointillé) pour ces deux scénarios. Dans la région jaune, la production
de matière sombre par diffusion de fermions du modèle standard est plus efficace (freeze-in via
le modèle standard), et dans la région jaune hachurée, c’est la production par diffusion d’ALP
qui est dominante (freeze-in via l’ALP). Notons que pour TRH = 200 GeV et m� > mt, la
suppression par un facteur de Boltzmann des particules produisant principalement la matière
sombre via tt̄ → ��̄ se traduit par une courbure vers le haut des lignes de couplage constant du
secteur caché. Dans le cas dominé par des proccesus ultraviolets, les lignes de couplage constant
ga�� sont déplacées vers des valeurs plus petites de gaff puisque plus de matière sombre est
produits à des moments plus précoces. On trouvera plus de détails et une discussion dans le
Chap. 7 ou dans la Réf. [27].

Dans le régime DFO, contrairement aux régimes de freeze-in, ga�� est grand pour assurer
l’équilibre entre les particules du secteur caché. Ceci est visible dans la figure 5 où nous mon-
trons la région de l’espace des paramètres où la densité relique correcte est obtenue dans le plan
(ma, gaff), en gardant le rapport m��ma = 10 fixe, ainsi que les contraintes. Notons que les
limites de cette région sont décrites dans le Chap. 7 ou dans [27]. On observe qu’il est difficile
de tester cette région avec des recherches d’ALP dans les collisionneurs : en particulier, la limite
SN et les limites des désintégrations rares B et K devraient être améliorées de plusieurs ordres
de grandeur. D’autre part, la cosmologie pourrait tester cette région car l’ALP a une longue
durée de vie en raison du faible couplage avec les particules du modèle standard. Comme les
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ALPs sont produits en abondance avec les particules du modèle standard, leur désintégration a
des implications importantes pour l’histoire cosmologique au moment de la nucléosynthèse du
big bang. Pour les ALPs de masse ma � 2mµ, nous appliquons les limites de la Réf. [28] sur
les ALPs à très longue durée de vie dans la gamme de masse inférieure au GeV, à l’exclusion
des durées de vie ⌧a ∼ 103

− 105 s (limite étiquetée “electromagnetic decays”). Pour des masses
de 2mµ � ma � 1 GeV, l’ALP se désintègre principalement en muons, et ici la durée de vie est
suffisamment courte pour qu’ils n’aient pas d’importance. Pour les désintégrations hadroniques,
les limites deviennent plus sévères et des durées de vie supérieures à ⌧ ∼ 0,1 s peuvent être
exclues [28] (limite étiquetée “hadronic decays”). On trouvera plus de détails dans le Chap. 7 ou
dans la Réf. [27].

Conclusion Notre modèle d’un ALP agissant comme médiateur entre les particules du modèle
standard et les particules de matière sombre engendre une riche phénoménologie : En fonction
des masses et des couplages de l’ALP et de la matière sombre, divers mécanismes sont possibles
pour reproduire la densité relique de matière sombre mesurée aujourd’hui. Le calcul de la densité
relique dans la région du freeze-out découplé est particulièrement complexe. Nous effectuons un
calcul détaillé de cette région dans ce modèle de matière sombre médié par l’ALP. Dans le cas du
freeze-in, la densité relique est insensible à la température de rechauffage si elle est inférieure à
quelques centaines de GeV. Nous présentons également de tout nouveaux calculs des contraintes
sur l’ALP, en particulier pour les SN, le beam-dump et les contraintes de saveur qui sont cruciales
pour l’espace des paramètres d’intérêt. De vastes régions dans les régimes de freeze-in et de
DFO restent inexplorées, et alors que le premier pourrait être sondé par de futures expériences
de collisionneurs, le second serait difficile d’accès. Cependant, la cosmologie peut nous aider à
contraindre cette région, et nous réalisons une première estimation de ces limites, qui devrait
être améliorée à l’avenir. Plusieurs autres améliorations de notre analyse seraient également
avantageuses : Tout d’abord, nous aimerions améliorer la précision de nos calculs dans la région
de freeze-in séquentiel, en résolvant l’équation de Boltzmann non intégrée. Ensuite, nous avons
l’intention d’analyser plus en détail les corrections thermiques. Enfin, nous aimerions procéder
à une évaluation approfondie de la sensibilité potentielle des expériences futures à la région
concernée et nous attendons avec impatience de voir l’impact des futurs résultats expérimentaux
sur notre modèle.
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Part I

General introduction

1





1 Motivation

The standard model (SM) of particle physics is a quantum field theory that has been spectac-
ularly successful. It has provided a mathematical framework for understanding the properties
of the known fundamental particles and three among the four known interactions. It also suc-
cessfully predicted the existence of elementary particles such as the top quark [29, 30] and the
Higgs boson [31]. In addition, there is strong experimental evidence that the SM’s quantum
chromodynamics (QCD) provides an accurate description of the strong interactions. While the
SM has resisted multiple experimental tests over the last fifty decades, it does not provide an
explanation for several observed phenomena, such as neutrino masses, the hierarchy problem,
the origin of flavour, baryon asymmetry and the origin of the “dark components” in the universe,
dark energy and dark matter.

One way to search for phenomena which go beyond the current paradigm is of course by building
bigger accelerators in order to directly produce yet unknown particles.

On the theoretical side, there are usually two main lines of research. One approach to uncover
new physics consists in trying to fault the SM by comparing very precise predictions of this
model to equally precise measurement. Alternatively, one can construct models for unexplained
phenomena and explore the consequences of these new theories. In this thesis we will explore
both lines of research.

The search for new physics “at the intensity frontier” relies on increasing the luminosity rather
than the energy scale of experiments. Since there is still no conclusive direct or indirect evidence
for new physics in such experiments, we expect its effects to be very small. Thus, detecting a de-
viation from the SM requires both the theoretical prediction and the experimental measurement
to be extremely precise. The first approach hence relies on providing these highly accurate the-
oretical predictions. Their precision is often limited by hadronic effects due to the non-linearity
of QCD at low energies, thus requiring a reliable description of these non-perturbative processes.

A prime example of the search for new physics at the intensity frontier is the anomalous magnetic
moment of the muon, aµ. Its value has both been measured and calculated to unprecedented
precision. The theoretical prediction includes up to five-loop corrections for the dominant con-
tribution coming from quantum electrodynamics (QED) [32]. While the hadronic contribution
is about 17.000 times smaller in size, its uncertainty contributes 87% to the error-squared on
aµ. The traditional approach to calculating this contribution is based on the use of a dispersion
relation and low-energy measurements of hadronic production in e+e−-annihilation [4, 5]. Al-
ready the measurement of aµ at Brookhaven National Laboratory (BNL) published in 2006 [33]
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Figure 1.1: Comparison between experimental measurements [33, 34, 36] and standard model predictions
of the muon magnetic anomaly. The calculation using the traditional approach (White Paper standard
model) [35] gives a significantly lower value (5.1 standard deviations) than the weighted combination of the
experimental measurements from Brookhaven National Laboratory (BNL 2004) and Fermilab (FNAL 2023).
The results of this calculation were published in a journal article by the Muon g-2 Theory Initiative in 2020.
The difference is reduced, to just 1.7 standard deviations, when the result of the lattice QCD calculation on
the hadronic contribution (BMWc) replaces that of the traditional approach.

pointed to a disagreement with the SM prediction, and over the last twenty years the muon g−2

has become one of the most promising new physics signals.

During the course of this thesis, in April 2021, the first result from a new experiment at Fer-
milab [34] confirmed the BNL measurement and increased the deviation with the SM reference
prediction to 4.2� [34, 35]. The Fermilab release was however accompanied by the simultaneous
publication, on April 7, of the ab-initio result from a lattice QCD calculation of the leading
hadronic contribution to the muon g − 2 by the BMW collaboration with comparable accuracy
to the data-driven approach [7]. This result predicted a much smaller disagreement, suggesting
that new physics might not be needed to explain the difference. However, it is at odds with the
prediction from the traditional approach.

This summer Fermilab released their runs 2 & 3 results [36], significantly reducing their uncer-
tainties and aggravating the tension with the prediction of the traditional approach to more than
5�, which is the threshold commonly quoted to claim the discovery of as yet unknown fundamen-
tal physics [36]. However, several other independent lattice calculations now confirm the BMW
result for a sub-quantity where lattice methods are expected to work particularly well [7, 37–40].
The current situation is summarized in Fig. 1.1. To make the situation even more puzzling,
the CMD-3 collaboration very recently published new measurements of the hadronic cross sec-
tion in the two-pion region, indicating that its prediction could be close to that of the lattice
calculations. However, it disagrees with other (and also their own) previous measurements [41].
Therefore, the issue of whether new physics is necessary to account for the muon g−2 discrepancy
remains rather ambiguous. Notably, the focus has shifted to the disagreement between the two
standard model predictions [16].

In this thesis we will use lattice QCD simulations to calculate the hadronic contribution to a
closely related SM precision observable, the running of the electromagnetic coupling ↵. It is
determined by the same hadronic vacuum polarization (HVP) function that enters the leading
strong-interaction contribution to the muon anomaly. This function is related to the hadronic
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contribution to the photon self-energy that quantifies how much a photon of virtuality q2 polarizes
quarks and gluons in the vacuum.

Lattice field theories provide a powerful tool to access the non-linear low-energy regime of QCD.
The lattice approach relies on a numerical evaluation of the Euclidean QCD path integral. This
is made possible by discretizing space-time in a finite volume, hence reducing the problem to
a finite (yet extremely large) number of variables. The numerical evaluation requires the use
of large-scale supercomputers. Lattice calculations suffer from systematic errors but these can
be quantified and controlled. In particular, one main focus of this thesis is to ensure a reliable
continuum extrapolation and determination of the associated systematic errors.

Besides its importance for improving our understanding of the current disagreement with the dis-
persive approach in the low energy hadronic region, the running of the electromagnetic coupling
plays an important role in electroweak precision tests of the SM. As all SM input parameters
have experimentally been measured since the discovery of the Higgs boson in 2012 [31], global
comparisons of electroweak measurements to theoretical predictions allow for consistency checks
between experiment and theory [1, 42, 43].

While there are already slight tensions at the EW scale, for instance between the experimentally
measured value for the Higgs mass and that indirectly determined from global fits to the remain-
ing EW precision observables [44], it has been argued that the increase in the SM prediction
for aµ obtained from the lattice calculation of the HVP would drastically augment this discrep-
ancy [45–49]. While this is disfavoured by both a first investigation of the BMW collaboration [7]
and a recent result by the Mainz collaboration [8], consequences for electroweak fits remain to
be understood. Moreover, future colliders are expected to significantly reduce the uncertainty
on the indirect determination of the running of ↵ and the precision in the theory prediction of
the hadronic contribution to this running will have to be halved to fully harness the discovery
potential of those instruments [3].

The second approach to search for new physics consists in extending the established model, based
on well-motivated scenarios, and in exploring the extension’s phenomenological implications and
possible signatures in experiments. This is the strategy we will pursue in the second part of this
thesis. We propose and investigate a particle physics solution to the dark matter (DM) puzzle,
one of the major enigmas in physics. While there is compelling gravitational evidence that it
exists, coming from a wide range of scales, no non-gravitational evidence of DM has been found
so far. Accounting for about 27% of the total energy budget in the universe (dark energy making
up about 68%), we have not yet been able to answer the question of what our universe is mainly
made of. Observations support the idea that dark matter (DM) has a particle nature, that it is
weakly coupled to SM particles and that it exhibits a small velocity dispersion. The cold DM
paradigm forms one of the building blocks of the framework of the ⇤CD model, the standard
model of cosmology, which has accurately described cosmological and astrophysical observations
over the past decades [2].

However, none of the known particles within the SM is a suitable candidate, thereby necessitating
beyond the standard model (BSM) physics. Numerous extensions of the standard model have
been proposed. One of the simplest scenarios, where the DM particle directly couples to SM
states via renormalizable interactions, is one in which a so-called weakly interacting massive
particle (WIMP) is produced via thermal freeze-out, with a mass at the electroweak scale and
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a coupling on the order of that of the weak interaction. In the freeze-out scenario, one assumes
that DM and SM particles were in equilibrium in the early universe. Once the expansion rate
of the universe becomes bigger than the reaction rate, fewer and fewer particles will collide and
interact until the number density stays unchanged. However the WIMP scenario is challenged
by the fact that – despite experimental searches for decades – it has not been detected so far.
On the contrary, a large parameter space is nowadays excluded by LHC data, indirect and direct
detection experiments [50, 51]. Hence, one is led to wonder if different scenarios and different
candidates are also possible, in particular non-thermal models which require weaker couplings
and which are still compatible with the current null results. A very simple non-thermal scenario
is the freeze-in mechanism and the associated DM candidate is a feebly interacting massive
particle (FIMP) [19, 52]. Contrary to the freeze-out case, the DM particles interact so weakly
with the SM particles that they never reach thermal equilibrium during the cosmic evolution.
The initial abundance of DM particles is assumed to be negligibly small, and DM is produced
from SM scatterings or decays in the thermal plasma. At a certain point, the abundance of SM
particles gets suppressed and the DM freezes in [19, 52]. This mechanism can occur in various
well-motivated extensions of the standard model. Alternative scenarios, in particular the freeze-
in mechanism, have received much attention in recent years but are still less explored than the
standard thermal freeze-out case. In this thesis we explore different DM production mechanisms
in a simple extension of the SM.

We investigate the possibility for the interactions between SM and DM particles to be mediated
by an additional particle allowing the DM particle to be a singlet of the SM gauge group. As
a mediator we consider a light pseudoscalar, an axion-like particle (ALP), by which we mean
the pseudo-Goldstone boson of an additional approximate U(1) global symmetry spontaneously
broken at a high scale fa. The axion was originally proposed to solve a problem within the theory
of quantum chromodynamics and constitutes itself a pioneering example of a non-thermally
produced DM candidate [53–56]. As is generically the case for a particular theory with a variety
of interactions, different types of mechanisms can set the DM relic abundance, depending on
which interactions are more important. Hence our model gives rise to a rich phenomenology.
The size of the couplings is driven by the new symmetry breaking scale fa which should be large
enough to be in accord with current collider limits. Therefore the new couplings are small and
we focus on parameter regions where the DM particles are not in thermal equilibrium with the
SM bath, such as freeze-in and decoupled freeze-out. The pseudoscalar mediator case is largely
insensitive to direct or indirect DM searches. However, the axion/ALP mediators can have many
implications for astrophysical, cosmological and collider processes and we constrain our model
via measurements of those processes.

Besides, axions or axion-like particles have been put forward as a beyond-the-standard-model
(BSM) explanation for the muon (g−2) puzzle [57–62] and the existence of such a particle might
even reconcile the predictions for the muon g − 2 based on the R-ratio and the lattice [63].

This thesis treats therefore two very different subjects and is divided into two distinct parts. It
is structured as follows:

• In Chap. 2 I give, as an introduction common to both topics, a broad overview of quan-
tum electrodynamics and quantum chromodynamics in the SM. We briefly discuss the
perturbative running of the electromagnetic coupling in QED, whose hadronic contibution
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we address non-perturbatively in Chap. 4. We then focus on the low energy properties
of quantum chromodynamics and discuss how the solution of the so-called U(1) problem
introduces a new problem, the strong CP problem for which axions were proposed as a
solution.

• In the first part of this thesis we make use of ab-initio lattice QCD calculations to access
the non-linear low-energy regime of QCD. In Chap. 3 I therefore give an introduction
to lattice quantum chromodynamics which, until now, is the only known way to make
physical predictions from first principles in that regime. I discuss the lattice discretization,
the intrinsic difficulties it holds and put an emphasis on the importance the renormalization
group played in its development. Since we include leading order isospin breaking effects in
our calculations I also present different possible formulations of QED in a finite volume.

• Chap. 4 presents the main results of the first part of this thesis. I first provide a summary of
the phenomenological status and importance of the running of the electromagnetic coupling
and discuss the reference method based on a dispersive integral and e+e− → hadrons cross-
section data. I then present the methodology employed to compute the running with lattice
QCD, including leading-order isospin-breaking effects. Finally, in Sec. 4.3.3 I present our
lattice results that I also compare to previous results in Sec. 4.3.4 and conclude in Sec. 4.4.

• Chap. 5 gives an overview of the theoretical aspects discussed in the second part of this
thesis. We start with a brief introduction to the gravitational evidence for DM and proceed
by presenting the basic principles of DM detection modes in Sec. 5.3. We then discuss the
formalism/framework to calculate the evolution of the DM relic density where we focus on
freeze-out, which is the standard DM production mechanism, and freeze-in, an alternative
which requires weaker couplings to the SM particles.

• Since the interactions between the SM and the DM particles in our model are mediated
by axion-like particles I briefly introduce in Chap. 6 the theoretical properties of axions.
I also make a brief comment about anomalies which motivates the UV completion of our
particular model.

• Chap. 7 is dedicated to the main results of the second part of this thesis. We start by
discussing the theoretical basis for our DM model in Sec. 7.2, followed by a discussion
of a selection of collider and astrophysical constraints on axion-like particles in Sec. 7.5.
Sec. 7.6 summarizes our results and we conclude in Sec. 7.7.

• Finally, in part IV we conclude this thesis and discuss future prospects for both topics
treated in this work.





2 QED and QCD in the standard model

The standard model of particle physics describes the dynamics of all known particles and their
interactions, except for gravity. The gauge symmetry of the SM is the product of the colour group
(the symmetry group of QCD) and the electroweak symmetry group which breaks spontaneously
via the Higgs mechanism

SU(3)C × SU(2)L ×U(1)Y → SU(3)C ×U(1)em . (2.1)

Adding all fermion fields, a scalar Lagrangian for the Higgs mechanism in the electroweak sector
and Yukawa couplings to endow the fermions with masses, the SM Lagrangian can be summarized
as [64]

LSM = Lg +Lf +LH +LY , (2.2)

where Lg includes the dynamics of all gauge bosons, LH contains the Higgs scalar field, Lf

includes the Dirac Lagrangians for leptons and quarks and LY their Yukawa interactions with
the Higgs field.

The standard model postulates the existence of six leptons and six quarks and their corresponding
antiparticles (fermions), four gauge bosons which are the mediators of the electroweak and the
strong interactions, and the Higgs boson. The particle content and the particles’ quantum
numbers are summarized in Tab. 2.1. Since the discovery of the Higgs in 2012, the existence of
the known SM particles has experimentally been confirmed [31].

Particle(s) Field(s) Content Spin SU(3)C SU(2)L U(1)Y q = I3
+ Y �2

Quarks Qi (u, d)L 1�2 3 2 1�3 (2�3,−1�3)
(Three generations) uRi uR 1�2 3 1 4�3 2�3

dRi dR 1�2 3 1 −2�3 −1�3
Leptons Li (⌫e, e)L 1�2 1 2 -1 (0,−1)
(Three generations) lRi eR 1�2 1 1 -2 -1
Gluons Ga

µ g 1 8 1 0 0
W bosons W 1,2

µ W ± 1 1 3 0 ±1
Photon, Z boson W 3

µ , Bµ �, Z0 1 1 3,1 0 0
Higgs boson � H 0 1 2 1 0

Table 2.1: Field content of the standard model with the corresponding particles, their spin, and the
field’s representation. SU(N) representations are labelled by their dimension n, with a bar for the conjugate
representation. U(1) representations are labelled by the charge. The electric charge Q = eq (in units of e) is
given by the combination of the third component of the weak isospin I3 and hypercharge Y of each of the
fermions via the Gell-Mann-Nishijima formula in the last column.
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2.1 Electroweak theory

This chapter is intended to give a brief idea of the construction of the standard model. We focus
here on the electroweak sector and the Higgs mechanism to recover quantum electrodynamics
(QED). In Sec. 2.3 we will discuss quantum chromodynamics, the theory of strong interactions.

2.1.1 Construction of the Lagrangian

For a gauge theory, the theory should be symmetric under a local gauge group G which acts
independently at all locations in space-time. We will focus on a non-abelian part of the SM gauge
group, namely SU(2)L, but try to keep the discussion general. The concept works analogously
for the gauge group of the strong interactions, SU(Nc), and the abelian U(1)Y is then a special
case of this. Let us start from the Lagrangian for a free massive fermion field (we only consider
one flavour for this discussion)

L =  (x)(i�µ@
µ
−mf) (x) , (2.3)

with mf the mass of the quark and where two Dirac fermions are grouped into the doublet  

 (x) =
�

�

�

 1(x)

 2(x)

�

�

�

. (2.4)

Eq. (2.3) is the most general Lagrangian up to dimension 4 which is invariant under Lorentz
transformation and global SU(2)L transformations. If we now require our theory to be invariant
under local, space-time dependent SU(2)L transformations

 (x) → ⌦(x) (x) , ⌦(x) ∈ SU(2)L , (2.5)

the derivative in Eq. (2.3) is no longer well defined under a SU(2)L transformation. Indeed,

 @µ →  @µ +  ⌦†
(x) �@µ⌦(x)� (2.6)

is not invariant under a gauge transformation since @µ⌦(x) ≠ 0 for a generic ⌦(x). Since we
want to keep our field dynamical we cannot get rid of the derivative. Instead, we can introduce
an auxiliary field, a so-called connection, and replace the derivative by a covariant derivative
containing this auxiliary field. From Eq. (2.6) we see that, in order for the Lagrangian to be
invariant we need

Dµ(⌦ )
!
= ⌦(Dµ ) , (2.7)

hence the covariant derivative of the group element has to vanish, Dµ⌦ = 0, such that Dµ 

transforms in the same way as  . Any element of SU(2)L can be obtained by ⌦ = eig✓aTa

with ✓a real-valued and Ta = T †
a the generators of the associated algebra which are hermitian

and traceless and we have added a factor g. They satisfy the su(2) Lie-algebra (the so-called
Lie-bracket),

[Ta, Tb] = ifab
cTc , (2.8)
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where fabc are the structure constants of su(2). The doublet  transforms in the fundamental
representation and the usual choice for the SU(2) generators are the Pauli spin matrices Ta =

�a�2. Hence @µ⌦ = ig(@µ✓
a
)Ta⌦ and the covariant derivative can be constructed as

Dµ ≡ @µ − ig@µ✓
aTa , (2.9)

expressed only in terms of local data. It is common to define @µ✓
a
≡ Aa

µ(x). Dµ transforms as
 under SU(2)L transformations provided Aµ(x) ≡ TaAa

µ transforms in a specific way, namely

Aµ(x) → ⌦(x)Aµ(x)⌦
−1
(x) +

i

g
⌦(x)(@µ⌦−1(x)) , ⌦ ∈ SU(2)L . (2.10)

Since the doublet transforms in the fundamental representation, from the transformation law we
see that Aµ is in the adjoint representation. However, Aµ is now a field and as such should be
quantized, too. Therefore, we need to give it dynamics. To do so, we notice that

[Dµ,D⌫] (x) → ⌦(x)[Dµ,D⌫] (x) (2.11)

under a group transformation and the commutator of two covariant derivatives [Dµ,D⌫] is in
fact a function and not an operator. It is a rank-2 tensor,

[Dµ,D⌫] = −igTaF a
µ⌫ , (2.12)

where we have defined Fµ⌫ = F a
µ⌫Ta ≡ @µA⌫ − @⌫Aµ − ig �Aµ,A⌫�. Fµ⌫ transforms as Fµ⌫ →

⌦Fµ⌫⌦
†, hence its trace is gauge invariant and

Lgauge = −
1

2
Tr �Fµ⌫F

µ⌫
� = −

1

4
F a

µ⌫F
aµ⌫ (2.13)

is both gauge and Lorentz invariant (we have used Tr[�a�b
] = 2�ab). Finally, the Lagrangian is

L = −
1

4
F a

µ⌫F
aµ⌫
+  (i �D −m) . (2.14)

Based on this derivation, the gauge Lagrangians of the SM can be built, by substituting the
required gauge group. We will see in the next section that the abelian U(1) is a special case of
the SU(2) case.

2.1.2 The Higgs mechanism: recovering quantum electrodynamics

The first part of this thesis treats the hadronic contribution to the running of the electromagnetic
coupling. This section is therefore intended to set the notation and introduce the parameters in
the electroweak sector of the SM. The Lagrangian containing a complex doublet H reads

L = −
1

4
�W a

µ⌫�
2
−

1

4
B2

µ⌫ + �DµH�
†
�DµH� +m2H†H − � �H†H�

2
, (2.15)

where Bµ is the hypercharge gauge boson, Bµ⌫ = @µB⌫ − @⌫Bµ, and W a
µ⌫ the field strengths

of the SU(2)L gauge bosons (see previous section). The gauge symmetries in the theory are
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SU(2)L ×U(1)Y . Then, the covariant derivative is given by

Dµ = @µ − igW a
µT a

−
1

2
ig′Bµ (2.16)

with g and g′ SU(2) and U(1)Y couplings, respectively and T a
= �a

�2 normalized as in the
previous section. Choosing � and m in the Higgs potential appropriately H gets a vacuum
expectation value (vev) v = m�

√
� which we take real and require only the lower component of

the doublet to develop the vev

H = exp�2i
⇡aT a

v
�

�

�

�

0
v
√

2
+

h
√

2

�

�

�

. (2.17)

where h(x) and ⇡a
(x) are real fields and the factor

√
2 is a canonical normalization factor. In

particular, this breaks the symmetry down to

SU(2)L ×U(1)Y → U(1)em .

In the unitary gauge (⇠ =∞) we have ⇡ = 0 and with the parametrization for H (2.17) we obtain

�DµH �2 ⊃ g2 v2

8

�
�
�
�
�
�

�W 1
µ�

2
+ �W 2

µ�
2
+ �

g′

g
Bµ −W 3

µ�

2�
�
�
�
�
�

, (2.18)

and we see that the gauge bosons have acquired mass terms. We now rotate the fields to
diagonalize them to the mass basis

�

�

�

Zµ

Aµ

�

�

�

=

�

�

�

cos ✓W − sin ✓W

sin ✓W cos ✓W

�

�

�

�

�

�

W 3
µ

Bµ

�

�

�

, cos ✓W =
g

�

g2 + g′2
, sin ✓W =

g′
�

g2 + g′2
(2.19)

where we have defined the weak mixing angle ✓W . We also define the linear combinations

W ±

µ ≡
1
√

2
�W 1

µ ∓ iW 2
µ�

Plugging these definitions into Eq. (2.18), the theory now contains two massive gauge bosons
with mW = gv�2 and a third gauge boson with mass

mZ = 1�(2 cos ✓W )gv = v�2
�

g2 + g′2 =mW � cos ✓W .

The fourth gauge boson, the photon, remains massless, mA = 0. Furthermore, one identifies the
electric charge as

e = g sin ✓W = g′ cos ✓W =
gg′

�

g2 + g′2
,

and the physical fields W ± have charges ±1. Using these normalizations the electron will
indeed have charge -1 since the generator of the remaining U(1)em gauge symmetry is given by
q = T 3

+ Y �2. We won’t go into the details of the fermionic sector of the standard model. Let
us just mention that there are three generations of fermion fields. SU(2)L is a chiral theory and
only couples to left handed fermions which are grouped into weak doublets. The right handed
fields are SU(2)L singlets. Coupling the gauge bosons to the fermion content of the SM we
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recover the QED Lagrangian after electroweak symmetry breaking,

LQED = −
1

4
Fµ⌫F

µ⌫
+�

f

 f � �Df −mf� f −
⇠

2
(@µAµ)

2 , (2.20)

with Fµ⌫ = @µA⌫ − @⌫Aµ, �Df = �
µ
(@µ − ieqfAµ), with qf the electric charge in units of e, see

Tab. 2.1, and the sum runs over all fermions charged under U(1)em. These are Dirac fermions
built from the left- and right-handed fields  = ( L, R)

T . The mass term for the fermions
comes from the Yukawa coupling with the Higgs, mf = yfv�

√
2. The leptons e, µ, ⌧ have charges

qf = −1 formed from the hypercharge and SU(2)L charge T 3
= −1�2 of the left handed fields,

cf. Tab. 2.1. We have included an explicit gauge fixing term.

2.2 Quantum Electrodynamics

2.2.1 Prologue: Normalizing Renormalization

It is hard to underestimate the importance of the renormalization group in shaping
the way we think about quantum field theory.
Matthew D. Schwartz

Learning about the renormalization group has definitely shaped my way of thinking about quan-
tum field theories and science in general. Further, one certainly cannot underestimate the im-
portance of the renormalization group in the development of lattice field theory. Incidentally, it
is also the reason for the scale dependence, or “runnning”, of the electromagnetic coupling, which
is the main observable under study in the first part of this thesis. I would first like to give a
brief overview of the conceptual importance of the renormalization group.

QED was developed in the 1930’s by Dirac, Fermi, Heisenberg, Pauli, Jordan, Wigner etc. and
the solutions were worked out as perturbative series in the “charge” (and the “mass”) of the
electron. It was then quickly found that higher-order corrections, such as the diagram depicted
in Fig. 2.2 are infinite and lead to infinities in the prediction of physical observables. This caused
Dirac, Bohr, Oppenheimer and others to conclude that QED should be thrown away 1. However,
Kramers, Feynman, Bethe, Schwinger, Tomonaga and Dyson managed to develop an algorithm –
called renormalization – where these infinities could be eliminated by redefining the parameters
in the theory. To appreciate that this redefinition is in fact not “neglecting it just because it is
infinitely great”, let us review our algorithm of “doing physics” (or science in general) and let us
apply this algorithm to quantum field theory [65]:

1. Observe. Observations provide empirical data. We collide particles in particle colliders and
measure e.g. the scattering cross section �.

1I must say that I am very dissatisfied with the situation, because this so-called “good theory” does involve
neglecting infinities which appear in its equations, neglecting them in an arbitrary way. This is just not sensible
mathematics. Sensible mathematics involves neglecting a quantity when it is small - not neglecting it just because
it is infinitely great and you do not want it! — P. A. M. Dirac, Directions in Physics
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2. Construct a model. In the framework of quantum field theory, choose some fields �n to
build Lagrangians for “simple” models, dependent on a finite number of parameters, e.g. the
Lagrangian in Eq. (2.20) – or even the SM Lagrangian – to explain the data.

3. Fix the model’s parameters. Use the model to obtain mathematical expressions for at
least as many observables as the model has parameters and adjust the values of these
parameters to make the numerical values of these expressions agree with the corresponding
measurements.

4. Predict. Use the values of the parameters determined in 3 and use the model to make
predictions for other physical processes.

These four steps are the same for any mathematical description of physical processes, be it
quantum or classical. The steps can be iterated at will to check the model against ever more
measurements. Of course, we can never confirm hypotheses (our models in step 2), we can only
falsify them. If falsified, we have to iterate through the steps 1-4, formulating new hypotheses,
and rejecting them if they are falsified. As more measurements are made, the list of models
which can explain all observations shrinks.

The prediction is a map from the model, dependent on some parameters, to observation. Usually,
this map is not injective, i.e. we can have multiple explanations consistent with observation. In
particular, this map is therefore clearly not invertible. An important remark to make is that
the coupling constants (the parameters) are not directly measurable and are not operationally
well defined. Thus we make a list of predictions based on a given model and compare these
predictions to observations. Then we invert the map given by this particular model to obtain
the parameters. As we will see, it is possible to make finite predictions with “infinite” parameters.

In the framework of our “simple” QFTs it turns out that, as we go to higher orders in perturbative
quantum corrections, the models in step 2 produce infinities in steps of the calculations that yield
the predictions for physical observables for which we measure finite values. This has led to a
paradigm shift: instead of attempting to explain physics up to infinite energies one may step
back from this very ambitious task and try to explain a restricted number of degrees of freedom,
but more than we are ever likely going to observe. This can be achieved by imposing a cutoff,
where we can symbolically regard the cutoff as the number of degrees of freedom we try to
explain with our simple theory. Of course, we would be concerned if the predictions depended
on this arbitrary cutoff. However, we might be able to invert the prediction F (gi,⇤) to get not a
constant coupling (e.g. a mass in Newtonian mechanics) but gi = gi(⇤), i.e. allow the parameters
(the “masses” and coupling “constants”) to depend on the number of degrees of freedom we are
attempting to explain,

Fj(g1(⇤), . . . , gn(⇤),⇤) = �Oj� ∀⇤ .

It is however still far from obvious whether it is possible to change the cutoff while keeping
the number of parameters fixed (intuitively, to explain more degrees of freedom, one has to add
more and more parameters). Theories in which this is possible are called “renormalizable” and
are very remarkable objects in the space of explanations. That this is indeed possible is related
to the fact that in order to explain physics at a given long distance scale, only a few parameters
are important. This is the reason we can do physics after all. We will discuss this in more detail
in Sec. 3.6.
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QED is a perturbatively renormalizable theory, i.e. all amplitudes can be written in terms of a
finite number of parameters (e,m) to all loop orders and they are finite after renormalization,
even when the cutoff ⇤ is sent to infinity.

2.2.2 Vacuum polarization and charge renormalization

A diagram which will keep us occupied during the first part of the thesis is the self energy of the
photon. In this section we will explain why the electromagnetic coupling “runs” with energy. For
illustrative purposes and to introduce the notation we will be concerned with the 1-loop running
in pure QED and explain how the electric charge can be renormalized. We will also define an
effective electromagnetic coupling based on the resummation of 1-particle irreducible vacuum
bubbles. This will be the basis of our discussion in Chap. 4 where we calculate the contribution
from QCD to the vacuum polarization non-perturbatively.

The (bare) Lagrangian of QED neglecting all fermions except the electron reads

LQED =  ̄0 �i �D −m0� 0 −
1

4
Fµ⌫,0F

µ⌫
0 −

⇠

2
(@µAµ

0 )
2 ,

=  ̄0 �i �@ −m0� 0 −
1

4
Fµ⌫,0F

µ⌫
0 − e0 ̄0�µ 0A

µ
0 −

⇠

2
(@µAµ

0 )
2 ,

(2.21)

with ⇠ the gauge-fixing parameter. The full photon propagator is defined as

iD�
µ⌫(x − y) = �0�T �Aµ(x)A⌫(y)� �0� . (2.22)

It can be obtained by insertions of one-particle-irreducible (1PI) blobs, called the vacuum polar-
ization tensor, which itself is given by the vacuum expectation value of the time-ordered product
of two electromagnetic currents

⇧µ⌫(q) = i� d4xeiqx
�0�T �jem

µ (x)j
em
⌫ (0)� �0� , (2.23)

with qµ the four-momentum of the photon and jµ(x) =  (x)�µ (x). Due to Lorentz invariance
and current conservation @µjµ

em(x) = 0 which follows from Noether’s theorem from the invariance
of the QED Lagrangian under a global U(1) symmetry, the vacuum polarisation tensor can
be decomposed into a Lorentz invariant function and a Lorentz structure which is completely
transverse,

⇧µ⌫(q) = �qµq⌫ − gµ⌫q
2
�⇧ �q2

� , (2.24)

from which it follows directly that indeed qµ⇧µ⌫
(q) = 0. The free photon propagator is given by

ie2
0Dµ⌫(q) = −i

e2
0

q2
�gµ⌫ − (1 − ⇠)

qµq⌫
q2
� , (2.25)

where we have introduced an overall factor of e2
0 for reasons that will be made clear below.

Finally, the full, resummed photon propagator will be given by multiple (infinite) insertions of
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the vacuum polarization tensor (so-called Dyson series of self-energy insertions), see Fig. 2.1

ie2
0D

F
µ⌫ = e2

0 �iDµ⌫(q) + iDµ�(q)ie
2
0⇧

�⇢iD⇢⌫(q) + iDµ�(q)ie
2
0⇧

�⇢iD⇢�(q)ie
2
0⇧

�iD⌫(q) + . . .�

= −i
e2
0

q2
�gµ⌫ −

qµq⌫
q2
�
�

�

∞

�
n=0

�e2
0⇧ �q

2
��

n�

�
− i⇠

e2
0

q2

qµq⌫
q2

= −i
1

q2

e2
0

1 − e2
0⇧ (q

2)
�gµ⌫ −

qµq⌫
q2
� − i⇠

e2
0

q2

qµq⌫
q2

(2.26)

for which we used the transverse nature of the VP tensor to cancel almost all terms containing
the gauge-fixing parameter. Here we restrict our discussion to the lowest order contribution

Figure 2.1: The full photon propagator is given by infinite insertions of the vacuum polarization tensor,
⇧µ⌫ .

(O(e2
0)) to the 1PI diagram. Restricting ourselves to pure QED with only one lepton of charge e

and mass m (e.g. the electron), the one-loop correction to the photon propagator is simply given
by an electron-positron loop

ie2
0⇧

µ⌫
1-loop (q) = (−1)(−ie0)

2
�

d4k

(2⇡)4
Tr
�
��
�
��
�

�µ �k +m0

k2 −m2
0 + i✏

�⌫
�k + �q +m0

(k + q)2 −m2
0 + i✏

�
��
�
��
�

, (2.27)

which superficially diverges quadratically in the loop momentum k. However, due to gauge invari-
ance, Eq. (2.24), the divergence is actually only logarithmic. Nevertheless, this infinity appears
to get in the way of making sensible predictions for physical observables which are necessarily
finite. As we discussed in the prologue, this led to a paradigm shift: to analyze what is really
going on, one must first quantify these infinities and study their structure. Since they arise from
the fact that intermediate/virtual states can have infinite four-momentum components, one has
to place an upper limit on how large those four-momenta can be and study how the correspond-
ing contributions depend on this upper limit. Imposing such a limit is called “regularization”.
There are various ways of regularizing a theory. In QED, we require a regulator which preserves
gauge invariance. In this specific example we will use dimensional regularization which is the
standard regularization procedure used in perturbative QED calculations. While it is somewhat
less intuitive physically it exactly preserves gauge and Lorentz invariance. In Chap. 4 we will
use a lattice to regularize our theory non-perturbatively. The calculation is a standard textbook
example, see for instance [66–69]. The goal is to temporarily make the theoretical predictions
finite and isolate the divergent parts. Then these divergent parts can be subtracted by a redef-
inition of the bare parameters in the theory to be left with a well-defined finite result. Hence,
the bare Lagrangian parameters will ultimately depend on the choice of regulator and on the
cutoff. The many ways to regularize QFTs should however give the same physical predictions, a
consequence of universality which we discuss in Sec. 3.6.

The idea of dimensional regularization is to Wick-rotate to Euclidean spacetime and regulate
the integral in Eq. (2.27) by analytically continuing it to d = 4 − 2⌘ dimensions, where ⌘ > 0 is
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an infinitesimal parameter. By reducing the dimension of spacetime in this way, logarithmically
divergent integrals become convergent. Then by taking the limit d → 4 the UV divergences
appear as isolated singularities of the analytic continuation, as 1�⌘n poles. In d-dimensions, the
electromagnetic coupling acquires a mass dimension 4 − d. In order to keep a dimensionsless
coupling we replace

e2
0 = µ4−dg2

(µ)

where µ is an arbitrary mass scale [µ] = 1, often called the renormalization scale and [g(µ)] =
0. This procedure is called dimensional transmutation where the breaking of scale invariance
(present when m0 = 0) introduces a scale into the theory. The requirement of independence of
physical predictions on this arbitrary scale leads to the renormalization group equations and is
characteristic of all regularizations. Finally, after Wick rotating to Euclidean space and using a

Figure 2.2: The vacuum polarization tensor is the sum of all one-particle irreducible (1PI) diagrams to all
orders. We depict some of the diagrams which contribute to the photon vacuum polarization. In this section
we calculate the first of these diagrams, the lowest order contribution, which in QED with only electrons is
simply given by an electron-positron loop.

plethora of computational tricks, the integral in d-dimensions becomes, with � =m2
−x(1−x)q2

⇧µ⌫
1-loop (q) = − f(d)µ4−d

�

1

0
dx

1

(4⇡)d�2
� �2 − d

2
�

�2−d�2

× �gµ⌫
�−m2

+ x(1 − x)q2
� + gµ⌫

�m2
+ x(1 − x)q2

� − 2x(1 − x)qµq⌫�

= �q2gµ⌫
− qµq⌫�⇧1-loop �q

2
�

(2.28)

and with f(d)
d→4
→ 4. First we notice that the dimensionally regularized theory indeed manifestly

maintains gauge invariance (at least at one-loop but this holds in fact at all orders), q⇢⇧
⇢⌫
1-loop = 0.

Secondly, for d = 4 the integral will of course diverge. However the divergence in the limit ⌘ → 0

in Eq. (2.28) is now an isolated singularity – a pole – in d = 4. Expanding in ⌘ � 1 giving
e.g. �(⌘) = 1�⌘ − �E +O(⌘) and A⌘

= exp(⌘ lnA) = 1 + ⌘ lnA +O(⌘2
) we obtain

⇧1-loop �q
2
� =

g2
(µ)

2⇡2

�
��
�
��
�

1

6
�

1

⌘
− �E� −�

1

0
dx x(1 − x) ln�

m2
− q2x(1 − x) − i✏

4⇡µ2
� +O(⌘)

�
��
�
��
�

, (2.29)

where �E is the Euler–Mascheroni constant. Now that we have isolated the singularities, we can
absorb them by redefining the parameters which themselves were not measurable. The redefined,
physical parameters will be finite quantities. This is done by adding counterterms to the original
Lagrangian L0 = Lren +Lct, leading to new vertices of higher order in the coupling constants,

�Lct = −
�Z3

2
Fµ⌫F

µ⌫
+ �Z2 ̄i �@  − �m ̄ + e(µ)µ⌘�Z1 ̄A (2.30)

where we have defined the bare fields and parameters in terms of renormalized parameters,

Aµ
0 =

�

Z3A
µ,  0 =

�

Z2 , m0 =
Zm

Z2
m, e0 =

Z1

Z2
√

Z3
e(µ)µ⌘ (2.31)



QED and QCD in the standard model 18

and we have set g(µ) = Z1Z
−1
2 Z−1�23 e(µ), giving a relation between the dimensionless bare cou-

pling and the renormalized coupling. The coefficients �Zi = Zi − 1 are determined iteratively by
going to higher orders in the perturbative expansion. Gauge invariance implies that Z1 = Z2,
which ensures that we only need to consider the photon self energy for charge renormalization in
QED, a property that does not hold in QCD and that we have tacitly ignored until now. In our
case, the counterterm is therefore �(Z3 − 1)�4�Fµ⌫F

µ⌫
= ��Z3�4�Fµ⌫F

µ⌫ . The divergent part
will be absorbed in �Z3, which we calculated at O(e2

). The choice of how much one subtracts
is somewhat arbitrary and leads to different possible subtraction (or renormalization) schemes.

Here we decide to renormalize the theory in the on-shell, or physical, renormalization scheme.
Instead of fixing the parameters in the UV, we would like to fix the renormalized parameters
in the IR in terms of the physical (measurable) value of the electromagnetic coupling at long
distances, where ↵ is measured to high accuracy. Since we fix physically measurable quantities,
as we argued in the introduction, the bare parameters necessarily have to depend on the cutoff,
e0 = e0(⇤). In the on-shell scheme we require that the photon propagator should have a pole at
the physical photon mass, i.e. at q2

= 0, with unit residue as at tree-level2. The first condition,
namely that the photon remains massless after including quantum corrections, is automatically
satisfied as a consequence of gauge invariance. As we saw above in Eq. (2.26) we can resum the
infinite series of insertions of vacuum bubbles to obtain the full photon propagator3

ie2
0D

F
µ⌫ = −i

gµ⌫

q2

e2
0

1 − e2
0⇧ (q

2)
. (2.32)

The renormalization condition we impose is that the residue of the pole of the propagator be
the measured charge in the Thompson limit, given by the fine structure constant ↵ = 4⇡e2

≈

1�137.03 . . .4,

e2
≡

e2
0

1 − e2
0⇧(0)

. (2.33)

Inverting Eq. (2.33) allows us to express the bare coupling in terms of the renormalized coupling,

e2
0 =

e2

1 + e2⇧(0)
. (2.34)

Since the QED Ward identities ensure that the vacuum polarization gives the only loop correc-
tions to the photon propagator we can plug (2.34) into Eq. (2.32) and define the full renormalized
photon propagator

iDF
µ⌫ �q

2
� =

−igµ⌫

q2(1 − e2⇧̂OS(q2))
+O(e4

) , (2.35)

where we have defined ⇧̂OS
(q2
) = ⇧(q2

) − ⇧(0). ⇧̂OS
(q2
) is the finite, renormalized vacuum

polarization, in which the logarithmic divergence of ⇧(q2
) is subtracted on the mass shell of the

photon (q2=0), i.e. by subtracting ⇧(0) and enforcing that the photon has a vanishing mass.
Thus:

⇧µ⌫
(q) = �qµq⌫ − gµ⌫q2

� �⇧OS
div + ⇧̂OS

�q2
�� . (2.36)

2This is in fact the wave function renormalization condition for the photon field but due to Z1 = Z2 both
charge and wave function renormalization can be fixed via the vacuum polarization, see Eq. (2.30).

3The terms proportional to qµ will vanish in physical amplitudes since the photon propagator in physical
processes connects to a conserved electron current.

4In momentum space, this corresponds to fixing e2
= p2

0
V (p2

0
), i.e. measuring the Coulomb potential at large

distances r → ∞.
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Since ⇧̂ �q2
� = ⇧ �q2

�+ �Z3 (remember that we have pulled out the e2 in the definition of ⇧) we
immediately find

�ZOS
3 = −⇧(q2

= 0) = −
1

12⇡2
�

1

4
− � − ln

m2

4⇡µ2
� +O(e2

) =
1

12⇡2
ln

m2

⇤2
+O(e2

) , (2.37)

with ⇤2
≡ 4⇡µ2 exp(1�⌘ − �E) an “effective cutoff”. Then

⇧̂OS
�q2
� = ⇧ �q2

� −⇧(0)
q2
�m2

�→ =
1

4⇡

1

15⇡
�

q2

m2
� +O �

q4

m4
� (2.38)

which is independent of the regularization used. We can therefore take the limit ⇤ → ∞ (infinite
cutoff limit) and recover our 4-dimensional space-time. In this scheme, the renormalized mass
and coupling are expressed in terms of well-measured physical quantities (the electron mass and
fine-structure constant). Hence, e2 is a physical number, so independent of ⇤ and, in fact, of
the regularization scheme. Therefore, e0, the bare charge must depend on both, as does ⇧(0)

(this can be seen by injecting Eq. (2.37) into Eq. (2.34)). The on-shell scheme is the typical
renormalization scheme in QED for quantities at low energies. It cannot be used in QCD, first
of all because quarks and gluons can never be on shell due to confinement. Now that we have
fixed e (we can do the same with m), we can make an arbitrarily large number of non-trivial
predictions.

From expression (2.35) we can define an effective charge, dependent on the momentum q2 of the
photon and which reduces to the physical charge e for q = 0,

e2
e↵(q

2
) =

e2

1 − e2⇧̂OS(q2)
. (2.39)

In terms of the fine structure constant ↵ = 4⇡e2, Eq. (2.39) becomes

↵e↵(q
2
) =

↵

1 −�↵(q2)
, (2.40)

where we have defined �↵ = (↵�4⇡)⇧̂(q2
). Eq. (2.39) is the “running” of the electromagnetic

coupling in the on-shell scheme. We will calculate the hadronic contribution to the Euclidean
�↵OS

had(−q
2
) non-perturbatively (here we calculated it to one-loop order in QED) in Chap. 4.3,

i.e. the energy dependence of the effective electromagnetic coupling that we just defined arising
from QCD interactions.

Finally, in terms of this effective coupling, the electrical “potential” takes the form

Ṽ (p) = e2
e↵(p)�p

2 , (2.41)

reducing to the Coulomb potential in the limit of static charges. The effective coupling is
hence a physical observable and therefore scheme-independent (the scheme dependence arises
one order higher in the perturbative expansion). The quantum corrections to the propagator
give corrections to the Coulomb potential and to, for instance, the magnetic moments of the
leptons. These predictions are one of the great successes of quantum field theory.
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Renormalization group equations Indeed, instead of renormalizing the photon propagator
in the on-shell scheme, which is often the preferred scheme for perturbative calculations at low
energies in QED, we could choose a different subtraction prescription: In the so-called MS-
scheme, the pole in ⌘ and the finite parts � and ln 4⇡ are subtracted,

⇧̂MS(q
2
) =

1

2⇡2 �

1

0
dx x(1 − x) ln �

m2
+ x(1 − x)q2

µ2
� . (2.42)

Hence, in this scheme, the addition of the counterterm amounts to a redefinition of the charge,
which is finite and renormalized but no longer scale independent. However, as we argued, physical
quantities O cannot (and will not) depend on the regularization or the renormalization scheme,

O = OOS �↵,m, ln
s

m2
, . . .� = OMS �↵(µ),m(µ), ln

s

µ2
, . . .� . (2.43)

In fact, in the end all physical amplitudes can be written in terms of e and will not depend on
µ5. From the requirement of µ-independence of the observables we obtain the renormalization
group equations

µ
d

dµ
O = �(↵)

@O

@↵(µ)
+ �m(↵)m

@O

@m(µ)
+

@O

@ lnµ
= 0 , (2.44)

where we have defined the �-function and the anomalous dimension of the electron mass,

µ
d↵(µ)

dµ
≡ �(↵(µ)) , µ

dm(µ)

dµ
≡ �m(↵(µ))m(µ) . (2.45)

The �-function is

0 = µ
d

dµ
e0 = µ

d

dµ
�µ⌘e(µ)�

�

Z3� (2.46)

yielding

�(e) = −⌘e(µ) +
e(µ)3

12⇡2
+O(e(µ)5) . (2.47)

Solving the first equation in (2.45) we obtain at one-loop order in the MS-scheme

↵(µ) =
↵

1 − ↵
3⇡ lnµ2�m2

(2.48)

which, at this order is equivalent to the effective coupling we defined in the on-shell scheme.
Eq. (2.48) is referred to as the “running coupling”, since it depends on scale. In fact, solving
the RG equation is equivalent to resumming a series of leading logarithms to all orders, and
the effective coupling is therefore also called leading logarithmic resummation. Hence by solving
the RG equation we obtain the coupling strength ↵(µ) appropriate for physics at energy scale
µ [66]. If we choose µ very different from the energy scale of experiments, we will introduce large
logarithms and the perturbative expansion breaks down.

Let us conclude this section by a last remark: From Eq. (2.48) we see that, as we go to higher
energies, the running coupling increases. It diverges at a scale ⇤QED ∼ 10286 eV, QED has a
Landau pole. However, we already saw in the previous section that QED should be replaced by

5However, at any fixed order in PT, the values of a calculated physical quantity can differ in two schemes,
where this difference can only be due to the neglect of higher-order corrections. If all corrections to all orders
could be computed, the two values would agree.
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the electroweak theory at energies ∼ 100 GeV. QED (and in fact the SM itself) only exist as a
low-energy effective theory.

2.3 (Low energy) Quantum Chromodynamics

2.3.1 The QCD Lagrangian

To derive the Lagrangian of quantum chromodynamics (QCD) in the continuum in Minkowski
spacetime, we follow a reasoning along the same lines as in Sec. 2.1.1. In QCD the local gauge
group is SU(Nc) with Nc = 3 the number of colours.

The terms which are allowed by Lorentz symmetry let us build the Lagrangian of a free quark
q, a Dirac fermion

L = q̄(x)(i�µ@
µ
−mq)q(x) , (2.49)

with mq the mass of the quark. To build a Lagrangian which is also invariant under global
SU(Nc) transformations we can group Nc Dirac fermions in the fundamental representation of
SU(Nc) into a Nc multiplet

q(x) =

�

�
�
�

�

q1(x)

⋮

qNc
(x)

�

�
�
�

�

. (2.50)

SU(Nc) transformation will rotate the multiplets in colour space. Each component qa(x) of the
multiplet is itself a Dirac fermion and comes in Nf flavours but we will restrict ourselves to
one flavour in this discussion. Then Eq. (2.49) is the most general Lagrangian up to dimension
4 which is invariant under Lorentz transformations and global SU(Nc) transformations. There
are N2

c − 1 conserved Noether charges associated with the global SU(Nc) symmetry. If we now
require our theory to be invariant under local, space-time dependent SU(Nc) transformations

q(x) → ⌦(x)q(x) , ⌦(x) ∈ SU(Nc) , (2.51)

we can follow the same arguments as in Sec. 2.1.1 - all we have to do is replace the generators of
SU(2)L by the generators of SU(Nc) which we will denote by Ta. For Nc = 3 the usual choice for
the fundamental representation are 8× 8 dimensional matrices Ta = �a�2 with �a the Gell-Mann
matrices. Hence, the full QCD Lagrangian reads

LQCD = −
1

4
Ga

µ⌫G
aµ⌫
+

nf

�

f=1

q̄f(i �D −mf)qf , (2.52)

with the covariant derivative
Dµ = @µ + igsA

a
µTa , (2.53)

with gs the strong coupling and which we have now generalized to Nf flavours.
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2.3.1.1 Non-Abelian SU(Nc) pure gauge theory

Actually, Eq. (2.52) is not the most general Lagrangian up to dimension 4, respecting SU(Nc)

gauge symmetries and Lorentz invariance. In fact, restricting ourselves to the pure gauge part
of the QCD Lagrangian, an additional term would be allowed by the gauge symmetries,

LQCD ⊂ −
1

4
Ga

µ⌫G
aµ⌫
− ✓

g2
s

32⇡2
G̃aµ⌫Ga

µ⌫ , (2.54)

where we have chosen the normalization of the second term for reasons which will be clear later.
Note that we again take the sum over the colour index a. We have denoted the dual of the colour
field strength tensor G̃µ⌫

≡
1
2"

µ⌫⇢�G⇢� =
∗ Gµ⌫ and gs the coupling of strong interactions.

The second term in Eq. (2.54) also violates CP 6. One might wonder if this CP violating term
has any physical effect. Indeed, this term can be written as a total derivative

✏µ⌫⇢� Tr (G⇢�Gµ⌫
) = @µKµ with Kµ = 4✏µ⌫⇢� Tr�A⌫@⇢A�

−
2igs

3
A⌫A⇢A�

� , (2.55)

and Kµ is called the Chern-Simons current. Hence, this term does not contribute in perturbation
theory, as every vertex will yield an overall factor of ∑pµ = 0 and vanish. Yet, in Sec. 2.3.3, we
will argue that there exist solutions to the equations of motion with finite classical action, called
instantons, which do contribute to physics via this term.

2.3.2 The perturbative QCD �-function: asymptotic freedom

In Sec. 2.2.1 we saw that the scale dependence of a generic coupling ↵s(µ) is encoded in the
�-function,

�(↵s) = µ2 @↵s(µ)�4⇡

@µ2
. (2.56)

For QCD, the � function is in the perturbative expansion known to five loops in the MS-scheme.
The first two coefficients in the perturbative �-function

�(↵s) = −b0 �
↵s

4⇡
�

2

− b1 �
↵s

4⇡
�

3

+ . . . (2.57)

where
b0 =

11

3
Nc −

2

3
Nf , b1 =

34

3
N2

c −Nf �
10

3
Nc +

N2
c − 1

Nc
� (2.58)

are universal whereas higher order coefficients b2, b3, . . . depend on the RG scheme [2].

What does the �-function tell us about our system? If the fermion number is large enough,
Nf > N IF the system becomes infrared free. For N∗ < Nf < N IF the system is conformal. If the
number of flavours Nf is small, then the �-function is negative and the system is confining at
small energies: the coupling becomes larger as µ decreases. For QCD with Nc = 3 and Nf = 6

this is indeed the case, a property referred to as asymptotic freedom. This was recognized by
6To see this consider for example the term

@0Aa
1@2Aa

3

CP
�→ @0 �−A

a
1� (−@2) �−A

a
3�→ −@0Aa

1@2Aa
3 .

where A1 and A3 change sign due to charge conjugation and @2 due to parity.
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Gross and Wilczek [70] and Politzer [71] and earned them the Nobel prize in 2004. Keeping only
the first term in Eq. (2.57) and solving the �-function we obtain the running of ↵s to one-loop
order,

↵s(µ) =
↵s(Q)

1 + 11Nc−2Nf

3
↵s(Q)

2⇡ ln(µ2�Q2)
, (2.59)

with Q some reference scale where we measure ↵s precisely (e.q. Q =MZ) [2]. Defining

⇤2
QCD = µ2e−

4⇡
b0↵s(µ) (2.60)

one obtains
↵s(Q) =

4⇡

b0 ln(Q2�⇤2
QCD)

. (2.61)

Pure Yang-Mills theory is conformal (scale invariant) classically. The running coupling arises
due to quantum effects and breaks this scale invariance (this is also referred to as conformal
anomaly), giving rise to a characteristic scale, ⇤QCD. This is an example of dimensional trans-
mutation and is related to the fact that in order to define a QFT, we need to introduce a cutoff.
⇤QCD (≈ 0.2 GeV at leading order) is the scale at which the running coupling ↵s(µ) diverges
and perturbation theory breaks down. However, it remains to be proven that below the QCD
scale, quarks do indeed confine to form hadrons. Lattice QCD was introduced as a numerical
tool to answer these questions quantitatively since it provides a non-perturbative tool for the
calculation of physical observables at these energies [72]. The conjecture that SU(3) describes in-
deed the strong interactions could therefore be tested experimentally in deep-inelastic scattering
experiments.

2.3.3 QCD at low energies: The U(1)A problem, instantons and ✓-vacua

2.3.3.1 The heavy ⌘′

As derived in Sec. 2.3.1 the QCD Lagrangian reads (let us for the moment omit the ✓-term we
introduced in Sec. 2.3.1.1)

LQCD = −
1

4
Ga

µ⌫G
µ⌫a
+

Nf

�

f=1

q̄f(i �D −mf)qf , (2.62)

where Gµ⌫ is the gluon field strength tensor, qf are the quark colour fields, mf the quark
masses, Dµ the covariant derivative and Nf the number of flavours. Since we are interested
in phenomena at low energies, i.e. when QCD becomes strong, we typically consider just two
or three light quarks (Nf = 2 or Nf = 3). We can consider that the heavy quarks have been
integrated out and do not influence the dynamics 7.

7Let us for the moment set the number of active quark flavours to two, Nf = 2. If the masses of the up and
the down quarks were equal, this Lagrangian would have a global SU(2) symmetry, called isospin symmetry. In
practice, this is a very good approximation to the order of 1%, which is why in lattice QCD simulations we often
work in this isospin-symmetric limit. However, for precision observables, these small isospin-breaking effects can
no longer be ignored and have to be accounted for in our simulations. We will discuss the inclusion of isospin
breaking corrections in detail in Sec. 4.3.1.6.
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Consider a classical symmetry with generator T a, then the associated Noether current is

Ja
µ =�

�

�L

�(@µ�)
iT a

�� (2.63)

where � are all the fields charged under the symmetry. The Noether current is conserved,
@µJa

µ = 0. Because we are interested in typical hadronic scales ∼ ⇤QCD and the masses of the
light quarks are much smaller than ⇤QCD, we can likewise make the approximation of massless
quarks. Then, in the limit of Nf massless quarks and neglecting all interactions except QCD,
LQCD has a global symmetry, SU(Nf)L × SU(Nf)R × U(1)V × U(1)A [66, 73, 74]. Hence, for
Nf = 2, according to (2.63), the associated Noether currents are

Ja
µ = −q̄�

a
�2�µq, J5a

µ = −q̄�
a
�2�µ�5q, JV

µ = q̄�µq, JA
µ = q̄�µ�5q , (2.64)

with �a the Pauli matrices. We will show later that the axial U(1)A symmetry in fact is not a
symmetry of the quantum theory since it is broken by quantum corrections. The vector symmetry
corresponds to baryon number and is a symmetry of the Lagrangian, even for massive quarks
8. As alluded to in the previous chapter, at low energies at temperatures Tc ∼ ⇤QCD the quark
bilinear obtains an expectation value,

�q̄q� ∼ O �⇤3
QCD� , (2.65)

with ⇤QCD ∼ 300 MeV. This breaks J5a
µ spontaneously and we are left with a global SU(Nf)V ×

U(1)V symmetry. Since we looked at QCD in the limit of massless quarks, we expect N2
f massless

Goldstone bosons (because we have broken U(Nf) × U(Nf) = SU(Nf)V × SU(Nf)A × U(1)V ×

U(1)A down to U(Nf) = SU(Nf)V ×U(1)V ).

Let us see what happens in the case of three light quarks, i.e. Nf = 3. In fact, due to the small
masses of the quarks, the symmetries were only approximate before the spontaneous break-
ing, and the Goldstone bosons are actually light pseudo-Goldstone-bosons. From the broken
SU(3)A×U(1)A symmetries we appear to get nine such pseudoscalar bosons: the three pions,
⇡±,⇡0, the four kaons, K±,K0, K̄0, and the two etas,

⌘1 ≡
1
√

3
(uū + dd̄ + ss̄), ⌘8 ≡

1
√

6
(uū + dd̄ − 2ss̄),

where the ⌘1 comes from the diagonal U(1)A generator and ⌘8 is associated with the T 8 generator
of SU(3)A. The ⌘1 and the ⌘8 mix and can be rotated to their mass basis

�

�

�

⌘

⌘′

�

�

�

=

�

�

�

cos ✓⌘ − sin ✓⌘

sin ✓⌘ cos ✓⌘

�

�

�

�

�

�

⌘8

⌘1

�

�

�

with a mixing angle ✓⌘ ∼ −11.5○, so ⌘′ � ⌘1. The pions and the kaons are indeed very light,
⇡±,0 ∼ 140 MeV, K±,0 ∼ 500 MeV, and one would expect the etas to have masses similar to the
kaons. While the ⌘ is only slightly heavier than the kaons (m⌘ ∼ 550 MeV), the mass of the ⌘′,
however, is similar to the mass of the proton. The non-observation of a ninth Goldstone boson
was dubbed the U(1)A problem.

8Note however that if we include weak interactions baryon number is also anomalous.
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The U(1)A problem was solved by t’Hooft by showing that the QCD vacuum is a superposition
of vacua and is called the ✓-vacuum [75]. As we will see in the following paragraph, the non-
triviality of the ✓-vacuum effectively adds a term to the Lagrangian

L
eff
QCD = LQCD −

✓g2
s

32⇡2
Ga

µ⌫G̃
aµ⌫ , (2.66)

which is the same shift that a U(1)A rotation of angle ✓ induces. The solution of the U(1)A

problem creates however another problem, the strong CP problem.

2.3.3.2 Instantons

Instantons are non-trivial gauge configurations that are solutions of the classical Euclidean Yang-
Mills equations of motion. Indeed, in addition to the trivial stable vacuum that we usually
expand around there can be other non-trivial field configurations which are classically stable
due to topological obstructions. These obstructions stabilize the non-trivial configurations and
prevent a smooth transformation to the trivial vacuum.

In this section we will restrict ourselves to pure Yang-Mills theory. We will later review how
quarks and their interactions with gluons enter the discussion. To see how these non-trivial
solutions can contribute to the QCD path integral, and since instantons are solutions of the
classical Euclidean equations of motion, let us start by analytically continuing to Euclidean
space, i.e.

xµ
= (t, xi

)→ (−ix0
E , xi

E) = xµ
E .

As we already alluded to in section 2.3.1.1, we can add a Ga
µ⌫G̃

aµ⌫ term to the Yang-Mills action
which is a total derivative, see Eq. 2.55. Since this term can be written as a total derivative we
can apply Gauss’ theorem

� d4x Ga
µ⌫G̃

aµ⌫
= � d4x @µKµ = �

S3

dSµKµ , (2.67)

with S3 the three-sphere at infinity of our Euclidean space-time. 9In order to obtain finite energy
solutions, G has to vanish at infinity

Gµ⌫
�x�→∞
���→ 0 . (2.68)

As we saw in section 2.3.1.1, the gauge potentials transform under a gauge transformation as

Aµ → ⌦−1Aµ⌦ +
i

gs
⌦−1@µ⌦ , (2.69)

with ⌦(x) a group element of SU(3). Hence, besides Aµ�S3∞ = 0 one can find additional non-
trivial configurations which give a finite action, namely by gauge transforming Aµ = 0, which

9Note that in order to obtain smooth non-trivial gauge configurations we actually need to compactify our
four-dimensional spacetime to S4 [76].
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means Aµ takes a form known as “pure gauge” 10,

Aµ →
i

gs
⌦−1@µ⌦ . (2.70)

This describes a mapping from the asymptotic S3
∞

(the boundary of Euclidean spacetime) to
SU(3). If we first look at SU(2) which is homeomorphic to S3 one can show that these mappings
S

3
∞
→ S

3 fall into homotopy classes which are labelled by an integer – the number of times the
group manifold S3 winds around the three-sphere at spatial infinity, S3

∞

11. The periodicity
theorem by Bott [78] ensures that any continuous mapping of S3

→ G, where G is a simple Lie
group, can be continuously deformed into a mapping S3

→ SU(2), with SU(2) subgroup of G.
Hence, it suffices to restrict ourselves to the homotopy groups of SU(2) for any simple gauge
group G – so also for G = SU(3) – and we have

⇧3(SU(3)) = Z . (2.71)

The integral can be calculated using the so-called Cartan-Maurer invariant, giving

� d4x Ga
µ⌫G̃

aµ⌫
=

32⇡2⌫

g2
s

, ⌫ ∈ Z (2.72)

Hence, the configurations fall into homotopy groups which give a contribution to the path integral
proportional to an integer (the so-called winding-number). Configurations in one homotopy group
with integer ⌫ are related to configurations corresponding to an integer µ ≠ ⌫ via so-called “large”
gauge transformations because the maps S3

∞
→ SU(3) cannot be continuously deformed into

the identity map.

To see that these configurations are solutions of the Euclidean equations of motion we complete
the square in the Yang-Mills action and rewrite the action as

SYM =
1

4 �
d4x Ga

µ⌫G
aµ⌫
=

1

8 �
d4x tr �(Gµ⌫ ∓ G̃µ⌫)

2
� ±

1

4 �
d4x tr �Gµ⌫G̃µ⌫� (2.73)

and hence, making use of the positivity condition in Euclidean space, identify a lower bound for
the action

SYM =
1

4 �
d4x Gaµ⌫Gaµ⌫ ≥ �

1

4 �
d4x tr �Gµ⌫G̃µ⌫�� =

8⇡2
�⌫�

g2
s

. (2.74)

which is the Bogomol’nyi bound [79]. The lower bound is reached for a dual or anti-dual cur-
vature, Gµ⌫ = ±G̃µ⌫ . Since these configurations minimize the action, they are solutions to the
classical Euclidean equations of motion DµGµ⌫

= 0. They are called instantons since they are lo-
calised in both space and time. Belavin, Polyakov, Schwartz and Tyupkin explicitly constructed
such an instanton solution for ⌫ = 1 [80]. For nice introductions to instantons see for instance
[18, 81–84].

✓-vacua To appreciate the physical implications of these instanton solutions, let us Wick-rotate
back to Minkowski space-time. Here, in a specific choice of gauge, we can interpret the instanton

10Note that in QED FF̃ = 1

2
@µ✏µ

⌫⇢�A⌫F ⇢� and F falling off faster than 1��x�2 implies that A falls off faster
than 1��x�, hence surface terms can be neglected (at least if there are no magnetic monopoles).

11The Wikipedia page on homotopy groups of spheres has nice pictures for this (at least for the circle and the
two-sphere) [77].
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solution as a tunneling between vacuum states of different winding number. Indeed, in the
temporal gauge, Aa

0 = 0, the spatial components of the Chern-Simons current vanish, Ki = 0, and
we can write for an instanton solution:

⌫ = 1 =
g2

s

32⇡2 �
d4x @0K

0
=

g2
s

32⇡2 �
d3x K0

�
t=∞
t=−∞ . (2.75)

So the instanton is an interpolation from a configuration with winding number n to a configura-
tion with winding number n+ 1. But the Chern-Simons current Kµ is itself not gauge invariant,
hence the states at t = ±∞ with a given winding number have no real physical meaning. This can
also be seen by applying a large gauge transformation ⌦⌫ corresponding to a winding number ⌫
to a state with winding number n,

⌦⌫ �n� = �n + ⌫� , (2.76)

so that all of these fixed winding number states are gauge transforms of one another. In particu-
lar, they are gauge transforms of the usual vacuum state �0�. Gauge fixing only removes the gauge
redundancy of small gauge transformations which describe physically equivalent configurations
and form physical equivalence classes. Gauge fixing does not remove these so-called “large” gauge
transformations in Eq. (2.76) because these describe physically distinct configurations. However,
we require a gauge invariant vacuum. We can construct such a vacuum from the superposition
of different vacuum states

�✓� =
∞

�
n=−∞

ein✓
�n� , (2.77)

such that the superposition of vacua is now an eigenstate of large gauge transformations,

⌦n �✓� = ei✓
�✓� . (2.78)

✓ ∈ [0,2⇡) is often called the ✓-angle and the new vacuum state is referred to as ✓-vacua. For the
computation of physical observables we hence have to expand around the ✓-vacua which means
that we have to sum over all distinct topological sectors,

�O� =
1

Z
�
⌫

e−⌫✓ � d [A]⌫ O[A] e−S[A] , (2.79)

and since ⌫ = g2
s�(32⇡2

) ∫ d4xGG̃, the superposition of vacua effectively adds a term

Le↵ = LYM −
✓g2

s

32⇡2
Ga

µ⌫G̃
aµ⌫ (2.80)

to the Yang-Mills Lagrangian which takes the sum over topological sectors into account [75, 85].

2.3.4 The strong CP problem

2.3.4.1 The chiral anomaly

As we discussed in Sec. 2.3.3, in the limit of mf = 0, LQCD has a global (chiral) symmetry,
SU(2)L × SU(2)R × U(1)V × U(1)A [73]. U(1)V is an exact symmetry, however, the axial
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symmetry U(1)A,

qj → ei↵�5�2qj , (2.81)

is anomalous, i.e. it is a symmetry at the level of the Lagrangian (so of the classical theory)
which is broken by quantum corrections (so it is not a symmetry). The original way the chiral
anomaly was derived is by calculating triangle graphs and imposing Ward-identities to preserve
gauge invariance.

Another way anomalies can be understood is by the non-invariance of the fermionic measure in
the path integral (the derivation is due to Fujikawa [86, 87]) and the Jacobian of the transfor-
mation has to be included. Since the fermionic measure is composed of Grassmann variables
its Jacobian is the inverse of the determinant and we obtain for a local chiral transformation of
matrix U(x) = exp �i↵(x)�5

�

[D D ]→
1

det(U)det(U)
[D D ] =

1

det(U)2
[D D ] . (2.82)

The Jacobian of the transformation can be written as an additional effective term in the La-
grangian. The derivation is lengthy (see original paper by Fujikawa [86, 87] or for instance [81]),
so we only state the result here:

[D D ]→ [D D ] exp�−i↵
g2

s

16⇡2 �
d4x Ga

µ⌫G̃
aµ⌫
� . (2.83)

Note that local (i.e. gauge) symmetries need to be anomaly free in order to ensure consistent
quantization. The SM gauge group SU(3)C × SU(2)W ×U(1)Y is indeed anomaly free.

2.3.4.2 Adding massive fermions: the strong CP problem

The discussion in the section 2.3.3.2 concerned pure Yang-Mills theory only. Configurations exist
for which the GG̃ term in the Yang-Mills Lagrangian gives a finite non-trivial contribution to
the action and the term should be present in the Lagrangian 12. If we now come back to full
QCD,

LQCD =�
q

q̄ �i �D −mq exp(i✓q,EW)� q −
1

4
Gaµ⌫Ga

µ⌫ + ✓QCD
g2

s

32⇡2
Ga

µ⌫G̃
aµ⌫ , (2.84)

with ✓q,EW the phases of the quark masses – we know from B- and Kaon-physics that the Yukawa
couplings are complex. Now, under a U(1)A chiral transformation of parameter ↵,

q → exp (i�5↵) q ,

the associated fermionic Noether current J5
µ = q̄�µ�5q is not conserved because:

12The same is true for the electroweak ✓-term. Hence, in pure SU(2)L gauge theory, instanton solutions can be
physical. However, the fact that we add fermions and their interactions with the weak gauge bosons makes the
term unphysical: The fermions transform chirally under SU(2)L which permits us to independently rotate the
right handed fermions in order to cancel the ✓-term. As U(1)Y is abelian the corresponding ✓-term integrates to
zero for finite energy configurations.
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1) in the quark mass term this transformation shifts the phase of the quark masses by ✓q,EW →

✓q,EW + 2↵,

2) of the chiral anomaly, discussed in the previous subsection, which does not leave the
fermionic path integral measure invariant and effectively shifts the QCD phase by ✓QCD →

✓QCD − 2↵.

The non-invariance under a chiral rotation can be expressed in terms of the axial current Ward
identity

@µJ5
µ = 2mq q̄i�5q +

g2
s

16⇡2
GG̃ . (2.85)

The axial anomaly shifts the quark mass phases contribution to the QCD vacuum. Hence one
could attempt to use the relation between the chiral anomaly and the ✓-terms to remove any
CP-violating effect from the QCD Lagrangian. However, once the phase is removed from the
quark mass matrix a chiral rotation of the fermion fields will always reintroduce a complex phase
due to the mass term. We see that only the combination of parameters

✓̄ = ✓QCD + ✓q,EW (2.86)

is invariant under a field redefinition and hence physical. This allows us to rewrite the Lagrangian
in Eq. (2.84) where the quark mass phases have been absorbed into the QCD vacuum term

LQCD =�
q

q̄(i �D −mq)q −
1

4
Gaµ⌫Ga

µ⌫ + ✓̄
g2

s

32⇡2
Ga

µ⌫G̃
aµ⌫ . (2.87)

Generalized to the full electroweak theory the physical parameter reads

✓̄ = ✓QCD + arg det (YUYD) , (2.88)

with YU and YD the up and down Yukawa matrices.

Observable effects of the ✓-term: neutron electric dipole moment While the addition
of the ✓-term due to instanton effects by ’t Hooft solves the U(1)A problem, a fundamentally
different problem appears. As we saw in the previous sections, the last term in the Lagrangian
in Eq. (2.87) is odd under the combined discrete CP transformation. We cannot get rid of
this term if we assume that all quarks are massive. One consequence of such a term is a
non-vanishing electric dipole moment of the neutron. However, the experimental upper bound
indicates �dn� < 2,9 × 10−26 e cm which corresponds to �✓̄QCD � < 10−10 (while one would expect it
to be rather of O(1) or O(�), with � ∼ 10−3 the phase in the CKM matrix) [88–90]. The smallness
and thus fine-tuning of �✓̄QCD � is known as the strong CP-problem [73, 91]. The problem really
is why the combination of the QCD and EW CP violating terms is so small.

A few remarks are now in order. As we saw, instantons provide a solution to the U(1)-problem by
introducing an axial-symmetry violating term. However, these non-trivial gauge configurations
cause the strong CP problem which is ultimately related to the fact that all quarks in QCD
are massive. A vanishing Yukawa coupling for at least one fermion would render the ✓-term
unphysical, see Eq. (2.88). To fully appreciate these connections, let us briefly comment on
a theorem by Atiyah and Singer. Atiyah and Singer [92] showed that the index of the Dirac
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operator in Euclidean space, which is defined as the difference of zero modes of left and right
handed fermions, index(i �D) ≡ n+ − n−, is given by

n+ − n− =
g2

s

32⇡2 �
d4x Ga

µ⌫G̃
aµ⌫ . (2.89)

As we argued before, the right-hand side is an integer (the winding number) – this deep result
also explains why the anomaly is exact and does not receive higher-order perturbative or non-
perturbative corrections. Now, from the path integral, we obtain the tunnelling amplitude
between two vacua,

�n � n + ⌫� ∼ � DADqDq̄ exp�−� d4x
1

4
trGµ⌫Gµ⌫ + iq̄ �Dq� (2.90)

∼ � DAdet(i �D) exp�−� d4x
1

4
trGµ⌫Gµ⌫� , (2.91)

where we have performed the Gaussian integral over the Grassmannian degrees of freedom an-
alytically. In any configuration without fermions with winding number ⌫ ≠ 0 we obtained a
contribution to the amplitude, see Eq. (2.74). However, in the presence of fermions in config-
urations with ⌫ ≠ 0 this now means that the massless Dirac operator has zero modes (since
index(i �D) ≠ 0) and in the case of massless fermions, m = 0, this implies det(i �D) = 0. In this
case, the tunnelling amplitude vanishes. This is another way of understanding why the ✓-term
is unphysical and can be rotated away if we have a massless quark [84].

Solutions

• A massless quark. As can be observed from Eq. (2.88) and as we argued in the previous
paragraph, a vanishing Yukawa coupling for one of the fermions automatically resolves the
strong CP problem. We could rotate the massless quark field independently by a phase to
remove the ✓-term without reintroducing the phase in its mass term. The ✓-term would
then simply correspond to a phase of a massless quark. However, lattice QCD excludes
the massless quark solution by more then 24� [93].

• Setting ✓̄ = 0 in the ultraviolet. If ✓̄ is set to zero in the ultraviolet then it will stay very
small since it runs very little if the effective theory contains only the SM (in the SM the
lowest order contribution arises at seven loops). This contribution is much smaller than
the experimental bound [94].

• The axion. The axion solution is probably the most prominent solution to the strong
CP problem, as it requires little tuning and minimal addition of new physics. The axion
solution to the strong CP problem will be discussed in detail in Chap. 6.

• . . .
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3 Lattice Quantum Chromodynamics

It is difficult to formulate the RG approach for a particular problem and additionally,
one is likely to have to carry out a complicated computer calculation, which makes
most theoretical physicists cringe. Especially in the case of strong interactions of
elementary particles, most theorists hope to solve the problem without turning to RG
methods and computers. It will probably require several years of stagnation before
theorists will accept the inevitability of the renormalization group approach despite
its difficulties.
Wilson, 1975

It is no coincidence that Kenneth Wilson, who earned a Nobel prize for his contributions to
the renormalization group, is also one of the founders of lattice field theories. As we mentioned
in Sec. 2.3.2, Wilson introduced lattice gauge theories to address the issue of confinement of
quarks [95]. In 1980, Michael Creutz performed a first promising numerical study for SU(2)
gauge theories, where he made use of the heat-bath algorithm [96]. Indeed, lattice field theories
rely heavily on the insights gained from renormalization group theory and the concepts could
not be understood without tying the link to renormalization. We will discuss this connection in
Sec. 3.6.

As we saw in Sec. 2.2.2, the naive perturbative calculation of physical observables in QED
necessarily leads to ultraviolet divergences arising from loop integrals. Similarly, for QCD, per-
turbation theory in the bare coupling g0 leads to divergent momentum integrals. We argued
that we were too ambitious in trying to explain physics up to infinite four-momentum or zero
distances: this led to a conceptual paradigm shift. By introducing a cutoff – i.e. eliminating the
most energetic degrees of freedom – the integrals become convergent. Hence, the very definition
of a quantum field theory requires the temporary introduction of an ultraviolet regulator. How-
ever, we required that our physical observables cannot depend on this arbitrarily chosen cutoff.
This can be achieved order by order in perturbation theory by letting the coupling constants
in our theory depend on this cutoff since they themselves are not measurable in experiment.
Theories where this is possible for a finite fixed number of parameters are called renormalizable
theories, as it is the case for QCD [97–100]. In Sec. 2.3.2 we saw that QCD is asymptotically
free. Its coupling increases at low energies and perturbation theory breaks down: we need non-
perturbative techniques to calculate physical observables. The regularization procedures we used
in Sec. 2.2.2 are hence inappropriate and we require a non-perturbative tool to restrict the de-
grees of freedom in our theory. Lattice regularization, where one discretizes spacetime, is such
a tool, since it naturally eliminates separations smaller than a minimal distance. In addition,
the functional integral in the continuum theory is more than a high-dimensional integral and is

33
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difficult to define. By studying QCD on a lattice both these problems are solved. Finally, for
sufficiently large volumes and in the absence of massless quarks, the gap in QCD provides an
IR cutoff. Otherwise, the boundary condition can be chosen so that the dimensions of the box
serve as an IR cutoff. In any event, lattice QCD is the only known way to fully solve QCD in
its highly non-linear non-perturbative regime.

In Minkowski spacetime the probability measure inside the path integral is complex. By analyt-
ically continuing to Euclidean spacetime, a relation to statistical physics can be established and
one obtains a real normalization factor for the path integral:

Z = �

all Euclidean
gauge field configurations

exp�−
1

g2 �
d4x

1

4
F a

µ⌫F
a
µ⌫� ,

which is the partition function of a four-dimensional classical Yang-Mills system. The justifi-
cation for performing this analytic continuation, or Wick rotation, is given by the Wightman
axioms [101] and the Osterwalder-Schrader theorem [102, 103]. The path integral formulation in
Euclidean spacetime is then suitable for efficient numerical evaluations using Monte Carlo tech-
niques and has the advantage that numerical techniques from statistical physics can be applied.
We will comment on numerical methods in Sec. 3.8.

To introduce and formalize lattice field theories and in particular QCD on the lattice, we will
proceed along the same lines as in Sec. 2.3.1. We start by discretizing the free fermion action
which, if done naively, gives rise to a species doubling problem. To eliminate some of these
spurious degrees of freedom, we use staggered fermions in this thesis. We will then see that
in order to obtain a gauge invariant action we have to introduce a parallel transporter. This
parallel transporter constitutes one of the main building blocks, linking neighboring sites of the
lattice. By exactly preserving gauge invariance at all stages the lattice theory inherits important
properties of the continuum theory, such as renormalizability. Finally, we also discuss possibilities
of defining QED in a finite volume in Sec. 3.7.

3.1 Non-perturbative regularization

Lattice regularization is a non-perturbative regularization as opposed to dimensional regular-
ization which we used in Sec. 2.2 to regularize the photon vacuum polarization. In a theory
regularized on the lattice it is possible to maintain gauge invariance at all steps of the calcula-
tion. We will see that the path integral can be defined in a natural way by discretizing space-time
(in fact, this is also the way it was originally derived by Feynman [104]).

The idea is to replace continuous d = ds + 1-dimensional Euclidean spacetime by a discrete
hypercubic lattice 1. On a hypercubic lattice the lattice spacing “a” is identical in all directions.
Matter fields, such as quark fields, live on the sites of the lattice and will be labelled by  n, where
n = (n0, n1, n2, n3) indicates the site on the lattice. Lattice regularization naturally provides a

1We will argue later that the precise way we discretize spacetime and the QCD action should not matter, due
to a property called universality.
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momentum cutoff; it restricts the momentum values to the first Brillouin zone

−
⇡

a
< pµ ≤

⇡

a
, (3.1)

since the Fourier transform of any function on the lattice,

f̃(p) = a4
�
n

exp(ipx)f(x) , with x = an (3.2)

is 2⇡�a periodic. Another way of seeing it is that the minimal wavelength that can be resolved
on a lattice with lattice spacing a is �min = 2a. Hence kmax = 2⇡��min = ⇡�a.

In order to simulate QCD on a computer, we have to restrict it to a finite number of variables,
which means that, in addition to discretizing spacetime, we put it in a box T ×L3 with L = Nsa

and T = Nta and where Nt are the number of points in the temporal direction and Ns the
number of points in the spatial directions. If we use periodic boundary conditions, this has the
additional effect that momenta are quantized with minimal spatial quantum pmin = 2⇡�L and
energy quantum Emin. Finally, the hypercube is defined as

⇤E = �x ∈ R4
�ni =

xi

a
= 0, . . . ,Ns − 1, i = 1,2,3 ;n0 =

x0

a
= 0, . . . ,Nt − 1� . (3.3)

The lattice regularization however breaks some symmetries of the continuum theory. For in-
stance, SO(4) invariance (corresponding to Lorentz invariance in Minkowski space) is broken
down to the group of hypercubic rotations. We will see in Sec. 3.3 that gauge invariance can be
exactly preserved.

3.2 Lattice fermion action

Let us come back to the free fermion Lagrangian of Sec. 2.3.1. After Wick rotating to Euclidean
spacetime, the Euclidean free fermion action reads

SF = � d4x  ̄(x) ��µ@µ +m� (x), (3.4)

where the Euclidean gamma matrices satisfy the Clifford algebra

{�µ,�⌫} = 2�µ⌫ . (3.5)

A naive discretization of the fermion action on a hypercube is

SF,naive = a4
�
x,µ

 ̄(x)(�µ∇
±

µ +m) (x) = a4
�

x,y,µ

 ̄(x)D(x, y) (y) , (3.6)

where we replace the derivative by a suitable difference quotient, in this case by the central
difference

∇
±

µ ≡
1

2
�∇
+

µ +∇
−

µ� , (3.7)
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with ∇+µ and ∇−µ forward and backward finite differences, respectively

∇
+

µ (x) =
 (x + µ̂a) −  (x)

a
∇
−

µ (x) =
 (x) − (x − µ̂a)

a
. (3.8)

In the limit a→ 0 ∇±µ converges classically to the continuum derivative up to O(a2
) corrections.

Note that, since in quantum mechanics the momentum operator of a free particle is p ≡ −id�dx

and has to be hermitian in order to correspond to an observable, the derivative operator has
to be anti-hermitian (a skew-symmetric matrix in a matrix representation of the operator if the
elements are real). Hence, if we want to preserve unitarity, we cannot use the naive forward
or backward derivative operator. As we will see in the following section, this has far-reaching
consequences.

3.2.1 Fermion doubling problem

As we will see, the central derivative operator Eq. (3.7) suffers from the so-called “fermion-
doubling problem” [105–107]. Indeed, the Dirac operators’ Fourier transform is

D̃(p) =
i

a
�
µ

�µ sin(apµ) +m , (3.9)

where pµ belongs to the first Brillouin zone of Eq. (3.1). Taking its inverse we obtain the
fermionic propagator in momentum space,

G(p) = D̃−1(p) =
−i�a∑µ �µ sin(apµ) +m

1�a2
∑µ sin2

(apµ) +m2
, (3.10)

which has, as required, a pole at p2
= −m2 as a → 0. However, for each direction µ the propagator

has an additional pole (in four dimensions this gives 24 possibilities) in the corners of the Brillouin
zone, leading to fifteen additional poles with a momentum shift

⇡µ
A ∈ {

⇡
a (1,0,0,0), ⇡a (0,1,0,0), . . . , ⇡a (1,1,0,0), . . . , ⇡a (1,1,1,1)} .

The poles in the propagator give the particle content of the theory. Equating the denominator
of Eq. (3.10) to zero, one finds finds that both ap0 and ⇡−ap0

2 have the same solutions. For the
particle states the solutions are ip0 = E and i⇡−E where E > 0 (antiparticle solutions correspond
to E < 0) are the energies of the states and are given by the following lattice dispersion relation:

sinh(Ea)2 =�
i

sin2
(pia) +m2 . (3.11)

E(�p) is identical for 23 momenta ni⇡�a − pi, for pi ≥ 0 and pi < 0 respectively, with ni ∈ {0,1}.
All of these energies survive in the continuum limit

lim
a→0
�E(�p)�ni⇡�a =

�

�p2 +m2 , (3.12)

2Here we assume that ap0 ≥ 0 so that ⇡ − ap0 is in the Brillouin zone defined in Eq. (3.1). If ap0 < 0, it is
⇡ + ap0 that must be considered.
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so that the different poles have the same energy. Thus, the field  corresponds to sixteen
relativistic free fermions, which is the problem of species doubling.

We will encounter the fermion doublers again in our perturbative calculation of the current-
current propagator needed for the hadronic vacuum polarization on the lattice where we derive
this dispersion relation. The details are given in App. B. We can understand intuitively why this
problem arises: by taking the naive operator Eq. (3.7) we are skipping a site and are comparing
the value of the field at a certain site with its value two sites away. However, the highest
frequency that can be resolved oscillates with ⇡�a. The naive derivative operator finds zero for
the derivative of this field, instead of its maximal value.3

Indeed, it is possible to explicitly construct doubling symmetry transformations. This discussion
closely follows Ref. [108] and it will also be very helpful for the presentation of staggered quarks
below and for the construction of staggered currents in the subsequent chapter. First we define
the 16 “doubling” transformations

 (x) → Bt(x) (x) ,  (x) →  (x)B†
t (x) , (3.13)

with the Bt(x) defined by
Bt(x) ≡ (−1)

t⋅x�a�t = ei⇡t⋅x�a�t , (3.14)

and labelled by the vector tµ ∈ Z2 ≡ {0,1} and its “conjugate”, given by

tµ ≡ �
⌫≠µ

t⌫ mod 2 . (3.15)

The 16 matrices �t are given by

�t =

3

�
µ=0

(�µ)
tµ = �t0

0 �
t1
1 �

t2
2 �

t3
3 (3.16)

and provide a complete set of Dirac matrices, including the identity for t = (0,0,0,0). Some
useful properties of the �t are summarized in App. A of Ref. [108].

It is clear from the presence of the phase in Eq. (3.14) that the corresponding transformations
map a state in one corner of the Brillouin zone into all 15 other corners as t takes on its
15 values different from (0,0,0,0). With some algebra, it is also possible to show that the
naive fermion action of Eq. (3.6) is invariant under the doubling transformations of Eq. (3.13).
Moreover, changing basis for the doubling transformations from Bt(x) to the hermitian one
BA(x) ∈ {1, i(−1)xµ�a�5�µ, ✏(x)�5, (−1)∑⌫≠µ xµ�a�µ, (i�2)(−1)(nµ+n⌫)�a�[µ�⌫]}, with µ < ⌫ and
✏(x) = (−1)∑µ

xµ�a, one can generalize the discrete transformations of Eq. (3.13) to the continuous
ones of U(4)V given by [109]:

 (x) → ei!ABA(x) (x) ,  (x) →  (x)e−i!ABA(x) (3.17)

where the !A are real parameters. With additional work, one can further show that these
U(4)V doubling transformations are a symmetry of the naive fermion action [110, 111]. In

3Note that this problem only arises for fermions, since in the bosonic action we need a second derivative which
can be approximated by the derivative operator �±µ�(x) = 1�a2

��(x + aµ̂) − 2�(x) +�(x − aµ̂)� which does not
skip a site.
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fact, when the fermion mass is identically zero, the symmetry of the action enlarges to a chiral
U(4)L ⊗U(4)R [112], of which the U(4)V symmetry of Eq. (3.17) is the diagonal subgroup.

In addition, in the free theory the 16 doubler states cannot transform into one another and one
finds that the theory has a chiral U(16)L⊗U(16)R symmetry when m = 0, which reduces to the
vector U(16)V subgroup for m ≠ 0. In analogy with flavour, this symmetry is called a “taste”
symmetry. At finite lattice spacing, and in the presence of interactions, this symmetry is broken
by the exchange of gluons with some of their four-momenta components close to ⇡�a. Clearly
such gluons take a fermion from one corner of the Brillouin zone to another, thus changing its
taste. However once the continuum limit is taken, ⇡�a goes to infinity and the taste symmetry is
restored even in the presence of interactions. It then corresponds to the usual flavour symmetry
of 16 identical species of fermions. However, the axial anomaly receives contributions from all 16
species. Because the blocking transformations involve factors of �5, the doublers contribute with
opposite signs in the pattern 1 − 4 + 6 − 4 + 1 = 0 where the multiplicity and signs are associated
with the corners of the Brillouin zone labelled by the following representative t = (0,0,0,0),
(1,0,0,0), (1,1,0,0), (1,1,1,0), (1,1,1,1), respectively [113]. Thus, the flavour singlet axial
symmetry U(1)A is not broken by the anomaly and naive fermions cannot be a discretization of
even 16-flavour QCD.

To eliminate doublers Wilson came up with a solution to the doubling problem by adding a
Laplacian-like term to the lattice action. This term is an O(a) irrelevant operator and vanishes
in the continuum limit,

SWF = SF,naive −
a

2
�
x

 ̄(x)�± (x) , (3.18)

with �± = ∑µ∇
−

µ∇
+

µ = a−2∑µ(∇
+

µ +∇
−

µ − 2). In this case the propagator becomes

D̃−1(p) =
�
�
�
�
�
�

i�
µ

�µ

sin �pµa�

a
+m +�

µ

2

a
sin2
�
pµa

2
�

�
�
�
�
�
�

−1

. (3.19)

Now, considering a fermion with four-momentum components much smaller than ⇡�a, the Wilson
term contributes 1�a corrections to the doublers’ energies. Thus as the continuum limit is taken
the doublers have energies that grow and therefore contribute less and less to the physics at
scales much smaller than 1�a and fully decouple from the theory in that limit, leaving behind a
single fermion with energy well below the cutoff. However, chiral symmetry is explicitly broken
by this additional term that couples left and right-handed fermions.

There exists even a no-go-theorem by Nielsen and Ninomiya concerning the doubling problem
[114, 115]. It states that it is impossible to construct an (Euclidean) action which is ultra local,
chirally symmetric, has the correct continuum limit and does not have doublers 4 for a fermion
formulation with a local, translational invariant, hermitian Hamiltonian.

Clearly, the no-go theorem implies that we have to give up one of the assumptions. We already
mentioned Wilson fermions as a solution to the doubling problem which however break chiral
symmetry. Other early attempts were for example the non-local SLAC operator [26, 116], for an
interesting discussion see also [117] 5. This operator can be used in systems without local gauge

4Ultralocal denotes an action with a coupling between sites separated by only a finite number of lattice
spacings.

5Having been trained as an engineer, these were also my first thoughts about this problem.
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invariance and its spectrum is identical to the continuum derivative operator below p = ⇡�a.
Another very interesting concept is the concept of perfect actions [118, 119]. These are lattice
actions whose predictions agree with those of the continuum action. These perfect (fixed-point)
actions can be constructed by applying renormalization group transformations to the continuum
free fermion action. However, constructing such an action would require the tuning of the
coefficients of an infinite number of irrelevant operators.

In 1982 Ginsparg and Wilson proposed that the requirement for chiral symmetry could be relaxed
on the lattice to satisfy [120]

{D,�5} = aD�5D . (3.20)

Actions which satisfy the Ginsparg-Wilson relation also satisfy the Atiyah-Singer index theorem
that we mentioned in Sec. 2.3.3

index(D) = a5
�
x

1

2
Tr(�5D) = n− − n+ . (3.21)

It was also shown that the Ginsparg-Wilson relation implies the correct chiral anomaly in the
flavour singlet case [121]. Perfect actions satisfy the Ginsparg-Wilson relation, but have not been
fully constructed. Other fermion actions that do are domain-wall fermions (DWF) which bind
chiral four-dimensional fermion modes to a domain wall in five dimensions [122, 123] and overlap
fermions [124, 125]. These actions are therefore chiral symmetry preserving, do not suffer from
a species doubling problem and are widely used.

3.2.2 Kogut–Susskind (staggered) quarks

In the staggered fermion formulation, the number of fermion doublers is reduced by a factor
of four and a U(1) chiral symmetry is maintained. For later convenience we will use here the
notation of Ref. [108]. The first step is to perform the (unitary) spacetime-dependent field
redefinition of the fermion fields [111]:

 (x) → ⌦(x)X(x) ,  (x) → X(x)⌦†
(x) , (3.22)

where

⌦(x) = �n =

3

�
µ=0

(�µ)
nµ (3.23)

and xµ = anµ. One can show that – using some Dirac algebra – after this field redefinition, the
action in the new field variables X is diagonal in spinor space,

SF (X, X̄) = a4
�
x

X̄(x)
�

�
�
µ

⌘µ(x)∇
±

µ +m
�

�
X(x) (3.24)

with ⌘µ(x) ≡ ⌦†
(x)�µ⌦(x) = (−1)∑⇢<µ n⇢ = ±1 a simple phase factor arising from the anti-

commutation of the Dirac matrices, such that

⌘1(x) = 1 , ⌘2(x) = (−1)
n1 , ⌘3(x) = (−1)

n1+n2 , ⌘4(x) = (−1)
n1+n2+n3 . (3.25)
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As will be seen in the following section, gauge interactions are introduced by modifying the
symmetric derivative ∇±µ using (3.39).

Since the action is diagonal in spinor space, three of the four components of X in Eq. (3.24)
can be dropped. We will denote � the remaining single component of the fermion field X and
the staggered action is the one component version of the one given in (3.24), i.e. SF (�, �̄). The
fact that the equations of motion given by the naive fermion action relate one component of
the Dirac field  on even (odd) sites to a linear combination of the other components at odd
(even) sites in a staggered fashion and the fact that the spin diagonalization of (3.22) reduces
this structure to a single component is the reason for which the particle (antiparticle) degrees of
freedom associated with � are called a staggered fermions.

In the reduced theory the SU(4)V doubling symmetry of (3.13) is removed in a nontrivial
way: all symmetries, except for the (future) gauge and vector flavour symmetries (arising when
multiple one-component fields with identical masses are considered), become x-dependent [126].
Thus the properties of the physical degrees of freedom of this reduced action are not evident:
we still have to show that it corresponds to a theory with 4 tastes of Dirac fermions. Since
the staggered transformation mixes Dirac and space-time indices in order to recover a four-
component Dirac spinor, we build linear combinations of �-fields at different lattice sites. In
particular, the fields living on the sixteen sites of a hypercube can be grouped together into a
new blocked field [127, 128],

 ↵t
B (xB) =

1

8
�

�nµ∈aZ2

⌦(�x)↵t�(xB + �x) ,  
t↵

B (xB) =
1

8
�

�nµ∈aZ2

�(xB + �x)⌦
†
(�x)t↵ , (3.26)

where we have divided the original lattice in hypercubes which are labelled by xBµ = 2aNµ, xBµ

mod 2 = 0 and xB +�x, �xµ ∈ {0, a} correspond to the sixteen sites of the hypercube and the new
lattice has a doubled lattice spacing 2a. We have made explicit the spin ↵ and “taste” t indices
which we label by Greek and Latin letters, respectively. They each run from 1, . . . ,4 and denote
the rows and columns of the Dirac matrix ⌦(�x). Then the staggered action Eq. (3.24) can be
re-expressed in terms of the blocked fields as

SF � B , B� = (2a)4�
xB

 (xB)

�
��
�
��
�

m(I⊗ I) +�
µ

�(�µ ⊗ I)∇±µ − a(�5 ⊗ ⇠µ⇠5)�
±

µ�

�
��
�
��
�

 B(xB) , (3.27)

with 2a the lattice spacing of the blocked lattice. The notation �� ⊗ ⇠�′ indicates that the Dirac
matrix �� acts on the Dirac indices and ⇠�′ , with ⇠µ = �∗µ, on the taste ones. While the first two
terms are diagonal in taste space, the last one, which looks like a “Wilson-type” term, explicitly
breaks taste symmetry. This term vanishes in the naive continuum limit and we recover an
action of four flavours of free massive Dirac spinors. This justifies a posteriori the statement
made above that t denotes the four tastes associated with staggered fermions.

The above argument is useful because it gives a sense of why a staggered fermion field generates
four tastes. However it is misleading [128]:

1. the taste symmetry of free staggered fermions is not broken in the absence of interactions;

2. there are noO(a) discretization errors with free (also interacting) staggered fermions: these
start at O(a2

).
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The problem is that the blocking transformation of (3.26) only projects the staggered field on
the given taste t approximately, up to discretizations errors of O(ap) for a fermion of momentum
p ∈ (−⇡�2,⇡�2]4. This can be seen by going back to the original naive fermion field  of (3.6). In
terms of that field, the four-component generalization of the blocking transformation of (3.26)
can be written [108]:

 B(xB) =
1

8
�

�xµ∈aZ2

Bt(xB + �x) (xB + �x) =
ei⇡t⋅xB�a

8
�

�xµ∈aZ2

ei⇡t⋅�x�a�t (xB + �x) , (3.28)

Clearly the sum over the corners of the hypercube is not sufficient to Fourier transform a fermion
of momentum p ∈ (−⇡�2,⇡�2]4, annihilated by  , to a momentum t⇡�a + p required to give it
taste t. It does so only up to O(ap) corrections.

One of the benefits of staggered fermions is that they possess an unbroken U(1), non-anomalous
axial symmetry that is softly broken by the fermion mass m. In the blocked field notation of
(3.26), it is (e.g. [129]):

 B(xB)→ exp[i✓(�5 ⊗ ⇠5)] B(xB)  ̄B(xB)→  ̄B(xB) exp[i✓(�5 ⊗ ⇠5)] , (3.29)

with ✓ a real parameter. This symmetry is non-anomalous because it is not a taste singlet. In
the single-component staggered field theory, the symmetry becomes:

�(x)→ ei✓✏(x)�(x), �̄(x)→ �̄(x)ei✓✏(x) . (3.30)

Because of the presence of the sign-oscillating function, ✏(x), defined in the paragraph fol-
lowing (3.16), this chiral symmetry is known as staggered fermion’s U(1)✏ symmetry. These
fermions have other symmetries that give rise to the spacetime symmetries of Euclidean fermions
(e.g. translations and SO(4) rotations) as well as the chiral flavour symmetries SU(4)L ×

SU(4)R ×U(1)V ×U(1)A in the massless and continuum limits. 6

In the continuum, the complete set of fermion bilinears are constructed from the usual combi-
nations of Dirac matrices, yielding operators that transform as SO(4) scalars, pseudoscalars,
vectors, etc. and possibly under a flavour group, if there is more than one Dirac fermion field.
Ignoring flavour, these continuum bilinears can be written, e.g. Js =  ̄�s with s ∈ Z⊗4

2 . With
staggered fermions there is an additional taste index, t ∈ Z⊗4

2 , and in the free theory bilinears
are given by,

Js,t(xB) =  B(xB)(�s ⊗ ⇠t) B(xB) . (3.31)

In the interacting theory one must include suitable link variables of the kind discussed in the
next section, so as to obtain gauge invariant operators.

As done in (3.27), instead of writing the bilinears in terms of Dirac matrices labelled by s and t,
we can give them in terms of the usual set of 16 Dirac and 16 taste matrices. In that case, for
instance, the operator corresponding to t = 0 with s0 = 0 and only one of the three spatial si = 1,
is written

J�i⊗I(xB) =  B(xB)(�i ⊗ I) B(xB) (3.32)
6Note that if the theory includes Nf degenerate staggered field, the continuum symmetries become those of

4Nf flavours instead of 4.
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and would be called a “Lorentz” 7 vector and taste singlet. However, as discussed around (3.28),
the blocked fields have a taste that is only well defined up to O(a) corrections. The operator
that will create/annihilate a meson with vector Lorentz and taste quantum numbers at time
xB,0 with zero three-momentum is actually ∑�xB

J�i⊗I(xB). And even then, this bilinear will
create/annihilate two mesons: the one of interest, here the ⇢ and its time-doubler of opposite
parity. As will be seen in two-point functions of staggered mesons below, this time-doubler
contribution gives these functions an oscillatory behavior in time.

We argued above that a staggered fermion field gives rise to 4 tastes of quarks. Not surprisingly,
we find that the bilinear operators of (3.31) lead to 16 tastes, t, of mesons for each of the 16
possible Lorentz components, s, of Js,t [130].

In the continuum limit in which quark tastes transform in the fundamental representation of
SU(4)V for m ≠ 0 and SU(4)L × SU(4)R when m = 0, these mesons are mass degenerate. At
finite lattice spacing and in the presence of interactions, the doubling symmetry of staggered
fermions reduces to a shift symmetry which forms a discrete Clifford group, �4, generated by
the four taste matrices ⇠µ [131]. In addition, the staggered action is symmetric under improper
hypercubic transformations, under the usual U(1)V baryon number transformations and under
the axial U(1)✏ transformations of (3.30). Particle operators and states, however, are classified
according to the irreducible representations (irreps) of the rest-frame subgroup formed by the
spacetime symmetries of the action which commute with the transfer matrix [131]. This group
is the geometric time-slice group [132], composed of the three spatial shifts, spatial rotations
and spatial inversions. It has 8 irreps in the case of pseudoscalar mesons. Within each of these
multiplets, the mesons have the same mass, but these masses differ by O(a2

) discretization errors
from multiplet to multiplet. Of course in the continuum limit these multiplets coalesce into the
adjoint representation of a flavour SU(4)V .

The taste violations that lead to the lifting of the continuum flavour SU(4)V multiplets are
particularly visible in the pion spectrum. This is because the QCD contribution to pion masses
is particularly small, so that taste-breaking effects stand out. However, Lee and Sharpe [133]
have shown that corrections to staggered would-be Goldstone bosons are symmetric under an
SO(4) subgroup of the continuum flavour group, up to discretization errors that are NNLO in
staggered chiral perturbation theory, i.e. ofO(a4, a2m,a2p). The quarks reside in its fundamental
representation. This representation is the taste equivalent of the one of Dirac spinors in the
Euclidean Lorentz group. Thus up to those NNLO discretization errors the 16 tastes of light
pseudoscalar mesons are expected to roughly organize into 5 irreducible representations (irreps),
which we denote by their Lorentz names: S for scalar or singlet, V for vector, T for tensor, A for
axial and P for pseudoscalar. As in the Lorentz case, these 5 representations have multiplicities
1, 4, 6, 4, 1, respectively, and members of a given representation are mass-degenerate (up to the
discretization errors discussed above). Thus to NLO in the staggered chiral expansion one has

m2
⇡,T � 2Bm + a2�T , (3.33)

with taste T = P,A,T, V,S and where �T is independent of a. In (3.33), B is the usual, continuum
low-energy constant proportional to the chiral condensate [134]. Importantly, a2�T and all

7In the lattice part of this thesis, in which the Lorentz group becomes SO(4) because of the Euclidean metric,
we will still frequently call this group the Lorentz group.
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higher-order discretization errors do not vanish in the limit of vanishing quark mass because
of the remnant, non-anomalous U(1) axial symmetry of staggered fermions. This guarantees
that the pseudoscalar-taste, light pseudoscalar meson is a pseudo-Goldstone boson. Moreover
the other tastes become the fifteen remaining pseudo-Goldstone bosons of the spontaneously
broken chiral SU(4)L × SU(4)R in the continuum limit. Especially for long distance quantities
which are dominated by two-pion states these distortions lead to significant cutoff effects and
become visible in the continuum extrapolation. We will discuss in Sec. 4.3.2.2 how we deal with
taste-breaking effects.

Why use staggered fermions? Since in the staggered formulation, three of the four com-
ponents are dropped and we have only one component per lattice site, they are very cheap to
simulate. In particular, this allows us to perform simulations at several lattice spacings with
quark masses close to the physical point, see Sec. 4.3. As we already mentioned, the staggered
action preserves a remnant chiral symmetry, which often simplifies renormalization compared to
e.g. Wilson fermions. Moreover, in the colour-gauged theory, this symmetry is spontaneously
broken, yielding a pseudo-Goldstone boson whose mass vanishes when the quark mass is taken
to zero. Finally, discretization errors show up only at O(a2

).

Why not to use staggered fermions? In order to remove three of the four tastes, the fourth
root of the staggered determinant is taken (called “rooting”). This results in an action which has
non-localities of O(a2

). Thus these non-localities disappear in the naive continuum limit, but
it has not been shown rigorously that they do in the presence of interactions. The issue is that
the theory to which a given lattice action leads in the continuum limit is determined, in a large
part, by its universality class. In turn, universality arguments not only depend on the number
of dimensions and the symmetries of the order parameter, but they also rely on the fact that the
theories considered are local (see Sec. 3.6). The question is then whether the rooting procedure
changes the universality class of staggered fermions. However, there is abundant theoretical
and numerical evidence that this is not the case – see e.g. [109, 129] and references within. In
particular no results obtained with rooted staggered fermions have been shown to deviate from
those obtained with other fermion formulations in the continuum limit.

There is another way to understand the issue of rooting. As discussed above, the staggered action
has an exact SU(4)V doubling symmetry. This symmetry ensures that a staggered field gives
rise to four tastes which become degenerate flavours in the continuum limit. If the symmetry
between those tastes were exact also at finite lattice spacing, then the rooting procedure would
be an exact way to reduce the four tastes associated with a staggered field to a single flavour in
the continuum limit. However, at finite lattice lattice spacing the symmetry between tastes is
broken by highly virtual gluons, either by emission or absorption of a gluon with p ≈ ⇡�a, which
changes the quark’s taste instead of going of-shell [108]. Hence, one would have to show that
the restoration of the flavour symmetry in the continuum limit survives rooting. As discussed
above, however, all evidence strongly suggests that this is the case.
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3.3 Lattice gauge action

So far we have restricted our discussion to the definition of free fermions on the lattice which
bore a serious problem, the fermion doubling problem. We also discussed a number of possible
solutions. In order to simulate full interacting QCD, we have to step back to our discussion
of the beginning of this thesis, see Sec. 2.1.1, and require our theory to be invariant under not
only global but space-time dependent SU(Nc) transformations. We aim at constructing a lattice
action which exactly satisfies this gauge invariance. As the derivative in the continuum theory,
the symmetric difference quotient in Eq. (2.49) is no longer well defined under a SU(Nc) gauge
transformation. The idea is to parallel transport the field  (x) to x + aµ̂. We define a so-called
parallel transporter, which transports  from x to y as U(x, y) (x). This transporter depends
on the path, i.e. it matters how we get from x to y. The derivative in Eq. (2.49) will then, as
in the continuum, be replaced by a covariant derivative.  ̄(x)U(x,x + aµ̂) (x + aµ̂) is gauge
invariant provided U(x, y) transforms in a specific way under local SU(Nc) transformations,
namely

U(x, y) → ⌦(x)U(x, y)⌦†
(y) , (3.34)

and we see that U(y, x) is an element of the local symmetry group. Hence we can write

U(x, y) = P exp�ig�
y

x
Aa

µ(z)T
a dzµ� (3.35)

where P is a path-ordering operator (this is needed since the generators at different points do
not commute). This object is called a Wilson line. U(x, y) is a non-local object but we will see
that in the continuum limit it will be possible to express it in terms of purely local objects8.
Hence, in order to make Eq. (2.49) gauge invariant, we have to use Wilson lines between adjacent
points, so called “link”-variables, i.e.

∇
+

µ (x) =
Uµ(x) (x + µ̂a) −  (x)

a
∇
−

µ (x) =
 (x) −U−µ(x − aµ̂) (x − µ̂a)

a
. (3.39)

where we write U±µ(x) = U(x,x ± aµ̂) and we notice that U−µ(x) = U(x,x − aµ̂) = U †
µ(x − aµ̂, x)

9.

We have defined a parallel transporter which provides us with a transformation rule to go from
one reference frame to another, allowing us to compare field values at different points and reduces
to the continuum expression for infinitesimally close points. The Wilson line constitutes one of
the fundamental objects (the basic gauge variables) on the lattice. Again, as in the continuum

8To make this explicit, let us expand the parallel transporter around x, since we require a local theory and we
hence only need U(x, y) infinitesimally close to x

U(x, x + "nµ
) = U(x, x) + "nµ@µU(x, x) + . . . = 1 − ig"nµAµ(x) + . . . , (3.36)

where we have naturally set U(x, x) = 1 and have defined @µU(x, x) ≡ gAµ(x). Then, the covariant derivative
can be written as

Dµ ≡ @µ − igAµ(x) , (3.37)
expressed only in terms of local data. Performing an infinitesimal group transformation, i.e. ⌦ ≈ 1, writing
⌦ = exp(ig↵aT a

) with �↵a�� 1 we find

Aa
µ(x) → Aa

µ(x) − @µ↵a(x) + gfabc↵b(x)A
c
µ(x) , (3.38)

which is indeed the transformation rule from Eq. (2.10).
9We restrict ourselves to the naive fermion action in this discussion, other fermionic actions can be obtained

from analogous reasoning – in particular, the staggered fermionic action in Eq. (3.24).



Lattice Quantum Chromodynamics 45

Figure 3.1: The plaquette Pµ⌫ can be constructed by multiplying links in a closed loop.

theory we have to give the gluons dynamics. A gauge invariant operator can be built from the
parallel transporter by constructing an ordered loop of parallel transporters. Since we require a
local action we go around the smallest possible loop,

Pµ⌫(x) ≡ Uµ(x)U⌫(x + aµ̂)U †
µ(x + a⌫̂)U †

⌫(x) . (3.40)

This object is called the plaquette and is depicted in Fig. 3.1 10. However, for non-abelian gauge
theories as SU(Nc) the plaquette in Eq. (3.40) is not yet gauge invariant – in fact, it transforms as
⌦(x)Pµ⌫⌦

†
(x), see Eq. (3.34). By taking the trace, making use of the trace’s cyclic property, we

find a gauge invariant object and we will be able to construct an action for the gauge fields that
reduces to the continuum gauge action in the naive continuum limit. To see this, let us Taylor-
expand the operator in Eq. (3.40) for a → 0, where we have to make use of the Baker-Hausdorff
formula

eAeB
= eA+B+ 1

2 [A,B]+... , (3.42)

yielding
Pµ⌫ � exp(ia2g(@µA⌫ − @⌫Aµ) − a2g2

[Aµ,A⌫]) . (3.43)

Finally, upon expanding the exponential we find

Pµ⌫ = 1 + ia2gGµ⌫(x) −
a4

2
g2G2

µ⌫(x) +O(a
5
) . (3.44)

Taking the trace of Pµ⌫ , the second term term vanishes since the generators are traceless. Hence,
we define the Wilson action to be [95, 135]

SW =
�

Nc
�

x,µ,⌫

ReTr{1 − Pµ⌫(x)} (3.45)

which reduces to the continuum Yang-Mills action provided the constant in front is chosen
appropriately, namely

� =
2Nc

g2
. (3.46)

10In analogy to the Wilson line the continuum version of the plaquette is called a Wilson loop, i.e. a Wilson-line
with same initial and end point

U� = P exp�ig�
�

Aa
µ(z)T

a dzµ� . (3.41)
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The Wilson action is of course again by no means unique as we will in particular see in Sec. 3.6.3.
The Wilson action (3.45) respects the symmetries of the lattice (hypercubic rotations, lattice
translations) and respects parity and charge conjugation.

3.4 Quantization and Euclidean path integral of lattice QCD

3.4.1 Gauge measure

As stated in the introduction, the measure becomes well defined after regularization. A natural
measure for compact Lie groups such as SU(Nc) that is gauge invariant is the Haar measure,

dU = d (UV ) = d (V U) = dU−1 , for any V ∈ SU(Nc) . (3.47)

The measure is normalized to unity,

� dU = 1 . (3.48)

The advantage is now that we are integrating over the (compact) gauge group instead of in-
tegrating over the Lie algebra. Integrating over the Lie algebra requires gauge fixing in order
to quotient out physically equivalent configurations. Here we do not require gauge fixing; the
overcounting of physical degrees of freedom will simply be normalized by the partition function.

3.4.2 (Fermionic) path integral

Finally, the QCD expectation value of an observable on the lattice can be obtained by evaluating
the Euclidean path integral

�O� =
1

Z �
DUD ̄D O( ,  ̄, U) e−SU−SF ( ̄, ,U) , (3.49)

with Z the partition function of the system. Usually, the Lagrangian is bilinear in the Dirac
fields, L =  ̄(x)D (x) with D the Dirac operator. Hence, the integration over the Grassmann
valued Dirac fields amounts to solving a Gaussian integral and the integration over  ̄ and  can
be carried out analytically, yielding

�O� =
1

Z �
DU detD[U]e−SU Õ(U) , (3.50)

where Õ is an effective operator with the effect of the integrated Grassmann fields taken into
account, i.e. where fermion fields are Wick contracted. Calculating the fermion determinant
numerically is computationally demanding and was historically first treated in mean-field theory
in lattice simulations (so-called quenched approximation). For the determination of light hadron
masses, the error made by this approximation is O(10 − 15%). We will briefly comment on
numerical methods in Sec. 3.8.
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3.4.3 Relation to statistical mechanics

We have already mentioned in the introduction that the partition function after Wick rotation
can be interpreted as the partition function of a four-dimensional classical statistical system,

Z = � D�e(−1�
�h) ∫ ddxLE(�) , (3.51)

where we have reintroduced the factor �h. By identifying �h as a temperature 1�� we obtain the
formal relation between an Euclidean QFT in d-dimensional spacetime and a classical statistical
system in d-dimensional space. We will make use of this formal relation when discussing the
conceptual links between renormalization in statistical physics and in quantum field theory. In
particular, for our discussion concerning the continuum limit it can also be helpful to identify
the coupling �−1 = g2

�2N (in the infinite time limit), whose symbol we picked in hindsight, as
the role of temperature in this analogy. Most important for practical purposes is that due to this
formal relation to statistical physics, we can use algorithms and methods which were originally
developed for that field.

Since we work in a finite box with temporal extent T and periodic boundary conditions, we can
even establish a further formal relation, namely to a quantum statistical system in equilibrium
at temperature 1�T , as we now see. The time evolution of a Heisenberg operator is O(t) =
eiHt
O(0)e−iHt, which after Wick rotating to t → −ix0 becomes O(x0) = ex0H

O(0)e−x0H . Then
it is possible to show that the path integral representation for the Euclidean correlation functions
of two operators O1,2 with Euclidean time separation x0 with periodic/anti-periodic boundary
conditions imposed on bosonic/fermionic fields in the temporal direction [106],

�O1(x0)O2(0)�T =
1

ZT
�

PBC
D�e− ∫

T

0 dx0 ∫ dDxL(�)
O1[�(x0)]O2[�(0)] (3.52)

is

�O1(x0)O2(0)�T =
tr �e−(T−x0)HO1e

−x0H
O2�

tr �e−TH�
=

tr �e−TH
O1(x0)O2(0)�

tr �e−TH�
. (3.53)

which is the expectation value of a quantum statistical system at temperature 1�� = 1�T . This
formal relation between temperature and cyclic time11 will become more important in the second
part of this thesis, where we use finite temperature field theory to calculate expectation values of
observables in the early universe, see Sec. 7.4. Eq. (3.53) are the Euclidean correlation functions
that we calculate on the lattice. Hence, we obtain a relation between an Euclidean quantum
field theory in (D+1) dimensional space-time at finite � and a quantum statistical system in D-
dimensional space. In the limit � → ∞ and after analytic continuation to Minkowski spacetime
we recover our vacuum QFT. In practice, in order to simulate a QFT in vacuum, one chooses
T � L and takes the infinite time and infinite volume limit.

From the Euclidean correlation function Eq. (3.53) we can extract the energy gap between the
ground state and the first excited state: By inserting a complete set of eigenstates �↵� of the
Hamiltonian in Eq. (3.53) and by taking the limit T → ∞ we obtain

�O1(x0)O2(0)� = lim
T→∞
�O1(x0)O2(0)�T =�

↵

e−x0(E↵−E0)�0�O1(x0)�↵��↵�O2(0)�0� , (3.54)

11I agree with A.Zee: “Some physicists, myself included, feel that there may be something profound here that
we have not quite understood.” [68]
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with E↵ −E0 the so-called mass gap, which is the energy of the state �↵� relative to the vacuum
energy. For large Euclidean time separations x0 the ground state dominates while excited states
become exponentially suppressed. As we will see in the following section, this allows us to
extract physical quantities, as for instance hadron masses, from the exponential fall-off of two-
point correlation functions.

3.5 Example: Hadron Spectroscopy

How can we make physical predictions with our simulations? As we saw in the previous section,
in order to recover physical results in principle one has to analytically continue the results of the
simulations back to Minkowski spacetime, which can be highly non trivial. However, there are
many observables which can be extracted directly in the spacelike region 12. The easiest example
is the way hadron masses can be extracted from Euclidean correlation functions. Here we will
sketch a simple example for the charged pion, whose mass can be obtained by extracting the
exponential fall-off of the time evolution of a Euclidean two-point correlation function. Other
hadron masses can be obtained in a similar fashion.

In general, we construct meson correlation functions13

M(x) ≡  ̄� (x) , (3.55)

where � = �1,�5,�µ,�µ�5,�µ�⌫� is a combination of �-matrices (the typical scalar, pseudoscalar,
vector, axial-vector and tensor) and we have suppressed Dirac and colour indices. To improve
the signal of the correlator, one projects to zero spatial momentum

CM(t) =�
�x

�M(t, �x)M(0,�0)� , (3.56)

where one of the currents can be placed at x = 0 due to translational invariance. The integration
over fermionic degrees of freedom can again be performed analytically, yielding

CM(t) =
1

Z �
DUe−SU [U] det(D)�

�x
�−Tr �D−10,x�D−1x,0�� +Tr �D−10,0��Tr �D−1x,x��� (3.57)

where D is the massive Dirac operator. The first term corresponds to the quark connected
contribution, the second term is the quark disconnected contribution which is numerically much
more challenging. This contribution arises for equal quark flavours in the operator (3.55).

To be more specific, let us construct the correlation function for the extraction of the mass of a
charged pion. We have to construct an operator which has the same quantum numbers as the
⇡− so that the operator will have non-vanishing overlap,

M⇡(x) = (ū�5d)(x) . (3.58)
12Similarly, in Chap. 4 we obtain the hadronic contribution to the running of the electromagnetic coupling in

the spacelike region.
13In this section and the following sections we denote Euclidean time again by t.
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Due to periodic boundary conditions, the correlator is symmetric under the exchange t↔ T − t.
Inserting a complete set of eigenstates the spectral decomposition of the operator is (t ≥ 0)

C⇡(t, �p) =�
↵

� �0�M⇡(0)�↵� �
2

2E↵(�p)
�e−E↵(�p)t + e−E↵(�p)(T−t) +O �e−(T+t)�� , (3.59)

where the sum runs over all states which have non-zero overlap with the operator in Eq. (3.58)
and we have used the usual relativistic normalization �↵��� = 2E↵�↵� . E↵(�p) is the mass gap
relative to the vacuum energy. By projecting to zero spatial momentum the groundstate is the
mass of the ⇡−, m⇡− = E0(�0) and assuming non-degenerate states E0 < E1 < . . . we find

lim
t→∞

C⇡(t,�0) �
� �0�M⇡(0)�⇡� �

2

m⇡−
e−m⇡−T �2 cosh(m⇡(T �2 − t)) , (3.60)

since in the limit t → ∞ the contributions of excited states get exponentially suppressed. In
terms of the Wick contraction we find for this specific example

C⇡(t) =
1

Z �
DUe−SU [U] det(Du

)det(Dd
)�
�x
�−Tr �(Du

0,x)
−1�5(D

d
x,0)

−1�5�� . (3.61)

3.6 Continuum limit

The lattice regularization is only a regularization. In particular, it breaks certain symmetries.
For instance, it breaks the O(4) symmetry of a relativistic field theory in Euclidean spacetime
down to the subgroup of hypercubic rotations. In addition, due to cutoff effects arising at finite
lattice spacing, we do not recover exactly the continuum results, even for long distance quantities.
This regularization should therefore be removed by taking the limit a→ 0. The existence of this
limit and whether/how this limit can be taken is a very subtle issue. In particular, the naive
(classical) continuum physics is recovered by sending a → 0 without changing the value of the
coupling. In the quantum theory this is of course no longer possible and we have to adjust the
parameters of our theory as we change the cutoff (see also Sec. 2.2).

Wilson established the relation between renormalizability in QFTs and universality in critical
statistical systems. To understand this connection we first revisit renormalization group (RG)
transformations in configuration space, which is the appropriate way of performing RG transfor-
mations in a lattice-regularized theory. Performing RG transformations corresponds to a flow in
theory space. This flow can exhibit fixed points and we will see how the universal behaviour near
fixed points helps us understand why our “simple” quantum field theories (and our algorithm for
doing physics in general, see 2.2) work so well.

Many very good references have helped me in (trying to) understand(ing) the basic concepts, see
for instance [105, 136–141] and this section is based on these references. Below we make explicit
which quantities are dimensionful (df) and which are lattice quantities (lat).
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3.6.1 Renormalization group transformation, fixed point and behaviour
near the fixed point

On the lattice, an RG transformation averages out fluctuations of O(a) in such a way that their
effect on long-distance observables is exactly taken into account and the physical predictions at
distances longer than the new cutoff remain unchanged. An RG transformation therefore relates
the predictions at cutoff ⇤ = 1�a to the prediction at cutoff ⇤′ = 1�a′ with a′ > a. To preserve
the physical prediction the coupling constants have to change with the cutoff in a specific way.
The way this is implemented in configuration space is by performing a blocking procedure. The
fields 'n which live on the original lattice with spacing a are blocked together and one defines
a new blocked field �nB

on a lattice with spacing a′ = 2a as an average over the original fields
in the block. The averaging is performed in such a way that the partition function expressed in
terms of the blocked fields does not change,

Z =�
n
� d'ne−S(') =�

nB

� d�nB
e−S

′
(�)
= Z ′ .

exp(−S′(�)) = ∏n ∫ d'n� ��nB
− b∑n∈nB

'n� exp(−S(')) is called the effective action. In par-
ticular, S and S′ are equally well suited for describing the long distance physics at scales L� a.
However, RG transformations should respect the symmetries of the original action.

In general, an RG transformation will generate all kinds of interactions allowed by the symmetries
of the original action. We therefore write our action in most general form with dimensionless
couplings K↵ – this is possible by using appropriate powers of ⇤ = 1�a – such that the functional
form remains the same. RG transformations then correspond to a flow in theory space, {K↵} →

{K ′↵} → {K
′′

↵} → . . .. At each RG step, the lattice spacing gets doubled, a → 2a = a′ →

22a = a′′ → . . . and the dimensionless correlation lengths are therefore halved, ⇠lat → ⇠lat�2 →

⇠lat�2
2
→ . . ., while the physical correlation lengths ⇠df do not change. This flow can exhibit

fixed points (FP). At a fixed point, {K∗↵} → {K∗↵} the correlation length hence has to diverge,
⇠lat → ∞, or else vanish. The set of points with ⇠lat → ∞ forms the so-called critical surface.

Let us study the behaviour near fixed points. By linearizing and expanding in �K ′↵ =K ′↵−K
∗

↵ one
finds that one can classify the eigenvalues of the eigenoperators in relevant (��↵� > 1), marginal
(��↵� = 1) and irrelevant (��↵� < 1) eigenvalues, hence determining whether the corresponding
operator will be enhanced (relevant) or suppressed (irrelevant) by repeated RG transformations:

S → S∗ +�
i

�icih
i
→ S∗ +�

i

(�i
)
2cih

i
→ . . . , (3.62)

with hi the eigenvectors which define the eigenoperators and ci the corresponding couplings,
which are small close to the FP. To determine the fate of marginal operators one would have
to go to higher orders in the expansion around the fixed point, the linear approximation is
not sufficient. The ensemble of only irrelevant operators forms the critical surface since all RG
trajectories starting on this hypersurface will flow into the fixed point. If we do not start exactly
on the critical surface but close to it, the correlation length will get halved at each step and we
move away.
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In the case of pure Yang-Mills interactions in d = 4 dimensions, the following picture emerges:
The theory has one marginally relevant operator

g2

6
F a

µ⌫F
µ⌫a .

All other operators are irrelevant. The coupling g increases as we perform RG transformations
from the UV to the IR. This is the property of asymptotic freedom that we discussed in Sec. 2.3.2.
We will restrict our discussion here for simplicity to pure Yang-Mills theory.

3.6.2 Universality, asymptotic scaling, taking the continuum limit

As we discussed above, in order to take the continuum limit we need to determine the RG flow,
i.e. we need to know how to change the value of the coupling as a function of the cutoff to preserve
the predictions at low energies (to make the connection with Sec. 2.2, the lattice parameters are
the bare couplings at ⇤ ∼ 1�a).

All quantities on the computer are dimensionless. We therefore have to determine the lattice
spacing for a particular value of g0 (our input) through dimensionless properties of the system.
As we saw in Sec. 3.5, we can for instance determine the masses of hadrons from the exponential
fall-off of Euclidean correlation functions. Schematically,

��(xdf)�(0)� ∼ exp�−
xdf�a

⇠df�a
� ,

where both xlat = xdf�a = nx and ⇠lat = ⇠df�a are dimensionless. The correlation length ⇠df is
the length scale over which a massive particle can propagate with a significant amplitude,

Mdf =
1

⇠df
=

1

a⇠lat
=

f(g0)

a
, (3.63)

where f(g0) ∼ O(1) for some generic g0 and Mdf would therefore be of the order of the UV
cutoff. However, in order to keep the physical mass Mdf finite as we decrease a, we have to tune
the bare coupling g0 to some g∗0 . Specifically, f(g0)

a→0
���→
g→g∗0

0 and consequently,

⇠lat =
1

aMdf
=

1

f(g0)

a→0
���→
g→g∗0

∞ . (3.64)

For a → 0 the dimensionless correlation length ⇠lat diverges. Therefore, taking the continuum
limit corresponds to a second order phase transition in the corresponding statistical system, and
the QFT in the continuum limit corresponds to a critical statistical system. It is empirically
known that many physical systems near criticality behave in a similar way and fall into a small
number of equivalence classes, whose members exhibit the same critical behaviour, independent of
their microscopic properties, a characteristic called universality. The typical example is of course
the liquid-gas and ferromagnetic-paramagnetic phase transitions which are microscopically very
different but were found to exhibit the same critical exponents. In fact, these universality classes
are distinguished only by the number of space dimensions, the number of components of the
order parameter and the symmetry of the system [106].
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Figure 3.2: Renormalization group flow and the renormalized trajectory in pure Yang-Mills theory. The
gray surface forms the critical surface. The orange line is the renormalized trajectory.

There is a specific trajectory, called the renormalized trajectory (RT), which describes the flow
coming out of the fixed point (more precisely, infinitely close to the fixed point) away from the
critical surface. This is the orange line in Fig. 3.2. Flows starting close to the critical surface
but away from the RT will first evolve close to the critical surface towards the FP. Once they
approach the FP they will deviate away from the critical surface and gradually approach the
renormalized trajectory. This general picture is depicted in Fig. 3.2. Luckily, fixed points are in
general universal and contain only a small finite number of relevant operators. It is the essence
of renormalizability in perturbation theory, namely that one only has to adjust a few relevant
parameters (in fact, as we argued above, for pure Yang-Mills theory only one parameter). In
continuum perturbation theory the FP is at g2

= 0 and we keep only relevant operators. In the
Wilsonian RG the renormalized running coupling is the flow along the RT, determined by the
continuum � function. In particular, due to universality we expect the physical predictions to
be independent of the specific lattice action chosen. This property is therefore crucial for having
the freedom to choose different discretizations of the QCD action.

To take the continuum limit we need to determine the RG flow, i.e. the relation a ↔ g0. The
RG equation follows from the simple requirement that physical observables do not depend on
the cutoff,

a
d

da
O(g0, a) = 0 (3.65)

for instance O(g0, a) = Mdf(g0, a) = f(g0)�a, see Sec. 3.5, from which we obtain the Callan-
Symanzik equation

−f(g0) + �
@

@g0
f(g0)��lat = 0 . (3.66)

We have recovered an alternative definition of the �-function introduced in Sec. 2.2,

�lat ≡ a
@g0

@a
. (3.67)

One way to determine the �-function would again be perturbatively, i.e. by an expansion in small
bare coupling g0

�lat(g0) = 4⇡b0 �
g0

4⇡
�

3

+ 4⇡b1 �
g0

4⇡
�

5

+ . . . , (3.68)

where, as discussed in Sec. 2.3.2, one can show that the first two coefficients in the expansion are
universal (see Eq. (2.58) with Nf = 0 for pure Yang-Mills theory). Higher-order terms are scheme
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dependent. With the knowledge of b0 and b1 Eq. (3.68) can be integrated and one obtains

Mdf =
c

a
exp�−

(4⇡)2

2b0g2
0

��b0 �
g0

4⇡
�

2

�

−
b1
2b2

0
�1 +O(g2

0)� ≡ c⇤lat (3.69)

with ⇤lat the integration constant at g0 = ∞ which becomes the characteristic scale. It is
a cutoff independent external parameter and carries a mass dimension of 1. Finally, we see
from Eq. (3.69) that in order to take the continuum limit a → 0, one has to tune the bare
coupling g2

0(a)
a→0
��→ (4⇡2

)�(2b0 ln(1�a⇤lat))
a→0
��→ 0 (or, to make the analogy with Sec. 3.4.3

� = 6�g2
0

a→0
��→ �c =∞).

In the case of the standard Wilson action, see Eq. (3.45), we have one bare parameter, g2
0 ∈ (0,∞)

and all other parameters vanish c1 = c2 = . . . = 0. This is depicted in Fig. 3.2: The two black
dashed lines correspond to the RG flows of two Wilson actions S and S′, with two different values
for the bare parameters g′ < g. If we are close enough to the critical surface, we can tune g′ in
such a way that after five (S) and six (S′) RG transformations, respectively, both trajectories
join. However, for the primed action, we require one additional RG step. Hence the correlation
length is doubled, which means that the lattice spacing is halved a(g′) = a(g)�2. Both actions
describe the same long distance physics a� ⇠phys, which is the requirement of renormalizability;
only their scale is different.

If we could rely on perturbation theory we could tune our bare parameters as a function of the
cutoff according to Eq. (3.69). Then, all simulations would be related by RG transformations,
i.e. they would all lie on a line of constant physics. The regime where g0 is small enough such
that the terms beyond the two universal coefficients are negligible is called asymptotic scaling
regime (the regime where perturbation theory is applicable but higher order corrections are
needed is called scaling regime). However, in practice the bare couplings are too large (we are
not close enough to the critical surface) and are therefore not in this asymptotic scaling regime.
Hence, simulations with bare parameters tuned according to Eq. (3.69) do not lie on the same
RG trajectory, the right-hand side of the Callan-Symanzik equation (3.66) with �lat does not
vanish but is equal to terms O �aP

� [137, 142], where the exponent P depends on the specific
lattice action. These terms are called scaling violations.

As we discussed, we cannot rely on perturbation theory to determine the relation between the
bare coupling g0 and the cutoff, since in practice we are too far away from criticality and the
asymptotic scaling regime. Hence, we require a non-perturbative way of determining the lattice
spacing for a given value of the bare coupling. One can for instance determine (aMhad)g0 as
discussed in the previous section from the exponential fall-off of a Euclidean time correlator and
then obtain the lattice spacing from

a =
(aMhad)g0

Mhad,exp
.

However, one does not have to restrict oneself to experimentally measurable quantities. A
different way is to measure quantities related to the Wilson-flow of gauge fields [143], such as
w0 [144], or to the force between a static quark and a static antiquark separated by a distance
r, such as the Sommer scale [145].
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Finally, to take the continuum limit in practice, one performs several simulations at different bare
couplings and determines the relation a ↔ g0 non-perturbatively as described in the previous
paragraph. Once we have fixed this relation we can make predictions for other physical quantities,
at some long-distance scale µ (the position where we would arrive after a few RG steps, see
Fig. 3.2). At long distances µ � 1�a, we are already close to the continuum trajectory and we
should not observe significant cutoff effects. We perform several such simulations and extrapolate
the predictions for these long-distance quantities to a → 0. To perform these extrapolations
one relies on assumptions on the functional form of the discretization effects. This becomes
particularly important for high precision observables, as the continuum extrapolation necessarily
introduces a systematic uncertainty in the final value. It is therefore extremely important to
have an analytic understanding of the asymptotic dependence on the lattice spacing. This
understanding might also offer ways of finding different formulations where cutoff effects are
greatly reduced, as we discuss in the next section.

A few final remarks are now in order. As we argued, we heavily make use of the universali-
ty/renormalizability property of physical theories when building our lattice actions and it is one
of the key properties for lattice field theories to work. It allows us to choose actions with a lattice
cutoff which are very different from the continuum action – in particular, we will see in the follow-
ing section that they contain irrelevant operators when expanded as an effective continuum action
– but to still obtain the same IR physics. Just as in the case of the ferromagnetic-paramagnetic
and the liquid-gas phase transitions the microscopic properties of our lattice actions might be
very different but their long-distance behaviour looks the same. They lie in the basin of attraction
of the fixed point of our theory and the continuum limit is the fixed point of the corresponding
statistical system.

More generally, we make use of universality in all physical theories – in fact, this is the reason
we can do physics, and why the algorithm we presented at the beginning of Chap. 2 works so
well. One might of course argue that there is no reason to take the continuum limit (in fact,
the UV physics might very well not be described by a field theory at all). In PT we only keep
relevant couplings or marginally ones, such as e in QED or � in ��4 theory, which is technically
convenient, because it allows us to take the infinite cutoff limit. For IR physics, choosing the
RT is a very good approximation because it is impossible to tell from which initial condition the
flow emerged. It would require high precision experiments to detect a deviation from the RT
and is in some sense the basic idea behind the search for new physics at the intensity frontier
(e.g. via EW precision tests).

3.6.3 Symanzik effective theory

One can make use of the concepts introduced in the previous section to construct lattice actions
which provide a faster convergence to the continuum limit as we send the lattice spacing to zero.
This can be achieved within the framework of Symanzik effective theories. Formally, one can
write the lattice action as an effective (continuum) theory of the continuum action (in a purely
mathematical sense), where the inverse lattice spacing plays the role of a new physics scale, with
Wilson coefficients in front of the higher dimensional operators:

Se↵ = � d4x {Lcont(x) + aL1(x) + a2
L2(x) + . . .} . (3.70)
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Figure 3.3: Closed paths that can be chosen as a lattice discretization for the dimension-4 continuum
Yang-Mills operator and the dimension-6 operators in Eq. (3.72).

The Li are higher dimensional local operators of dimension 4 + i,

Li =�
k

ck(g(µ), aµ)Ok(µ) , (3.71)

where µ is the renormalization scale and Ok(µ) are (renormalized) local operators. One can
deduce the general form of the continuum operators Ok by constructing all possible operators
of dimension 4 + i allowed by the lattice symmetries. For on-shell quantities one can further
establish relations between the possible operators and eliminate redundancies by using the field
equations.

Symanzik improvement and its relation to renormalized trajectories The idea behind
Symanzik’s improvement programme is to add irrelevant operators (in the RG sense) to the
lattice action which cancel the effective terms in Eq. (3.70). This removes the leading term aP

on the right-hand-side of the Callan-Symanzik equation (3.66), therefore reducing discretization
effects and accelerating the approach to the continuum limit. These operators vanish as we
take the continuum limit a → 0. Conceptually, this improvement procedure is similar to using
higher order derivative stencils in finite-difference numerical solutions to differential equations.
Determining the Wilson coefficients in front of these operators is however a non-trivial task due
to the quantum nature requiring renormalization and the non-perturbative nature of QCD at
low energies. The standard textbook example is the O(a)-improvement of Wilson’s fermion
action. Since we do not employ Wilson fermions in our simulations, let us briefly sketch the
main steps for on-shell improvement of the pure Yang-Mills action. For the Yang-Mills action,
effective operators start at dimension six. There are three independent operators respecting the
symmetries [146, 147]

O1 =�
µ,⌫

trDµFµ⌫DµFµ⌫ , O2 = �
µ,⌫,⇢

trDµF⌫⇢DµF⌫⇢, O3 = �
µ,⌫,⇢

trDµFµ⇢D⌫F⌫⇢ . (3.72)

To represent the four continuum operators (one of dimension four and three of dimension six)
we need four lattice operators of the general form

Re Tr �1 −U(C)� ,

where U(C) is an ordered product of link variables along a closed curve C (such as the plaquette).
The choice for the lattice discretization of the terms in Eq. (3.72) is again of course not unique
but differs by higher order O(a4

) effects. A common choice is to use the smallest loops possible.
This leaves us with the lattice operators depicted in Fig. 3.3.
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Sgauge = −� �c0�Pplaq + c1�Prect + c2�Pchair + c3�Ppara � . (3.73)

To recover the correct continuum normalization for the dimension four operator we require for
the corresponding Wilson coefficients of the operators in Fig. 3.3

c0(g
2
) + 8c1(g

2
) + 8c2(g

2
) + 16c3(g

2
) = 1 . (3.74)

To obtain improvement at tree-level one finds [105]

c0(g) =
5

3
, c1(g) = −

1

12
, c2(g) = c3(g) = 0 . (3.75)

One can go to higher orders in perturbation theory or attempt to determine the coefficients
non-perturbatively [140, 146–150].

On a more conceptual basis, this is precisely what we have been alluding to in the previous
section, however here we see it explicitly: the lattice action is equal to the continuum theory up
to irrelevant operators in the RG picture. From what we learned in the previous section, the
effect of these operators becomes irrelevant as we perform RG transformations to the infrared.
Low energy physics cannot distinguish between a theory emerging from the fixed point (the
renormalized trajectory) and a theory with irrelevant operators, since all RG trajectories focus
onto this renormalized trajectory at low energies. This is the principle of universality. We took
advantage of this and constructed a lattice action where we removed the dimension-6 operators
(however here only at tree-level). This will approach us further to the (continuum) renormalized
trajectory and the lattice action will have reduced discretization errors – in fact, they begin at
O(a4

). In our simulations we use an O(a2
)-improved Lüscher-Weisz action [151], see Sec. 4.3.1.

This conceptual picture is also depicted in Fig. 3.2. We already discussed the RG trajectories
of the Wilson action (c1 = c2 = . . . = 0). By turning on the coupling c1 it is now possible to
tune c1 in such a way that for the same distance from the critical surface, the renormalized
trajectory is reached after fewer block transformations than for the Wilson action, indicated by
the blue dotted line. In fact, if we could tune an infinite number of parameters we would be
able to sit exactly on the renormalized trajectory. Actions on this trajectory are therefore called
“perfect actions” [138], see also Sec. 3.2.1. These are actions with the same predictions as the
continuum action, even at finite lattice spacing and independently whether the lattice is fine or
coarse. There have been approaches to approximate this fixed point action with a finite number
of parameters [152].

3.6.4 Recovering full QCD

So far we have restricted our discussion to pure gauge theory, where one relevant operator g0

has to be tuned. Including massive fermions, also the bare masses of the quarks have to be
renormalized. Full QCD is then parametrized by the set of bare couplings

{g0,mu,md,ms,mc,mb,mt} .

Again, instead of using perturbation theory, one usually fixes these bare parameters in so-called
hadronic schemes. One measures dimensionless combinations of hadronic masses and/or decay
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constants and uses those to fix the bare quantities. Once this finite number of parameters is
determined, one can make physical predictions. In our simulations we use a mass-dependent
scheme, which is a scheme where two simulations with the same bare g0 can correspond to a
different lattice spacing, if the bare parameters for the quark masses differ. In mass-independent
schemes the value of the lattice spacing is determined at the physical value of the quark masses
(hence independent of the bare quark masses), resulting in a single lattice spacing per g0. Both
schemes yield the same results in the continuum limit. We will come back in Sec. 4.3.2.4 on how
exactly we fix the “physical point”, i.e. results for observables that we can compare to experiment.

3.7 Electromagnetism on the lattice

As we saw in section 2.3, in the limit of equal up and down quark masses, QCD possesses an
exact SU(2)-isospin symmetry,

�

�

�

u

d

�

�

�

�→ exp �i�✓ ⋅
��

2
�

�

�

�

u

d

�

�

�

. (3.76)

The small breaking of this isospin symmetry has important consequences for the universe as we
know it today. For example, as we will discuss in Sec. 5.2 the small difference in the masses of
the neutron and proton plays an important role in big bang nucleosynthesis during which the
lightest elements were produced. It also guarantees the mere existence and stability of atoms
[153, 154].

This symmetry is not only broken by the difference in the quark masses but also by the inter-
actions of quarks with photons, due to their different electric charges. The difference in mass is
very small compared to the typical hadronic scale ⇤QCD and so is the electromagnetic interaction
strength compared to the strong interactions at low energies,

m̂d − m̂u

⇤QCD
� 1, (eu − ed) ef ↵̂� 1 .

Hence, isospin symmetry is only broken very mildly and is therefore an excellent approximation
at the level of percent precision. However, if one aims at subpercent precision these effects have
to be included. Here we want to discuss possibilities of simulating QED on the lattice, which
holds some intrinsic and fundamental difficulties.

3.7.1 QED in finite volume

In our lattice simulations we impose (mostly) periodic boundary conditions. Hence, we com-
pactify our Euclidean manifold and look at the torus:

T4
=

4

�
µ=0

R�ZLµ . (3.77)
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However, in order to satisfy Gauss’ law, the charge in the interior of our finite volume necessarily
has to vanish,

Q = �T3

d3x j0(t,x) = �T3

d3x @kEk(t,x) = � d3x ⇢(t, �x) = �
@T3

d �S ⋅ �E(t, �x) = 0 , (3.78)

since we require �E(xk = 0) = �E(xk = Lk) in order to satisfy our periodic boundary conditions.
This constitutes a fundamental obstacle for simulating QED on a lattice.

Let us sketch how this obstacle arises formally. The field strength tensor (containing electric and
magnetic fields) has to satisfy periodic boundary conditions. The electric and magnetic fields
are determined by the electromagnetic potential Aµ, albeit only up to a gauge transformation,

Aµ → Aµ − @µ� . (3.79)

As we will see, the gauge freedom has two consequences in a finite volume with periodic boundary
conditions: 1) a remaining aperiodic part in the gauge potential Aµ (without this freedom Aµ

would be completely periodic); 2) an additional (periodic) shift symmetry, which does not get
fixed by local gauge fixing and which can be identified with the zero mode of Aµ.

1) From the requirement of periodicity it is possible to construct certain relations between gauge
potentials

�⌫Aµ(x) ≡ Aµ(x +L⌫ ⌫̂) −Aµ(x) = @µ!⌫ , (3.80)

where the so-called “twist”-functions !⌫ have to satisfy [155]

�⌫!⇢ −�⇢!⌫ ≡ �⌫⇢ = const. (3.81)

�⌫⇢ is antisymmetric and constant and it can be shown that it is a gauge invariant quantity and
plays the role of a constant electromagnetic flux going through the boundaries of the hypercube.
The aperiodic part A(0)µ of Aµ is then determined by this antisymmetric tensor (again up to a
gauge transformation) [155]. It is a topological term since Fµ⌫ depends on the choice of Aµ. By
requiring Aµ to be periodic (i.e. eliminating the aperiodic part), the flux is set to zero.

2) Since we have compactified our spacetime, Aµ is invariant under so-called large gauge trans-
formations [156, 157], with c⌫ a real constant vector

� =
c⌫
∏⇢L⇢

x⌫ ,

which are not continuously connected to the identity and do not get fixed by local gauge fixing
procedures [157], cf. Sec. 2.3.3.2.14.

14In infinite volume physical quantities are invariant under a gauge transformation Aµ → Aµ + @µ�. After
fixing the gauge, for instance in the Lorenz gauge

@µAµ
= 0 ,

one is left with an additional freedom, namely all functions verifying �� = 0 (or �� = 0 in the Euclidean). By
choosing appropriate boundary conditions for the gauge potential – those which leave the action finite – � is then
uniquely determined. See for instance [66].
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Decomposing the gauge field Aµ using Hodge’s theorem [155] and integrating over the hypercube
C =∏µ[0, Lµ] one finds

�
C

Aµ d4x = �
C
(@µf + @⌫hµ⌫)d

4x

�����������������������������������������������������������������������������������������������������������������������������������
=0 using Stokes’ theorem

+�
C
�

cµ

∏⌫ L⌫
+A(0)µ �d4x , (3.82)

with f a scalar field on T4 and hµ⌫ an antisymmetric tensor field on T4. Since we have eliminated
the aperiodic part A(0)µ , the periodic shift symmetry cµ can be identified with the zero mode of
the photon field:

�
C
�

k∈T4

1

∏⌫ L⌫
Ãµ(k)e

ik⋅x d4x = Ãµ(k = 0) . (3.83)

The zero mode, being simply a shift of the electromagnetic potential, does not contribute to Fµ⌫ .

This zero-mode, however, causes severe problems in finite volume, where momenta are quantized.
Consider for instance the perturbative photon propagator in finite volume,

Dµ⌫(x) =
1

∏⌫ L⌫
�

k∈T4

�µ⌫
k2

eik⋅x . (3.84)

It clearly diverges because of the k = 0 term. Hence, QED in a finite volume with periodic
boundary conditions introduces plain infrared divergences. Clearly, in order to obtain finite
results, these divergences have to be removed. Since this shift symmetry cannot be removed by
local gauge fixing (not relating different sites) we have to impose yet another, global constraint.
In fact, as we just showed, the zero mode problem and the obstruction of putting a charge
in a periodic box from Gauss’ law are closely intertwined. To circumvent this obstruction we
have to change the equations of motion (which of course converge to Maxwell’s equations in the
infinite-volume limit) which will be equivalent to fixing the zero mode or changing the boundary
conditions altogether. This will also regularize the IR divergences. Several prescriptions have
been proposed and tested in the literature:

• QEDTL One way to change the equations of motion is to add a uniform, time independent
background current to the action (a Lagrange multiplier)

L =
1

4
Fµ⌫Fµ⌫ +

�

�
jµ −

cµLµ

∏⇢L⇢

�

�
Aµ , �T4

Aµ d4x = 0 (3.85)

where cµ is a constant Lagrange multiplier and Aµ hence has to satisfy the constraint in
the second equation. This action leads to the modified equations of motion

@µFµ⌫ = j⌫ −
L⌫
∏⇢L⇢

c⌫ . (3.86)

The constraint on Aµ is equivalent to removing the global zero-mode of the gauge field,
Ãµ(k = 0) = 0 on T ×L3 four-torus [158]. cµ is chosen such that

c0 = � d3xj0(x) which implies � d3x @iF0i(x) = 0 .

This prescription is non-local (it couples gauge fields at arbitrary times/distances) and
violates reflection positivity [159]. As we can see from Eq. (3.86), it is physically equivalent
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to adding a canceling uniform charge distribution to ensure the periodicity condition at
the boundary and still allow for a non-vanishing charge in the interior.

• QEDL This prescription is similar to QEDTL but with a Lagrange-multiplier cµ = cµ(t)

and the corresponding constraint

�T3
Aµ(t, �x)d

3x = 0 ∀t⇒ Ãµ �k0, �k =
�→
0 � = 0, ∀k0 (3.87)

It hence amounts to removing the spatial zero mode at every timeslice [153, 160]. Clearly,
this prescription breaks Lorentz invariance and is non-local [157]. However, it is reflection-
positive which is not the case for QEDTL and therefore has a transfer matrix [153]. We
will use this prescription to remove the photon zero-mode in this thesis.

• Massive photon Giving the photon a small mass m� ≠ 0 screens the long-range interac-
tions and regularizes the IR divergences. However, this prescription (mildly) breaks gauge
invariance. In practice, one performs simulations at various values of m� and extrapolates
the results to m� = 0 (one however has to be careful since the L → ∞ and m� → 0 limits
do not commute).

• C* boundary conditions Another possibility proposed in the literature is to impose
so-called C∗ boundary conditions on the gauge and fermion fields in at least one direction
[161],

Aµ(x +Lk) = −Aµ(x)  (x +Lk) = C−1 ̄T
(x)  ̄(x +Lk) = − T

(x)C , (3.88)

with C the charge-conjugation matrix for spinors, which also removes the zero-mode. QED
with C∗ boundary conditions yields a local QFT in finite volume. It is however expensive
to simulate since the size of the lattice is at least doubled and breaks cubic invariance if the
boundary conditions are not applied in all directions. Charge and flavour conservation are
broken but the remaining symmetries ensure the stability of all stable mesons and most of
the stable baryons [157].

All prescriptions mentioned above should be equivalent if the infinite volume limit is taken before
any other limit. Since QED is a long-range interaction, it introduces large finite-volume effects.
In the QEDL scheme, which we use in this thesis to simulate QED on the lattice, finite-volume
corrections of observables with QED interactions are proportional to powers of 1�L instead of
exponentially suppressed, as is the case for pure QCD [159]. We will discuss finite-volume effects
in Sec. 4.3.2.3.

3.8 Numerical methods

As we saw, lattice QCD relies on the numerical evaluation of the QCD path integral which makes
lattice QCD a numerically challenging field. The precision of calculated observables therefore
depends foremost on the available computer power and algorithmic advances. Since the very first
simulations in the 80’s numerical methods have advanced enormously, with nowadays a whole
plethora of numerical recipes and novel developments, such that also computer science profits
from the advancements in lattice QCD.
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Although I am very interested in numerical mathematics and algorithms, I unfortunately did
not have the chance to work in this sub-field of lattice QCD during my thesis and will hence
only briefly outline the most important ideas. More details can for instance be found in [162],
for overviews of recent advances see for instance Refs. [163, 164].

Importance sampling: the Metropolis algorithm A direct evaluation of the path integral
using a numerical quadrature rule is technically unfeasible. Instead, one evaluates the path inte-
gral using Markov chain Monte Carlo importance sampling techniques. The idea is to generate
a series of N random configurations and approximate the expectation value of an observable O

as

�O� =
∑i O(Ui)e

−S(Ui)

∑i e−S(Ui)
. (3.89)

We already mentioned in Sec. 3.4.3 the formal relation between an Euclidean quantum field
theory in d-dimensional spacetime and a classical statistical system in d-dimensional space.
Therefore, the probability measure can be interpreted as the Boltzmann factor of a canonical
ensemble. e−S(Ui) is typically strongly peaked around the minimal action configurations and a
huge number of random configurations would be necessary to accurately converge to the value
of the integral. Rather, one generates a sequence of gluonic field configurations distributed
according to the Boltzmann factor, i.e. according to the canonical equilibrium distribution

dP (U) =
1

Z
D [U] e−SG[U] det [U] (3.90)

and approximates the value of the integral as

�O� ≈
1

N

N

�

i=1

O [Ui] . (3.91)

The exact value of the integral is obtained for N → ∞ and for a finite number of samplings the
statistical error is in general O(1�

√
N).

Markov chains are a way of generating a set of configurations consistent with the canonical
distribution. One starts from an arbitrary configuration and each subsequent configuration is
obtained from the previous one

U0 → U1 → U2 → . . .

Markov chains possess the ergodicity property, which means that after a certain time all con-
figurations can be reached (ensemble average equals time average).

In the quenched approximation or for pure gauge simulations a local update algorithm can
be used. The classic example of such an importance sampling algorithm is the Metropolis
algorithm [165]: the rule T (U �U ′) is split into a generating g(U → U ′) and an accept/reject
a(U → U ′) step, such that the total probability is the product of the generating and acceptance
probabilities. The acceptance probability

a(U → U ′) =min�1, P (U)�P (U ′)� , (3.92)
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with P (U) = e−S(U) satisfies the detailed balance condition. For further details about the imple-
mentation of the Metropolis algorithm to Wilson’s gauge action see for instance Refs. [162, 166,
167].

Hybrid Monte Carlo algorithm To include dynamical fermions in our simulation we per-
form the integral over the Grassmannian fields analytically. This results in a non-local effective
action Se↵ = SU − Tr(lnD(U)), where the second term takes into account effect of sea quarks.
Local update algorithms such as the Metropolis algorithm become impractical and we therefore
require a suitable updating algorithm for these effective non-local actions. The hybrid Monte
Carlo algorithm is nowadays the standard algorithm for simulations with sea quarks. The idea
of the hybrid Monte Carlo algorithm is to find the minimal energy solution of the system by con-
structing an (artificial) Hamiltonian and evolving the system according to Hamilton’s equations.
This is in practice again followed by an accept/reject step – i.e. accept the new configuration
with probability exp(−�E) where �E is the energy difference with the previous configuration.
This accept/reject step is necessary, since the evolution in “time” of Hamilton’s equations is
performed numerically and therefore not exact [166, 168–170].

As we saw in Sec. 3.4.2, the integral over the Grassmanian quark degrees of freedom can be
calculated analytically. This is advantageous, as one does not have to deal with representing
Grassmann numbers on a computer. The calculation of the fermion determinant can however
become computationally demanding. Historically, simulations were performed in the so-called
quenched approximation, where the determinant is set to a constant and dynamical quark ef-
fects are thus treated as a mean field. With the HMC algorithm it is possible to efficiently add
dynamical quark effects by introducing so-called pseudo-fermion fields. The net effect of this for-
mulation is that, in the case of two quark flavours, one only has to evaluate (DD†

)
−1 instead of a

determinant. This renders the inclusion of the dynamical fermions much cheaper [171]. However,
this reformulation is only possible if an even number of quark flavours is included. A variant of
this algorithm, called the rational hybrid Monte Carlo algorithm allows for a generalization to
an arbitrary number of flavours [172–174].

In our work configurations are generated with a Rational Hybrid Monte Carlo algorithm [174]
including force gradient [175], multiple timescales [176] and preconditioning of the fermion de-
terminant by multiple pseudofermion fields [177].

Calculation of quark propagators As we saw in Sec. 3.5, hadron propagators are con-
structed from quark propagators G, requiring the inversion of the Dirac operator D,

�

y,�,b

Dab
↵�(x, y)Gbc

��(y, z) = �x,y�ac�↵� , (3.93)

where (x,↵, a) correspond to spacetime, Dirac and colour indices, respectively. The backward
propagator can then easily be obtained by using �5-hermiticity. Calculating the full inverse of
the Dirac operator would provide us the all-to-all propagator from all sources y to all sinks z.
Since the Dirac matrix has a size 12N × 12N with N the number of lattice sites, this is however
very costly and in addition requires much storage. Hence, one uses sources to approximate the
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inverse. This amounts to solving a linear system of equations,

D (x) = ⌘(x) , (3.94)

where ⌘(x) is the source field and  (x) the solution. For instance, by choosing point sources
⌘(x) = �(x) one calculates the one-to-all propagator which corresponds to one row of the full
propagator G(y, z). To solve this linear system of equations Krylov-space solvers are most effi-
cient. In scientific simulations, much computational effort is often needed to solve linear systems
of equations. These systems can be quite large and additionally result in dense matrices, which
makes it very costly to solve such systems of equations with the usual elimination methods –
such as the Gaussian. The Gaussian elimination method (a direct one) requires a computational
effort of O(N3

) for dense matrices (N3
�3 for LR decomposition, N2

�2 for forward and backward
substitution [178]), thus grows cubically with the dimension of the system and leads relatively
soon to a high computational effort15 We won’t go into the details of Krylov subspace solvers,
a nice overview can be found in [179]. The first of these Krylov subspace solvers is the conju-
gate gradient method proposed by Hestenes and Stiefel in 1952 [180]. It relies on an iterative
minimization of the functional

J[ ] ≡
1

2
 T D −  T ⌘

whose global minimum  ∗ solves D = ⌘. One takes advantage of the fact that the level sets of
J are circles with respect to the algebraic norm, and hence takes the steepest descent direction
orthogonal to those level sets which point directly to the minimum (while in the steepest descent
method one takes the level sets in Euclidean coordinates which are ellipses). The original CG-
algorithm works for positive-definite, symmetric matrices only. There exist many variants of the
original conjugate gradient method, such as the bicgstab algorithm [181] which also works for non-
symmetric general matrices. To improve the condition number (D) = �max(D)��min(D), with
�(D)max �min the maximal/minimal eigenvalue of the Dirac operator, one can use preconditioning
(such as for instance even-odd preconditioning for Wilson fermions) to accelerate the convergence
of the solver [162]

LDR� = L⌘ (3.95)

and the solution is obtained by calculating  = R�. From the condition number we also see that
lowering the mass of the lightest quark becomes numerically more challenging. In our work we
use a technique which is called low-mode-averaging [182–184]. The basic idea is that the low
energy spectrum of the Dirac operator is solved exactly,

G(x, y) =
L

�

i

1

�i
v(i)(x)�v(i)(y)† + G̃(x, y) , (3.96)

with v(i) and �i the L low-lying eigenvectors and corresponding eigenvalues. G̃(x, y) is then
easier to invert numerically since the low modes have been removed. This significantly reduces
the noise in the propagator, also because it allows averaging not only over the source position,
but also over that of the sink, augmenting the statistics by a number proportional to the lattice
volume.

15This was already recognized by Gauss himself and so he proposed in 1823 an iteration method for the solution
of a system of equations with four unknowns. I recommend this mode to you for imitation. You will hardly ever
again eliminate directly, at least not when you have more than 2 unknowns. The indirect method can be carried
out while half asleep, or while thinking about other things.. (Gauss to Gerling, letter of December 26, 1823)
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In recent years, progress has also been made in the application of domain decomposition tech-
niques to lattice QCD, see for instance [185–188].

Smearing In order to cope with strong UV fluctuations of the gauge fields, one additionally
smooths them out over a certain finite range. This is done by taking averages over products of
some neighbouring links, followed by a projection to an SU(3) group element. This smearing
procedure should not affect long-distance quantities. In our simulations we use stout [189] and
HEX [190–192] smearing techniques, cf. Sec. 4.3.1. Stout smearing has the advantage that it is
differentiable with respect to the link variables, rendering Monte Carlo sampling based on molec-
ular dynamics evolution (such as the Hybrid Monte Carlo algorithm) highly efficient. The HEX
smearing technique uses an exponential smearing of an average of plaquettes together with the
hypercubic nesting trick (HYP). Smearing the link variables before coupling them to staggered
fermions is particularly advantageous because it helps suppressing taste-breaking effects which
arise from interactions with highly virtual gluons. The net effect is that the spectrum of the
Dirac operator resembles one with perfect 4-fold degeneracy [193].

3.9 Analysis

3.9.1 Statistical error

The expectation value of an observable O can be obtained by calculating the sample average of
this observable measured on N configurations,

�O� =
1

N

N

�

i=1

Oi �1 +O(1�
√

N)� , (3.97)

with Oi the value of the observable on configuration i. Our gauge configurations are generated
using MCMC methods whose mere definition implies that subsequent configurations are not
independent. Hence, in order to obtain an estimate for the statistical uncertainty, one cannot
simply use the sample standard deviation which would scale as O(1�

√
N). The number of

update steps separating two configurations which can be regarded as independent is called the
autocorrelation time. As we discussed in Sec. 3.6, taking the continuum limit corresponds to a
second order phase transition in the classical statistical system. For a→ 0 the correlation length
diverges, ⇠ → ∞. This implies that the autocorrelation time blows up when going to smaller
and smaller lattice spacings. Hence, this represents a fundamental obstacle in simulating QCD
on lattices with extremely small lattice spacings. This effect is called critical slowing down.
A possible solution to this problem might be the use of machine learning techniques, see for
instance [194, 195].

Imagine we have determined the autocorrelation time for a specific ensemble (see Refs. [162, 166,
167]). Then, a way to estimate the statistical uncertainty and to eliminate correlations as best
as possible, is the following: First, the data is binned into NJ blocks with length LB � ⌧ where
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⌧ is the (dimensionless) autocorrelation time and averages over the values in each bin are taken,

Ob =
1

LB

LB

�

i=1

Ob+i , b = 1, . . . ,NJ . (3.98)

This leaves us with a set of nB blocked measurements Ob, b = 1, . . . ,NJ . Now, since we are inter-
ested in calculating derived quantities f(Ob) of these Ob measurements, taking the naive average
would introduce a bias of O(1�N). The bias of the estimator can be reduced by performing a
so-called resampling of the data. Here we use the jackknife method to resample our data. This
reduces the bias to O(1�N2

). The method works as follows. From the original (already blocked)
dataset of size NJ one element at a time is removed, resulting in NJ new samples, where each
new jkn-th jackknife sample vector contains NJ − 1 elements

�Ojkn = {O1,O1, . . . ,Ojkn−1,Ojkn+1, . . . ,ONJ−1,ONJ
} . (3.99)

The new list of data Ojkn with jkn = 1, . . .NJ is then obtained by taking the average of each
new jackknife sample vector. Finally, the estimator for f(O) can be obtained

f̄ =
1

NJ

NJ

�

jkn=1

f(Ojkn) (3.100)

and its variance is [12, 162, 166, 167, 196, 197]

�2
f̄ =

NJ − 1

NJ

NJ

�

jkn=1

�f(Ojkn) − f̄�
2
. (3.101)

In this work we use the jackknife method to estimate the statistical uncertainty of our quantities.
For each ensemble we block the data in NJ = 48 blocks, resulting in blocks with lengths much
longer than the typical autocorrelation time. We choose an equal number of blocks on all
ensembles which is very convenient for the analysis.

3.9.2 Systematic error

When analysing the simulation data, multiple “choices” have to be made, such as fit ranges for
hadron correlators to extract masses, forms of fit functions for the continuum extrapolation, and
many others. To estimate the uncertainty originating from these choices, we perform a variety
of analyses – in practice several hundred thousand analyses – and average over these analyses
to obtain a final value. Each of these analyses gets a weight, determining how important the
particular analysis is in the final estimate of the physical quantity. In specific cases, we consider
the choices we make to be equally likely, hence these analyses are weighted uniformly. In other
cases, we wish to choose the analysis which is preferred by the data. For this we use the Akaike
Information Criterion (AIC) [198], which chooses the “best” model among the various choices of
models, where “best” – i.e. the distance of the model from the true distribution – is measured
in the sense of the Kullback-Leibler divergence. For a more detailed discussion see also [153].
Let us assume we have a total number of M different models. Each of these M models i has
a certain number of fit parameters, pi. By fitting model i to the data, we obtain an associated
value for the chi-square, �2

i . Then, for Gaussian distributed errors, the AIC weight wi for model
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i is given by

wi =
exp(−�i�2)

∑
M
m=1 exp(−�m�2)

(3.102)

with �i = �
2
i + 2pi. This procedure gives weights to all available procedures according to the fit

quality of the model. Models with lower �2 and fewer fit parameters are hence preferred. If we
now wish to consider only a subset of datapoints (e.g. we discard some of the coarsest lattice
spacings), the AIC-weight has to be slightly modified. Assuming normally distributed errors one
finds �i = �

2
i + 2pi − di, where di are the number of data points. This modification ensures that

models where datapoints have been discarded get punished [7, 199]. We detail the procedure to
estimate the systematic uncertainties in our final analysis in Sec. 4.3.2.4.



4 The running of the electromagnetic cou-
pling

4.1 Introduction

As we saw in Sec. 2.2.2, for pure QED, the full photon propagator is given by infinite insertions of
the vacuum polarization tensor. By resumming these bubbles we were able to define an effective
coupling, whose “running” we are interested in in this section. In the on-shell scheme, the scheme
which we will use in Sec. 4.3, we fixed the renormalized coupling via the Coulomb potential at
large distances.

At low energies, in the Thomson limit, ↵ is given by the fine structure constant and is known
extremely precisely from low-energy measurements. The current most precise value is deter-
mined by measuring the recoil velocity, using matter-wave interferometry, of a rubidium atom
after absorption of a photon [200]. The value is ↵−1 = 137.035999206(11), i.e. a remarkable
relative precision of 81 parts per trillion. This measurement is in tension with an earlier ex-
periment using cesium-133 atoms in matter-wave interferometer measurements that obtained
↵−1 = 137.035999046(27) [201]. They disagree by over 5 standard deviations. Alternatively, the
fine structure constant can be determined by measuring the anomalous magnetic moment of
the electron, ae (= 1159652180.73(28) × 10−12) [202], resulting in ↵−1 = 137.035999150(33) [32],
in agreement with the combined result from atomic interferometry measurements. Finally, the
current world average ↵−1 = 137.035999084(21) still has a relative precision below a part per
billion [2]. As we discussed in Sec. 2.2, the connection between different energy scales in different
experiments is given by the running of the coupling constants. Of particular interest is hence the
value of the electromagnetic coupling at the Z-scale since it enters electroweak precision tests of
the SM. In calculating the running up to the Z-scale, five orders of magnitude in precision are
lost [203]. This makes ↵(MZ) one of the least well determined input parameters of the SM.

Including the entire SM, the photon couples to the quarks and the leptons, i.e. the fermionic
current in Eq. (2.23) includes a sum over both leptons and quarks. Hence, the vacuum polariza-
tion bubble that we calculated in Sec. 2.2 can contain photons, leptons, quarks, gluons, etc. Due
to the very different nature of these interactions and consequently very different computational
tools, it is convenient to split the vacuum polarization into a leptonic part, the hadronic contri-
bution from the 5 lightest quarks and the contribution from the top. In principle there are also
weak gauge-boson contributions, such as that of W +W −. However, when QED is embedded in
the non-abelian electroweak theory, the presence of three and four gauge-boson interactions do

67
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not allow a unique definition of a gauge invariant effective coupling via the resummation of one-
particle irreducible (1PI) vacuum polarization bubbles 1. These issues are not relevant in this
thesis, because we are interested here in helping to determine the contributions to electroweak
precision processes that can be obtained using resummations of the 1PI photon self-energy de-
fined in the absence of weak interactions. These can be calculated using the following running
electromagnetic coupling defined in the on-shell scheme [42, 205–207]

↵ (s) =
↵

1 −�↵(s)
, (4.1)

where
�↵(s) =�↵lep(s) +�↵(5)had(s) +�↵top(s) . (4.2)

Other possible contributions to these electroweak processes must be included separately.

In (4.2), the leptonic contribution is defined to include only leptons and photons, i.e. only QED,
and can therefore be obtained in perturbation theory. We have calculated this contribution at
one-loop order in the on-shell scheme in perturbation theory in Sec. 2.2. It has been calculated up
to four loops and is therefore known very precisely (see [208] and references therein). Similarly,
the very small contribution from short distances from the top can be calculated in perturbation
theory and is known to O(↵2

s) [209]. The current values and precision of these contributions
is �↵lep(M

2
Z) = 314.979(2) × 10−4 [208, 210] and �↵top

(M2
Z) = −0.7201(37) × 10−4 [211–214].

However, elow the scale of a few GeV, the contribution from the five lightest quarks becomes very
difficult to calculate due to the infrared slavery property of QCD. This contribution receives large
non-perturbative contributions and is hence not accessible via known analytic methods. Due to
the complications in computing it, this contribution dominates the uncertainty in the running
of ↵, by more than 90% at MZ . Its current average in the on-shell scheme is �↵(5)had(MZ) =

0.02768(7) [44].

However, future colliders will significantly reduce the uncertainties on ↵(MZ) obtained indirectly
via fits to electroweak precision observables. We won’t go into the details of electroweak precision
fits, for recent overviews see for instance [2, 42]. Instead, we will only briefly outline the general
idea and review the current situation. The parameters in the electroweak theory are intricately
connected and can ultimately be expressed in terms of the five parameters g, g′, gs, � and µ (see
Sec. 2.1.2). Alternatively, one uses a different set of parameters (cf. also Sec. 2.1.2),

↵ ≡
e2

4⇡
=

g2g′2

4⇡(g2 + g′2)
, ↵s ≡

g2
s

4⇡
,
√

2GF ≡ v−2 =
�2

2�µ2�
, MZ =

1

2

�

g2 + g′2v , MH = �v .

Other quantities, such as the mass of the W-bosons MW or the weak mixing angle sin2 ✓W can be
expressed in terms of these parameters. Since the discovery of the Higgs boson in 2012 [31] and
the determination of its mass, all free SM parameters are fixed. Global fits therefore allow for
important consistency tests of the SM. One experimentally measures quantities which are sensi-
tive to these parameters (e.g. the masses MZ , MW and MH themselves or their decay widths �Z

and �W or so called forward-backward asymmetries which are sensitive to the effective mixing
angle) in hadron or e+e− colliders and compares these measurements to the predictions from per-
forming global fits. This is the idea behind electroweak precision physics. A discrepancy between

1See e.g. [204] for a discussion of the problems encountered in defining a gauge-invariant effective coupling in
a non-abelian gauge theory and of possible, partial solutions.
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measurement and theoretical prediction might reveal contributions of new physics which were
not taken into account. It is hence crucial that both experimental and theoretical uncertainties
are of the same size to be most sensitive to signs of new physics. Finally, electroweak fits play an
important role in answering the question of the value of � at higher energies and consequently
the stability of the Higgs vacuum [215, 216].

The GAPP package [43] and the Gfitter package [217, 218] can be used to perform global SM fits
to electroweak precision data. Both programs differ in computer language (Fortran and C++),
renormalization scheme and details in the data sets employed, which makes them complementary
and allows for important consistency checks. Results of these fits, including and excluding
the corresponding measurement value and likewise including and excluding the experimentally
measured value of the Higgs mass are summarized in Refs. [2, 42]. Here we only mention the
most important points relevant for the following discussion. Firstly, the global fits are in general
in very good agreement with the measurements and have good chi-square2. However, the Higgs
mass determined indirectly in the global fit, MH = 91.0+20

−17 GeV, is in slight tension (1.7 �) with
the directly measured value, see also Fig. 4.1 of Ref. [42] 3. For our discussion most important
is the fact that the running of the effective electromagnetic coupling is for many observables
the dominant radiative correction and the precision is limited by the theoretical precision in its
hadronic contribution.

As already mentioned, the precision in the running of ↵ could become the bottleneck in precision
tests with measurements from future colliders. The FCC-ee Tera-Z is a planned e+e− collider
at CERN at the Z resonance region. The FCC-ee “Electroweak Factory” plans to produce all
massive bosons of the SM and the top quark (and hence should also significantly improve the
determination of the top mass). FCC-ee plans to run a FCC-ee-Z phase for four years with
centre-of-mass energies of 88-95 GeV and an integrated luminosity of 150 ab−1. They expect to
see 3 ⋅ 1012 visible Z decays [221]. The goal is to achieve an at least 20-100 times higher preci-
sion in electroweak precision measurements. In particular, by measuring the forward-backward
asymmetry around the Z pole, ↵(MZ), could be directly determined [222]. The ILC/GigaZ is a
linear collider about 30-50 km long planned in Japan, with a center-of-mass collision energy of
500 GeV and a possibility to increase it to 1 TeV. All standard model particles would be within
reach. For MH for the ILC/GigaZ the uncertainties on MZ and �↵(5)had(MZ) become equally
important and a total precision of less than 10 GeV on the Higgs mass could be achieved. In a
nutshell, the situation can therefore be summarized as follows [223, 224]:

�↵(MZ)�↵(MZ)

current precision ∼ 10−4

precision needed for future colliders ∼ 5 × 10−5

In fact, the uncertainties on the direct calculation of ↵(MZ) will have to be reduced by a factor
of two to fully leverage these future measurements in the search for new fundamental physics
[3]. Fig. 4.1 sketches a summary of the current situation. I show a recent determination using

2Note that the recent measurement of the Z-boson mass from CDF at Fermilab is of the same level of precision
with the EW fits and disagrees with the SM prediction by more than 7� deviations. Using the new measurement
in the gobal fits leads to bad �2 and significant tensions. For discussions on consequences for electroweak fits and
new physics scenarios see for instance [219, 220].

3The value obtained by the Mainz collaboration for �↵(3)
had
(2 GeV2

) [8] results in a decrease of the indirectly
determined Higgs mass by 13 GeV [2]. We will comment more on this result and the relation between recent
lattice determinations of the muon anomalous magnetic moment and the running of ↵ in Sec. 4.4
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Figure 4.1: The electromagnetic coupling in the Thomson limit, given by the fine-structure constant,
compared to its value at the Z-scale. By running ↵(0) up to the mass of the Z-boson, five orders in precision
are lost. We show the value of ↵(MZ) obtained using a data driven approach for determining the hadronic
contribution to the running of ↵ in the low energy regime [4] versus the value obtained indirectly from global
fits to electroweak precision observables [49]. The forecast for estimated uncertainties at future colliders such
as ILC or FCC-ee is depicted at the bottom and would require the uncertainty on the theoretical prediction
to be halved in order to match the predicted precision at future colliders.

a data driven approach for determining the QCD running of ↵ in the low energy regime [4].
While this determination has smaller errors than those of the value indirectly obtained via fits to
electroweak precision observables [49], future colliders will significantly reduce the uncertainties
of the latter.

The traditional way of obtaining the HVP in this non-perturbative regime is to use measurements
of the e+e− → hadrons cross section as a function of the centre-of-mass energy and a dispersion
relation [4, 5]. However, for space-like momenta, the HVP is accessible to ab-initio calculations
in lattice QCD and thus provides a complementary approach which does not depend on cross-
section data [7–9, 225, 226]. In App. A we show an (incomplete) compilation of the current
precision on �↵(5)had(MZ), obtained either via the dispersive approach or on the lattice. The
phenomenological determinations differ in many ways, e.g. by how much and in which energy
regions perturbative QCD is used, by how correlations and tensions between or within the
various data sets are accounted for, by how to interpolate between different measurement bins
to perform the necessary integrals over center-of-mass energy, etc. We will briefly outline the
dispersive approach in Sec. 4.2.1. The hadronic contribution to the running of ↵ in the Euclidean
region, obtained in lattice QCD simulations, will be the main focus of this part of the thesis.

4.2 The dispersive approach: relating the HVP to e+e− →
hadrons cross-section data

4.2.1 Analyticity: dispersion relations and vacuum polarization

The contribution to hadronic vacuum polarization (HVP) from the five lightest quarks is defined
as 4

⇧µ⌫(q
2
) = i� d4xeiq⋅x

�0�T{jµ(x)j⌫(0)}�0� = �qµq⌫ − gµ⌫q
2
�⇧ �q2

� (4.3)

4Here as often in this chapter of the thesis we drop the superscripts and subscripts on ⇧(5)had(q
2
) and denote

this five-quark-flavour contribution simply by ⇧ except in cases where this simplified notation is ambiguous.
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Figure 4.2: Analyticity properties of the hadronic vacuum polarization function ⇧(q2
) in the q2 complex

play and Cauchy contour C used to relate its real and imaginary parts via a dispersion relation. The circle
in C has infinite radius. The imaginary part of the HVP arises from the discontinuity along the cut on the
positive real axis shown in brown. In the spacelike region with negative q2, the Euclidean HVP function
⇧(Q2

= −q2
) is smooth (green curve) while the imaginary part, which corresponds the spectral function of

hadrons in the JPC
= 111 channel (see Sec. 4.2.2), has a very rich structure (brown curve). The Euclidean

vacuum polarization function can, for values of Q2 that are sufficiently below the lattice cutoffs accessible in
simulations, be computed numerically on the lattice.

with
jµ
(x) = �

f=u,d,s,c,b

qf f̄(x)�µf(x) =
2

3
ū�µu −

1

3
d̄�µd −

1

3
s̄�µs +

2

3
c̄�µc −

1

3
b̄�µb . (4.4)

One can rewrite the time ordered current correlator in Eq. (4.3) in the Kaellen-Lehmann rep-
resentation in order to understand its analytic properties and to relate its imaginary part to
physical states going on-shell. By doing this, one can show, making use of the causal and uni-
tary structure, that ⇧ is analytic and real except for a cut along the positive real axis and that
its imaginary part is given by on-shell intermediate physical states. We will not show this here
but the derivation can be found in e.g. [227]. The idea is to insert a completeness relation and
to write the correlator as an integral over a spectral function of physical intermediate states in
the Hilbert space. The cut along the positive real axis starts at the threshold for pair creation,
sth = 4m2, i.e. where particles can go on-shell. Here m is the mass of the lightest pair-producible
particle. This property is, as we mentioned above, a consequence of causality and unitarity. Let
us now make use of the fact that we know the analytic structure of the vacuum polarization
function and let us choose the integration contour as depicted in Fig. 4.2, such that it does not
contain any singularities.

Using Cauchy’s theorem for the contour C depicted in Fig. 4.2, i.e. excluding the cut, one finds

⇧ �q2
� =

1

2⇡i �C
ds

⇧(s)

s − q2
=

1

2⇡i �
∞

sth

ds
⇧(s + i✏) −⇧(s − i✏)

s − q2
+ C∞ (4.5)

where C∞ is the contribution from the circle at infinity. The minus sign in front of ⇧(s − i✏)

appears because of the orientation of the curve. Then, using the Schwarz reflection principle,
⇧(s − i✏) = ⇧∗(s + i✏) and letting R →∞ one obtains

⇧(q2
) = lim✏→0+⇧(s + i✏) =

1

⇡
lim✏→0+ �

∞

4m2
ds

Im⇧(s)

s − q2 − i✏
+ C∞ . (4.6)

The function is determined by Im⇧(s), up to a possibly non-zero C∞. If ⇧(s) were to fall off
sufficiently rapidly for �s� → ∞, that contribution would vanish and VP would be completely
determined by its imaginary part along the cut. However this fall-off condition is not satisfied
for VP. As we saw in the previous section, ⇧(q2

) is logarithmically divergent. Renormalizing in
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the on-shell scheme we defined the subtracted VP ⇧̂(Q2
) which satisfies the fall-off condition

which can be checked order by order in pQCD. This gives rise to the subtracted dispersion
relation

⇧̂(q2
) = ⇧(q2

) −⇧(0) = lim✏→0+
q2

⇡ �
∞

sth

ds
Im⇧(s)

s(s − q2 − i✏)
. (4.7)

In fact, ⇧(q2
) is real everywhere except along the cut, q2

≥ 4m2, where it also develops an
imaginary part. Nevertheless the real part of ⇧(q2

) along the cut can also be obtained from its
imaginary part, via the principal value integral

Re ⇧(q2
) =

q2

⇡
P �

∞

sth

ds
Im⇧(s)

s(s − q2)
. (4.8)

4.2.2 Unitarity: the optical theorem and the R-ratio

Unitarity leads to an important relation between scattering amplitudes and cross sections, called
the optical theorem. From unitarity of the S-matrix, SS†

= 1, and writing S = 1 − iT , with T
the transfer matrix,

�f �T �i� = (2⇡)4�4(pi − pf)M(i → f) , (4.9)

we find that 2Im(T ) = i(T †
− T ) = T

†
T and hence (sandwiching between �f � and �i�) and using

the completeness relation 1 = ∑X ∫ d⇧X �X� �X � and d⇧LIPS = (2⇡)
4�(4)(∑p)d⇧X

M(i→ f) −M∗
(f → i) = i�

X
� d ⇧X(2⇡)

4�4 (pi − pX)M(i→X)M∗
(f →X) (4.10)

which is the optical theorem and must hold order by order in perturbation theory. Hence the
imaginary part of the photon propagator is proportional to the total cross section �tot(e

+e− →

�∗ → anything). In order to extract only the hadronic vacuum polarization function, we have
to get rid of the kinematics of the initial e+e− pair and of the bubble resummation in the photon
propagator. To do so, we realize that in the limit s� 4m2

e

�(e+e− → hadrons) =
1

2s
ImM(e+e−

via ⇧had(q
2
)

→ e+e−) (4.11)

with the insertion of the hadronic part of the vacuum polarization bubble ⇧µ⌫
had(q

2
). For the

matrix element one obtains

iM = (−ie)2Gµ
−i

s
�i(q2gµ⌫

− qµq⌫)⇧had(q
2
)�
−i

s
G⌫ , (4.12)

where s = q2 and ⇧had(q
2
) is the hadronic part of the vacuum polarization function and Gµ

and G⌫ encode the spinor structure of the initial and final states, respectively. Contracting and
averaging/summing over the initial/final spin configurations one obtains [227, 228]

�(e+e− → hadrons) =
e(s)2

s
Im⇧had(s) =

4⇡↵(s)

s
Im⇧had(s) , (4.13)

where we have used the effective electromagnetic coupling e(s) to account for the resummation
of vacuum bubbles in the photon propagators, see Sec. 2.2.2. One then defines the R-ratio as
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the normalized e+e− → hadrons cross section

Rhad(s) ≡
� (e+e− → hadrons )

4⇡↵(s)2�(3s)
. (4.14)

The term in the denominator is equal to the tree-level cross-section e+e− → µ+µ− in the limit
s � 4m2

µ containing the effective photon propagator. At high enough energies, due to the
asymptotic freedom property of QCD, the R-ratio can be calculated perturbatively. However,
for center-of-mass energies

√
s � 2 GeV the quarks confine and hadronize. The process becomes

non-perturbative. The R-ratio can then be related to the experimentally measured ratio of
�(e+e− → hadrons) over �(e+e− → µ+µ−), see Fig. 4.3. 5 Then the precise relationship becomes 6

R(s) = 12⇡Im⇧(s) , (4.16)

and finally, inserting R(s) in the dispersion relation (4.7) we find

⇧̂(q2
) ≡ ⇧(q2

) −⇧(0) =
q2

12⇡2 �

∞

sth

ds
R(s)

s(s − q2 − i")
. (4.17)

The reference approach of calculating the low energy contribution to the hadronic vacuum po-
larisation consists therefore in evaluating the dispersion integral Eq. (4.17) from a compilation
of precise experimental data for the R-ratio as a function of the squared centre-of-mass energy.
In regions where there is no data available one uses perturbative QCD to interpolate. �had is
measured at e+e− colliders. At low

√
s there are two different exclusive approaches, i.e. where the

final hadronic states are reconstructed. One either scans the centre-of-mass energy of the collider
itself (energy scan) as can be done at symmetric e+e− colliders such as VEPP-2000. In the second
technique, called radiative return, one considers events with a hard photon emitted in the initial
state, so-called initial state radiation (ISR). This permits colliders as KLOE or BABAR to scan
low energy regions (as the initial lepton has lost energy due to the ISR) although the collider
is operating at a fixed centre-of-mass energy. The data analysis associated with this technique
requires that one has full control over initial-state radiation, but it allows the use of very large
data sets from recent fixed-energy high-luminosity experiments. One usually combines these
data in fits with data from CMD and BES which scan the energy [229]. Hence, to sum up, the
hadronic contribution to the running of ↵ can be obtained via a dispersive approach

�↵(5)had(s) = −
↵(0) s

3⇡

�

�
�

E2
cut

4m2
⇧

Rdata
(s′)

s′(s′ − s)
ds′ +�

∞

E2
cut

RpQCD
(s′)

s′(s′ − s)
ds′
�

�
. (4.18)

5Besides its importance for calculating the hadronic contribution to the photon vacuum polarization function,
the R-ratio has other interesting phenomenological applications. At leading order in perturbative QCD for
massless quarks the R-ratio becomes a step-function

Rhad(s) = Nc

�

�

�

�

f

Q2

f

�

�

�

⇥(s) +O(↵s) (4.15)

which effectively counts the number of quark degrees of freedom. By comparing this prediction to experimental
data, see Fig. 4.3, we deduce that there are Nc = 3 colours and we find the charges of the quarks in units of e,
Rhad(s) � Nc ��2�3�

2
+ �1�3�

2
+ �1�3�

2
� = 2�3Nc for 4m2

s � s < 4m2
c , etc.

6In the following, we suppress the supscript “had”.
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and KLOE measurements (see Fig. 1) prevents the expected precision improvement
in the combination.29

The consistent propagation of all uncertainties into the evaluation of ahad,LO
µ is

ensured by generating large samples of pseudo experiments, representing the full list
of available measurements and taking into account all known correlations. For each
generated set of pseudo measurements, the identical interpolation and averaging
treatment leading to the computation of Eq. (7) as for real data is performed,
hence resulting in a probability density distribution for ahad,LO

µ , the mean and RMS
of which define the 1� allowed interval. Common sources of systematic uncertainties
also occur between measurements of di�erent final state channels and are taken into
account when summing up the exclusive contributions. Such correlations mostly
arise from luminosity uncertainties, if the data stem from the same experimental
facility, and from radiative corrections. These correlations have a non-negligible
impact on the evaluated uncertainty of ahad,LO

µ .
Figure 2 shows the cross section for the process e+e� ! hadrons versus centre-

of-mass energy
�

s. The result of the combination of the experimental measurements
with its uncertainty, as well as the QCD prediction are shown.

Fig. 2. Cross section for the process e+e� ! hadrons versus centre-of-mass energy
�

s. The
band represents the combined experimental measurements within their uncertainty.29 The red line
shows the perturbative QCD prediction, the data points show the inclusive measurements from
the BES experiment.30–33
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Figure 4.3: Experimental cross section for e+e− → hadrons as a function of the centre-of-mass energy. The
bands correspond to the combined experimental measurements with uncertainties. The plot also contains the
prediction from perturbation theory. The data points come from inclusive measurements from BES. Figure
taken from [229].

HVP via the Adler function and the Euclidean split method As can be observed
in Fig. 4.3, due to resonances and thresholds, it is challenging to determine at what value
of
√

s perturbation theory and data start to match. As has been suggested by Adler [230] and
implemented and advertised by Jegerlehner [3, 203, 231], this comparison is more straightforward
in the Euclidean region via the Adler function [3, 203, 231]. The Adler function is defined as the
derivative of the HVP

D(Q2
) ≡ 12⇡2Q2 d⇧(q2

)

dq2
, (4.19)

with Q2
= −q2 the Euclidean momentum transfer squared. Since D(Q2

) is the derivative of the
HVP it is finite and becomes constant at high energies. The Adler function is obtained from a
dispersive integral over the narrow regions of the R-ratio in the time-like region,

D �Q2
� = Q2

�

∞

4m2
⇡

R(s)

(s +Q2)
2 ds , (4.20)

is therefore smooth and easier to compare to perturbation theory than the R-ratio. One then
obtains the Euclidean running from the integral of the Adler function,

�↵had(Q
2
0) =

↵

3⇡ �
Q0

0
dQ′2

D(Q′2)

Q′2
. (4.21)

A further advantage of this approach is that the experimental data used in the dispersive integral
are reshuffled in such a way that the relevance of the different energy ranges is weighted differently
and the total error thus reduced [3, 203]. Finally, as we are interested in the shift of the
electromagnetic coupling constant at MZ in the time-like region, the general strategy to obtain
its time-like counterpart lies in using a telescopic sum, the so-called Euclidean split method
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[3, 203]7,

�↵(5)had �M
2
Z� =�↵

(5)
had �−Q

2
0�LQCD/R-ratio + ��↵

(5)
had �−M

2
Z� −�↵(5)had �−Q

2
0��

pQCD� R-ratio

+ ��↵(5)had �M
2
Z� −�↵(5)had �−M

2
Z��

pQCD
.

(4.22)

The smooth running in the Euclidean region from −Q2
0 to −M2

Z can reliably be obtained in
perturbation theory – for example from the perturbative Adler function in the Euclidean region
or from the R-ratio –, as well as the last tiny contribution from M2

Z to −M2
Z , since in both terms

the non-perturbative contribution ⇧(0) cancels. As we will see in the following section, the first
term in Eq. (4.22) can also be calculated on the lattice for values of Q2

0 well below the lattice
cutoff. Here, the result from the lattice and from perturbation theory and/or the R-ratio should
match onto each other. The general strategy of obtaining the first term in Eq. (4.22) – which is
the main observable of this study – will be discussed in the next section.

4.3 Lattice QCD calculation of the hadronic running of ↵

In this chapter we detail the calculation of the main observable of the first part of this thesis,
namely the determination of the hadronic contribution to the running of ↵ based on ab-initio lat-
tice QCD calculations. The paper on this part of the thesis is not yet finished but we present here
most of the results that will go into it. As the running of ↵ is closely related to the determina-
tion of the leading hadronic contribution to the anomalous magnetic moment of the muon, many
techniques developed for a recent calculation of our collaboration could be adapted to the present
work [7]. In particular, many of the lattice QCD simulations and of the computations of the
necessary correlation functions have been completed on national and European supercomputers.
Details on the way the simulations were performed can be found in [7] and are briefly summarized
in Sec. 4.3.1. However, the analysis of the running of ↵ holds its own difficulties that had to be
understood and controlled. I started by performing a thorough analysis to yield the running of
↵ up to ∼ 10 GeV2 in the isospin limit. While promising, this analysis pointed to difficulties,
in particular at high energies, where discretization errors become important. I hence started an
extensive study of discretization errors which will be detailed in Sec. 4.3.2.1. In particular, I was
surprised to discover that the hadronic vacuum polarisation receives logarithmically-enhanced
cutoff effects which render the continuum extrapolation more difficult [232]. I calculated the co-
efficient of this logarithmic term analytically at leading order in lattice perturbation theory and
designed a number of improvement procedures to better control the continuum extrapolation.
Concerning the continuum extrapolation at high energies, I tried many different approaches and
am now confident that a conservative procedure for the estimation of systematic uncertainties
has been achieved.

I then finally implemented a full systematic analysis, which is detailed in Sec. 4.3.2.

The original motivation is, as stated in the introduction, to significantly improve the precision
of ↵(MZ) to allow for more stringent SM electroweak precision tests. While the dispersive

7Recall from Sec. 2.2 that the shift in the running of ↵ is related to the vacuum polarization function via
�↵(q2

) = 4⇡⇧̂(q2
).
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calculations to obtain the running of ↵ have been performed since many years, see App. A, there
is only one full lattice calculation by the Mainz group so far [8]. Burger et al. have performed
the first lattice study of the Euclidean running using a fit ansatz [226]. Francis et al. [233]
performed a first exploration of the Adler function on the lattice, based on the time-momentum-
representation method that we detail below. In earlier works of our collaboration, the Euclidean
running up to 10 GeV2 was explored [6, 7]. In particular, we are the first ones to include the
leading order QED and strong isospin breaking effects.

4.3.1 Lattice details

4.3.1.1 Ensembles

The main part of the simulations was performed using our so-called 4stout lattice action. It
is a tree-level improved Symanzik gauge action [151] and a one link staggered fermion action.
The gauge links are smeared with four steps of stout smearing [189], and smearing parameter
⇢ = 0.125. 2 + 1 + 1 dynamical flavours were used for the generation of ensembles with equal
up and down quark masses, mu = md = ml. The masses of the light and strange quarks were
set to bracket the physical point and the charm mass was set by its ratio to the strange mass
mc�ms = 11.85. This value was determined in Ref. [234] and is within 1% of the most recent lattice
FLAG average [235]. We use five different values for the gauge coupling parameter � = 6�g2,
all of which were also used for the determination of the anomalous magnetic moment of the
muon [7]. Here we omit however a sixth coarser ensemble because we are studying processes up
to relatively large momenta. All lattices have a size of L × T ≈ 6 fm × 9 fm. The details of our
4stout ensembles are listed in Tab. 4.1. The physical point is determined using the mass of the
⌦− baryon, the pseudoscalar mass M⇡ and the mass of the connected pseudoscalar meson Mss.
The physical value of Mss was determined in Ref. [7], where in addition the mass of the ⇡+, K+

and K0 were used for the definition of the physical point. The scattering around the physical
point is shown in Fig. 4.4 where we plot the deviation of light and strange quark masses from
their physical values for each of our 26 ensembles. We discuss the scale setting and definition of
the physical point further in Sec. 4.3.2.4. We also calculate O(md −mu) strong isospin-breaking
effects and O(e2

v) QED isospin-breaking effects on a subset of these ensembles.

QED isospin-breaking effects O(e2
s) and O(eves) originating from the sea are calculated on a

set of smaller 4stout ensembles with spatial extent L = 3 fm, since FV effects in the dynamical
QED effects on those smaller lattices were found to be within the statistical uncertainties. We
collect details on these ensembles in Tab. 4.2.

In order to ensure a reliable extrapolation to infinite volume, four dedicated Nf = 2+1 simulations
were performed using an action specifically designed for this purpose: Since for large boxes
only coarse lattice spacings are achievable, taste violations become significant and need to be
suppressed. We therefore use a DBW2 gauge action [236] and one-link staggered quarks with
four steps of HEX smearing applied to the gauge links [191]. In the following we will refer to
this action as the “4HEX” action. Two of these ensembles have spatial extent Lref = 6.272 fm,
the other two were simulated in a very large box with spatial extent Lbig = 10.572 fm. To further
cope with taste-violations, the mass of the Goldstone pion is set to the harmonic mean square
of all the pion taste partners, resulting in a Goldstone pion mass of ∼ 110 MeV which is smaller
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Figure 4.4: Landscape of our 4stout ensembles. Each colour corresponds to a different value of �, as listed
in Tab. 4.1. We plot the deviations of the light and strange quark masses from their physical values which
were chosen such that they scatter around the physical point, indicated by a black dot. M⇧0 is the mass of
the Goldstone pion, M⌦− the mass of the ⌦− baryon, Mss the mass of the meson built from a strange and
an anti-strange quark and ∗ subscripts indicate the physical value. For more details see the main text and
Sec. 4.3.2.4.

than the experimental value. This is supported by arguments from NLO chiral perturbation
theory [7]. We list the details of these ensembles in Tab. 4.3.

4.3.1.2 Staggered electromagnetic currents of quarks

As discussed below in Sec. 4.3.1.3, to compute the hadronic contribution to the running of ↵
we need the Euclidean quark electromagnetic current-current correlator in the time-momentum
representation. Thus, we need the spatial components of the quark electromagnetic current. Here
we focus on a single generic flavour contribution to this current with all charge factors removed,
i.e. the current associated with flavour number. In the continuum this conserved vector current
is uniquely defined:

Ji(x) =  ̄(x)�i (x) , (4.23)

with i = 1,2,3.

On the lattice, there are many possible discretizations of this current which all reduce to the one
above in the naive continuum limit. In the presence of interactions, all but the conserved one
will require a finite renormalization.

To display these currents we begin with the naive fermion bilinears with spin index s and taste
index t which become diagonal after the staggering transformation of (3.22). These are the
only ones that survive when three of the four Dirac components of the staggered field X are
discarded [108]. Moreover, we are interested in currents with vanishing three-momentum. They
can be written [108]:

JTL
s,t (x0) =

1

N�xst

�
x
�

�xst

 ̄(x)B†
t̄ (x)�sU(x,x + �xst) (x + �xst) (4.24)
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� a[fm] L × T ams ms�ml # config M⇡[MeV]
3.7500 0.118 56 × 96 0.049593 28.038 315 129.613

0.049593 26.939 516 132.218
0.051617 29.183 504 130.010
0.051617 28.038 522 132.605
0.055666 28.038 215 138.370

3.7753 0.1116 56 × 84 0.047615 27.843 510 131.780
0.048567 28.400 505 131.899
0.046186 26.479 507 132.687
0.049520 27.852 385 134.556

3.8400 0.0952 64 × 96 0.043194 28.500 510 135.029
0.043194 30.205 190 131.207
0.043194 30.205 436 131.286
0.040750 28.007 1503 131.734
0.039130 26.893 500 131.441

3.9200 0.0787 80 × 128 0.032440 27.679 506 132.011
0.034240 27.502 512 136.304
0.032000 26.512 1001 133.713
0.032440 27.679 327 131.896
0.033286 27.738 1450 133.697
0.034240 27.502 500 136.225

4.0126 0.0640 96 × 144 0.026500 27.634 446 132.926
0.026500 27.124 551 133.962
0.026500 27.634 2248 132.997
0.026500 27.124 1000 134.243
0.027318 27.263 985 136.104
0.027318 28.695 1750 132.529

Table 4.1: List of the 4stout ensembles used in this work. We list the gauge coupling, lattice spacing, lattice
size, strange quark mass and ratio of the mass of the strange and light quarks, number of configurations and
the approximate mass of the Goldstone pion. The charm mass is fixed via mc�ms = 11.85 [234].

� a[fm] L × T ms ms�ml #conf M⇡[MeV]
3.7000 0.1315 24 × 48 0.057291 27.899 716 133.880

48 × 64 0.057291 27.899 300 130.636
3.7753 0.1116 28 × 56 0.047615 27.843 887 135.879
3.8400 0.0952 32 × 64 0.043194 28.500 1110 138.496

0.043194 30.205 1072 134.800
0.040750 28.007 1036 135.771
0.039130 26.893 1035 134.646

Table 4.2: List of the 4stout ensembles used for the calculation of dynamical QED effects. We list the
gauge coupling, lattice spacing, lattice size, strange quark mass and ratio of the mass of the strange and light
quarks, number of configurations and the approximate mass of the Goldstone pion.

where the superscript TL is explained below, s and t are the spin and taste indices, each belonging
to Z⊗4

2 , where U(x, y) is the average of the links over the shortest paths between x and y and
where the sum over �xst is over the three components �xst,i, i = 1,2,3. These sums include
�xst,i = 0 if (s + t)i mod 2 = 0 and �xst,i = ±a for (s + t)i mod 2 = 1, i.e. an average over spatial
reflections. N�xst

is the total number of values of �xst is summed over. In (4.24), Bt(x) is the
doubling tranformation operator given in (3.14) and �s in (3.16).

Coming back to the spatial component of the vector current of interest, in the case of staggered
fermions there are (3 spatial indices) × (16 tastes) = 48 distinct components. Thanks to the
geometric time-slice symmetry (GTS) of the transfer matrix discussed in Sec. 3.2.2, these organize
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� a[fm] L × T ms ms�ml # conf M⇡[MeV]
0.7300 0.112 56 × 84 0.060610 44.971 7709 104

96 × 96 962
56 × 84 33.728 8173 121
96 × 96 813

Table 4.3: List of the 4HEX ensembles used for the calculation of finite-volume effects. We list the gauge
coupling, lattice spacing, lattice size, strange quark mass and ratio of the mass of the strange and light
quarks, number of configurations and approximately the mass of the Goldstone pion. Note that the masses
of the Goldstone pions are supposed to bracket M⇡ = 110 MeV, where the harmonic mean square of the pion
taste partners corresponds to the experimental pion mass.

Irrep
spin⊗taste [s, t] mult. # hops # paths ID
�i ⊗ ⇠i (local) [(0, î), (0, î)] 3 0 0 × 0 IV
�i ⊗ I (conserved) [(0, î), (0,0)] 3 1 2 × 1 V
�i ⊗ ⇠i⇠j (j ≠ i) [(0, î), (0, î + ĵ)] 6 1 2 × 1 X
�i ⊗ ⇠i⇠j⇠k (j, k ≠ i, k ≠ j) [(0, î), (0, î + ĵ + k̂)] 3 2 4 × 2 XI
�i ⊗ ⇠j (j ≠ i) [(0, î), (0, î + ĵ)] 6 2 4 × 2 XV
�i ⊗ ⇠j⇠k (j, k ≠ i, k ≠ j) [(0, î), (0, ĵ + k̂)] 3 3 8 × 6 XX

# irreps = 6 # total multiplicity = 24

Table 4.4: Irreps of time-local (TL) staggered discretizations of the continuum spatial-vector current of
(4.23). The first two columns identify the irrep, first in spin⊗taste notation and second in terms of the spin
s and taste t indices of (4.24). The third column indicates the multiplicity of the irrep and the fourth, the
number of spacetime dimensions along which the quark field in Js,t(x) is shifted by a away from x. The fifth
column provides the number of paths over which connecting links must be included in the notation (number of
n-cubes with common vertex x) × (number of paths connecting x with the vertex along the longest diagonal),
where n is the dimension the space delimited by the n hop directions. The last column is the number of the
operator to which the irrep corresponds in Table. 1 of [237] (also that of [132]). In this table, the three sets
of unit vectors î, ĵ and k̂ with i, j, k = 1,2,3 each correspond to the same orthonormal basis of three-space.

into 12 irreps, each one containing the three spatial component of the vector current [130, 132].
Moreover these 12 irreps can be separated into two sets of 6 irreps each.

The first set of 6 irreps correspond to time-local (TL) currents for which (s + t)0 mod 2 = 0

and that are obviously local in time. Because we are considering spatial coordinates of vectors
currents for which s0 = 1, these currents must have t0 = 0. Their properties are summarized
in Tab. 4.4. It is interesting to note that the conserved current (i.e. the Noether current that
results from the U(1)V quark-flavour symmetry) is a taste singlet while the local one is a taste
vector.

The second set of irreps are non-local in time (TNL) and correspond to (s+ t)0 mod 2 = 1. The
same argument as above implies that the corresponding currents have s0 = 0 and t0 = 1 These
are not given directly by the expression of the TL operators of (4.24) but can be constructed
from them. We want operators that have the same quantum numbers as the TL ones but that
include shifts in time. To obtain these operators we follow [132] and define them as:

JTNL
s,t (x0) =

1

2
�JTL

s,t (x0 + a) − (−1)�sJTL
s,t (x0 − a)� , (4.25)

where �s is the number of hops associated with the corresponding TL operator in Tab. 4.4. The
properties of these TNL operators are summarized in Tab. 4.5.

From these naive fermion operators it is straightforward to obtain the corresponding staggered
ones in terms of the single componenent field ⇠(x) defined in Sec. 3.2.2. First we use the stag-
gering transformations of (3.22) to rewrite the currents JTL

s,t (x0) in terms of the four-component
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Irrep
spin⊗taste [s, t] mult. # hops # paths ID
�i ⊗ ⇠0⇠i [(0, î), (1, î)] 3 1 0 × 0 IVtnl
�i ⊗ ⇠0 [(0, î), (1,0)] 3 2 2 × 2 Vtnl
�i ⊗ ⇠0⇠i⇠j (j ≠ i) [(0, î), (1, î + ĵ)] 6 2 2 × 2 Xtnl
�i ⊗ ⇠0⇠i⇠j⇠k (j, k ≠ i, k ≠ j) [(0, î), (1, î + ĵ + k̂)] 3 3 4 × 6 XItnl
�i ⊗ ⇠0⇠j (j ≠ i) [(0, î), (1, î + ĵ)] 6 3 4 × 6 XVtnl
�i ⊗ ⇠0⇠j⇠k (j, k ≠ i, k ≠ j) [(0, î), (1, ĵ + k̂)] 3 4 8 × 24 XXtnl

# irreps = 6 # total multiplicity = 24

Table 4.5: Irreps of time-non-local (TNL) staggered discretizations of the continuum spatial-vector current
of (4.23). The columns have the same meaning as in Tab. 4.4. Here the ID of the operator is the one taken
from the corresponding TL operator in Tab. 4.4 (see also Table 2 of [132]

staggered field X(x):

JTL
s,t (x0) =

1

N�xst

�
x
�

�xst

X̄(x)⌦(x)†B†
t̄ (x)�sU(x,x + �xst)⌦(x + �xst)X(x + �xst) (4.26)

Then using the definition of Bt(x) in (3.14), of ⌦(x) in (3.23) and reducing X(x) to �(x), the
currents can be given in the one-component staggered formalism [108],

JTL
s,t (x0)→

1

N�xst

�
x
�

�xst

�st(x)�̄(x)�(x + �xst) , (4.27)

where the phase �st(x) is given by

�st(x) =
1

4
Tr ��†

t �
†
x�a�s�x�a+s+t� = (−1)

(t<+s>)⋅x�a
(−1)s⋅(s+t)

<
, (4.28)

with
m<µ = (�

⌫<µ

m⌫) mod 2 and m>µ = (�
⌫>µ

m⌫) mod 2 , (4.29)

for any m ∈ Z⊗4
2 .

The point of considering all of these discretizations of the quark-flavour vector current is the
following. If taste-symmetry were exact, the various discretizations would all give the same result
at non-zero lattice spacing. However, due to taste violations, their approach to the continuum
is different. In particular, as we will see below, the leading-order discretization error in the
corresponding correlation functions is O(a2 lna2

) and its coefficient changes for different current
discretizations. These different discretizations provide therefore an ideal way of assessing the
systematic uncertainty of our results, since in the continuum, due to an exact taste-symmetry
at zero lattice spacing, they should extrapolate to the same point.

In this thesis, the 12 irreps of currents defined above have only been implemented for the charm
contribution to the HVP in the isospin limit which has particularly large discretizations due to
the fact that the charm quark mass is large in lattice units. For all other contributions, only the
conserved current has been considered.
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4.3.1.3 Definition of the hadronic vacuum polarization on the lattice

We argued in Sec. 4.2 that the vacuum polarization function is analytic in the whole complex
q2 plane, except for a cut along the real axis. On the lattice, we have access to the HVP in
the space-like region, where the vacuum polarization function is smooth, see Fig. 4.2. The HVP
function in the Euclidean ⇧(Q2

= −q2
) is again related to ⇧(q2

) in the time-like region via a
dispersion relation (cf. Sec. 4.2.1)

⇧(Q2
) =

1

⇡ �
∞

sth

ds
Q2

s(s +Q2)
Im⇧(s) . (4.30)

Time-momentum-representation method. On the lattice, we study the time evolution of
Euclidean correlation functions (Q2

= −q2). From the two point correlation function

Cµ⌫(x) = �Jµ(x)J⌫(0)� (4.31)

of the quark electromagnetic current

Jµ = �

f=u,d,s,c

qf  ̄�µ f �qu = qc =
2

3
, qd = qs = −

1

3
� (4.32)

we obtain the Euclidean vacuum polarization tensor via a Fourier transform

⇧µ⌫(Q) = � d4x eiQ⋅x
�Jµ(x)J⌫(0)� = �QµQ⌫ − �µ⌫Q

2
�⇧ �Q2

� . (4.33)

The last equality follows, in analogy to Sec. 2.2, from O(4) invariance and current conservation.
Note however that the vacuum polarization is fully transverse only in infinite volume and infinite
time. As we will see in the following, in finite volume, care has to be taken. In this study we
include the four lightest quarks u, d, s and c. The very small contribution from the b quark is
obtained from the results of [13]. We project the correlation function to zero spatial momentum
and additionally flavour decompose it. This has the advantage that the various contributions
have very different statistical and systematic uncertainties which can be addressed separately
(note that we do not yet sum over i),

Cii(t) = � d3
�x �Ji(x)Ji(0)� = Cl

ii(t) +Cs
ii(t) +Cc

ii(t) +Cdisc
ii (t) . (4.34)

Explicitly, the split of the connected part ∑f q2
fCconn

ii (mf , ef) is

Cl
ii ≡

4
9Cconn

ii (mu, 2
3e) + 1

9Cconn
ii (md,−

1
3e), (4.35)

Cs
ii ≡

1
9Cconn

ii (ms,−
1
3e), (4.36)

Cc
ii ≡

4
9Cconn

ii (mc,
2
3e) . (4.37)
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Further, in the isospin symmetric limit, the separation in IB singlet and triplet is

�JiJi�I=1 ≡ �
9

10
Cl

ii�
0
= �

1

2
Cconn

ii �

0

�JiJi�I=0 ≡ �
1

10
Cl

ii +Cs
ii +Cc

ii +Cdisc
ii �

0

= �
1

18
Cconn

ii (ml,0) +
1

9
Cconn

ii (ms,0) +
4

9
Cconn

ii (mc,0) +Cdisc
ii,0 �

0

(4.38)

For now, we work in the isospin-symmetric limit mu =md. We will discuss isospin-breaking effects
in Sec. 4.3.1.6. Analogously to what we saw in Sec. 3.5, the first three terms correspond to quark-
connected diagrams, whereas the last term is a quark-disconnected contribution which mixes
different flavours. From Eq. (4.34) we obtain the spatial component of the vacuum polarization
tensor projected to zero spatial momentum from a modified Fourier transform,

⇧ii(Q0, �Q = �0) = � d4x eiQ0t
�Ji(t, �x)Ji(0)� , (4.39)

which via Eq. (4.33) is related to the vacuum polarization function,

⇧ii(Q0, �Q = �0) = −Q
2
0 ⇧(Q2

0) . (4.40)

Hence we can obtain the vacuum polarization in the Euclidean region, the quantity of interest
here, via

⇧(Q2
0) =

1

Q2
0
�

∞

−∞

dt e−iQ0tCii(t) . (4.41)

For later discussions let us briefly mention that the zero-momentum two-point electromagnetic
current correlator is related to the R-ratio, which we introduced in the previous section, via a
Laplace transform. This can be seen by inverting the Fourier transform in Eq. (4.39)

Cii(t) = −�
dQ0

2⇡
⇧ii(Q0, �Q = �0) eiQ0t

= �

dQ0

2⇡
Q2

0 ⇧(Q2
0) eiQ0t (4.42)

and subsequently substituting the dispersion relation (4.30) for ⇧(Q2
0)

C(t) =
1

24⇡2 �

∞

0
ds
√

s R(s) e−
√

s�t� (4.43)

for t ≠ 0. In finite volume (on a 4-dimensional torus of size L4) O(4) invariance is reduced
to H(4), the hypercubic group. Furthermore, the Ward identities still hold: qµ⇧µ⌫(q) = 08.
However, since in FV the vacuum polarization tensor is not fully transverse (this is of course
analogous to the photon obtaining a mass at finite temperature),

⇧µ⌫(0) ∼ L4e−2⇡m⇡L
≠ 0 , (4.44)

⇧µ⌫(Q = 0) in finite volume contaminates ⇧(Q2
) ∼ ⇧µ⌫(Q)�Q

2 for Q2
→ 0 with very large finite

volume effects. To remove these large finite volume effects we subtract ⇧ii(0),

⇧(Q2
0) = −

1

Q2
0

�⇧ii(Q
2
) −⇧ii(0)� . (4.45)

8However, once space-time is discretized and depending on the choice of action, q in the Ward identities is
replaced by q̂µ⇧µ⌫(q) = 0 with q̂ = 2�a sin(Qa)�2 [9]. This observation will become important later.
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To deal with ultraviolet divergences we also need to subtract ⇧(0). We Taylor expand Eq. (4.41)
for small Q2,

⇧(Q2
0) =

1

Q2
0
�

∞

−∞

dt Cii(t) −
1

2 �
∞

−∞

dt t2Cii(t) + . . . . (4.46)

The first term in Eq. (4.46) corresponds to the large FV effect, whereas we remove the second
term to renormalize in the on-shell scheme. In our lattice calculation, to improve statistics
we further impose cubic symmetry by averaging over the spatial components of the two-point
correlator, C(t) ≡ 1�3∑3

i=1 Cii(t) and we obtain

⇧̂(Q2
) =

1

3

3

�

i=1
�

∞

−∞

dt
�
�
�
�
�

eiQt
− 1

Q2
+

t2

2

�
�
�
�
�

Cii(t) . (4.47)

C(t) is an even function in t and the expression is real. In discrete space-time it finally takes
the form [9]

⇧̂(Q2
) ≡ ⇧(Q2

) −⇧(0) = 2a�
t

�
cos(Qt) − 1

Q2
+

t2

2
� ReC(t) (4.48)

which formally is defined ∀Q∈R. Hence, the HVP can be obtained from a zero-momentum-
projected correlator multiplied by a Q2-dependent function. In the following we will refer to

k⇧̂
0 (Q, t) = �

cos(Qt) − 1

Q2
+

t2

2
� (4.49)

as the “kernel function” (the subscript “0” will become clear in the following section). In principle,
since we have analytically continued ⇧̂(Q2

), we can inject any Q2 we wish, but on the lattice
we are of course limited at high Q2, i.e. for short distance quantities, by the lattice spacing a

which provides a momentum cutoff ⇡�a – in particular, we have access only to Q2
� (⇡�a)2 to

avoid large cutoff effects. At low Q2, or large distances, finite-volume and taste-breaking effects
are large. We will discuss these issues in the following sections.

4.3.1.4 Definition of observables

In order to avoid mixing between cutoff effects at different scales and to address these short-
and long-distance challenges systematically, we split the Euclidean running of ↵ into various
contributions. In this section we define the different quantities we compute.

Split in observables Due to the subtraction of ⇧(0) the HVP mixes for large Q2 short- and
long-distance scales. Hence, during a long time while working on this project we decided to focus
on the Adler function, see Eq. (4.19). While the Adler function will not enter our final results,
we studied it in depth and used it to develop our analysis strategy. In particular, we performed
a detailed study of discretization effects based on which we designed an improvement procedure
for our final analysis. We will present this study in Sec. 4.3.2.1. For later convenience, let us
hence also introduce the definition of the Adler function, which is essentially the derivative of
the vacuum polarization function [238],

D(Q2
) ≡ 12⇡2Q2 d⇧̂(Q2

)

dQ2
= 24⇡2aQ2

�
t

dk⇧̂
(t,Q2

)

dQ2
C(t) = 2a�

t

kD
(t,Q2

)C(t) . (4.50)
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The advantage is that, for massless quarks, Q2 alone determines whether the Adler function is
a short- or long-distance quantity (it is a single-scale quantity). This again allows a separation
into contributions which have very different systematic uncertainties. However, since our final
aim is to calculate the shift of the electromagnetic coupling up to some reasonable choice of Q2,
this would require integrating the Adler function, since it is the derivative of the HVP. This
would introduce a few difficulties, namely

• Performing the analysis for various (many) different values of Q2, in particular in the
low-energy region, where the slope of the Adler function is large.

• Finding an appropriate parametrization to obtain a smooth function (e.g. a Padé approx-
imation).

• Finding a way to assess the systematic uncertainty related to this parametrization and the
fact that we have only access to a finite number of Q2 values.

Hence, for our final analysis we decided to calculate finite differences of the HVP, which we call
the discrete Adler function

�⇧(Q2
) ≡ ⇧(Q2

) −⇧(Q2
�2) . (4.51)

The HVP is obtained from a telescopic sum

⇧̂(Q2
n) = ⇧(Q2

n) −⇧(0) =
n−1

�

i=1

�⇧(2iQ2
0) + ⇧̂(Q2

0) (4.52)

and we choose Q2
0 = 1 GeV2. For the light and the disconnected contribution we further split the

low-energy contribution ⇧̂(Q2
0 = 1 GeV2) into a short-distance and a long distance window,

⇧̂(Q2
0) = ⇧̂00−04(Q

2
0) + ⇧̂04−∞(Q

2
0) = � dt w(t; 0, t2 = 0.4 fm) C(t) k(t,Q2

)+

� dt w(t; t1 = 0.4 fm,∞) C(t) k(t,Q2
)

(4.53)

where we convoluted the integrand with a smooth, so-called window function [10]

w(t; t1, t2) ≡ ⇥(t; t1,�) −⇥(t; t2,�) with ⇥(t; t′,�) ≡ 1
2 +

1
2 tanh[(t − t′)��] (4.54)

� is the width of the smoothed step function and we employ � = 0.15 fm, which is appropriate
for the range of lattice spacings used in this thesis. This smoothing is necessary to avoid jumps
in the different contributions that might arise if one were to separate them at precise values of t.
In that case the values of a given contribution can depend quite strongly on the exact separation
time because the given interval may include, or not, a particular correlator value.

As we will show in the following sections, at short distances the HVP receives logarithmically-
enhanced cutoff effects whereas at long distances, the spectrum of the two-point correlation
function gets distorted by taste-breaking effects. A mixing of these effects would jeopardize a
controlled continuum extrapolation and the split in short- and long-distance quantities is hence
necessary. This split into long- and short-distance quantities can be observed in Fig. 4.5 where
we plot the integrand of the time-momentum-representation (TMR) integral as a function of
Euclidean time t for our various observables, normalized by the total value of the integral.
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Figure 4.5: Integrands of the time-momentum-representation (TMR) integral (4.59) for the different ob-
servables that we calculate as a function of Euclidean time t. All integrands are normalized by the total
value of the integral. The lines in the left plot correspond to the integrand using a correlator C(t) that was
obtained using R-ratio data from Ref. [5]. The data points with error bars in the right plot are obtained
using lattice data at the physical pion mass for the light connected contribution to the conserved current
correlator, at a ≈ 0.064 fm.

Clearly, �⇧(4 GeV2
), �⇧(8 GeV2

) and ⇧̂00−04(1 GeV2
) are strongly peaked at short distances,

while the window function cuts off the short distance part in ⇧̂0.4−∞(1 GeV2
). This quantity

extends to large values of t. �⇧(2 GeV2
) is also peaked at small Euclidean times, but extends

a bit further to t ≈ 1 fm. The upshot is that the behaviour of our observables is enhanced at
specific scales which allows for an optimal treatment of the continuum and infinite-volume limits.

Kernels As we saw in Sec. 3.2.1, the momentum that appears in a bosonic propagator on the
lattice is related to the continuum-limit one via Q̂ = 2�a sin �aQ�2�. It is hence equally well
justified to replace the momentum in Eq.(4.49) by this lattice momentum. Note however that
the Q inside the cosine comes from the Fourier transform and should therefore not be replaced
by Q̂. Notice also that the Ward identities read Q̂µ⇧µ⌫ = 0 on the lattice [9]. Hence, a different
definition of the HVP on the lattice is given by

⇧̂(Q2
) = 2�

∞

0
dt k1(t,Q) C(t) , k1(t,Q) =

cos(Qt) − 1

Q̂2
+

t2

2
. (4.55)

There are, in fact, several well-motivated choices for the kernel which reduce to k(t,Q) of (4.49)
in the continuum limit. We investigated two additional choices for the kernel functions:

k1(t,Q) =
cos(Qt) − 1

Q̂2
+

t2

2
, k2(t,Q) =

cos(Qt) − 1

Q̂2
+
(Qt)2

2Q̂2
(4.56)

These kernel functions change the asymptotic behaviour of the observables. Firstly, at small Q,
the two kernel functions behave as

k1(t, Q̂)
Q→0
�→

1

Q̂2
�1 −

(Qt)2

2
+O �t4� − 1� +

t2

2
(4.57)

k2(t, Q̂)
Q→0
�→

1

Q̂2
�1 −

(Qt)2

2
+O �t4� − 1� +

(Qt)2

2Q̂2
, (4.58)
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i.e. when employing k1(t,Q), the t2�2 term vanishes only up to discretization errors. This was our
original motivation for also employing k2. However, as t2 grows in Eq. (4.58), the discretization
errors grow and this kernel function introduces large additional discretization errors at long
distances. In the following we will therefore only consider the kernel function k0 (see Eq. (4.49))
and k1. A crucial observation to make is that, as we discuss in the following, this kernel function
changes the leading logarithmic O(a2

) coefficient in the asymptotic behaviour of our short-
distance quantities, allowing for an additional assessment of systematic effects. Finally, any one
of our observables can be denoted by

OJ
i (Q

2,Q2
R; t1, t2) = 2�

∞

0
dt CJ

(t) ki(t,Q
2,Q2

R) w(t; t1, t2) , (4.59)

where J labels the staggered current, i labels the kernel function, w the time window and O is
the observable we consider, i.e. either the HVP ⇧̂, the discrete Adler function �⇧ or the Adler
function D. In the following, if we do not specify the values for t1 and t2 explicitly, this indicates
that we are considering the full time interval t1 = 0, t2 =∞, without any window function.

4.3.1.5 Renormalization of non-conserved currents

� a[fm] Z2
IV Z2

IVtnl Z2
XX Z2

Xtnl

3.7500 0.1191 0.9075 0.9901 1.3315 1.1426
0.9039 0.9771 1.3319 1.1315
0.9039 0.9817 1.3231 1.1308
0.9013 0.9840 1.3410 1.1410

3.7753 0.1116 0.9133 0.9900 1.2957 1.1286
0.9092 0.9844 1.2968 1.1228
0.9107 0.9851 1.2936 1.1227
0.9151 0.9927 1.3000 1.1313

3.8400 0.0952 0.9304 0.9995 1.2396 1.1119
0.9300 0.9984 1.2441 1.1143
0.9300 0.9984 1.2441 1.1143
0.9329 1.0014 1.2384 1.1130
0.9318 0.9971 1.2411 1.1113

3.9200 0.0787 0.9467 1.0056 1.1942 1.0964
0.9450 1.0071 1.1900 1.0977
0.9489 1.0087 1.1874 1.0972
0.9467 1.0056 1.1942 1.0964
0.9466 1.0070 1.1895 1.0961
0.9450 1.0071 1.1900 1.0977

4.0126 0.0640 0.9553 1.0082 1.1516 1.0812
0.9580 1.0104 1.1494 1.0808
0.9553 1.0082 1.1516 1.0812
0.9580 1.0104 1.1494 1.0808
0.9571 1.0140 1.1521 1.0861
0.9591 1.0095 1.1522 1.0824

Table 4.6: Approximate renormalization factors of the four staggered currents IV, IVtnl, XX and Xtnl
(see Tabs. 4.4 and 4.5 for the definition of the currents) for the list of our 4stout ensembles used in this work,
used in the analysis of the charm correlator.

Non-conserved staggered, vector currents require an additional finite renormalization:

JJ,ren
µ = ZJJJ,bare

µ , (4.60)
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Figure 4.6: Ratio of strange quark current-current correlators determined with non-conserved currents
and the conserved current V. We present the results for the coarsest and the finest lattice spacings and two
non-convserved currents XI and Vtnl. For other currents and lattice spacings the plots look similar.

where JJ
µ denotes one of the vector-current discretizations listed in Tabs. 4.4 and 4.5. To de-

termine the ZJ factors we use the strange current-current correlator which has smaller taste-
breaking effects than the light one. In Fig. 4.6 we present the results for the ratio of non-
conserved to conserved strange quark current-current correlators for the coarsest and the finest
lattice spacings used in the current analysis and for two typical operators. The ratio of the
two correlators should be constant up to cutoff effects and give the renormalization factor:
Cstrange

J �Cstrange

V = 1�Z2
J . Note that the t-dependence of this ratio indeed exhibits a plateau, at

times t � 1 fm, while at very large times it becomes very noisy. In practice we define the renor-
malization constant via the strange connected HVP contribution to the anomalous magnetic
moment of the muon in the window [1.0,2.0] fm (see [10] for definition). Thus we obtain:

Z2
J = aV, [1∶2] fm

µ,strange �a
J, [1∶2] fm
µ,strange . (4.61)

4.3.1.6 QED and strong isospin breaking corrections

As discussed in Sec. 3.7, working in the isospin-symmetric limit is no longer sufficient if one
aims at a precision < 1%. In this section we consider how QED and strong-isospin breaking
(SIB) effects are included in our calculations. We collectively call these two corrections isospin-
breaking (IB) effect. The various strategies to compute them which have been explored can be
summarized as follows [156, 239]

• Operator insertion method. [240, 241] O(mu −md) and O(↵em) operators are inserted
and evaluated on isospin-symmetric QCD configurations. No new configurations need to
be generated and one directly obtains the desired order in ↵em. However, the observables
are difficult to compute, in particular for quark-disconnected diagrams.

• Direct method. [242–247] masses and QED are included directly in the simulation. The
observables are much simpler than in the operator insertion method and include quark-
disconnected diagrams. The disadvantage is that new configurations including QED need
to be generated.

• Any combination of the first two approaches.
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The strategy we follow in this study is the third approach, i.e. a combination of simulations
including QED and mu ≠md-effects and an expansion in leading IB breaking effects (see below).
We use the same formalism as in [7] and briefly summarize the procedure. Details can be found
in the supplementary material of [7] and in [12, 248]. We include IB effects to first order in
the IB parameters �m =mu −md and ↵em by expanding the QCD+QED path integral in these
parameters and measuring these observables on isospin symmetric configurations, where we also
distinguish between sea and valence charges. In such a way, one obtains a fixed order in the
expansion. Further, one can factorize the coefficients and obtain a large numerical signal. Our
QED+QCD action is given by

S[U,A,  ̄, ] = Sg[U ; g] + S�[A] +�
f

 ̄fD �U,A; e, qf ,mf � f . (4.62)

Performing the integral over the fermionic degrees of freedom in the path integral analytically,
we can write the QED+QCD partition function for 1+1+1+1 staggered fermions as

Z = � [dU]e−Sg[U]
� [dA]e−S�[A]

�

f

det Mf [VUeieqfA,mf ]
1�4 , (4.63)

with quark flavours f = {u, d, s, c} and their corresponding electric charges e qf = e�2
3 ,−1

3 ,−1
3 , 2

3
�.

In the following, the product of the determinants of the fermion matrices will be denoted by

dets[U,A;{mf},{qf}, e] ≡�
f

detM1�4
f , (4.64)

where the explicit form of the fermionic matrix Mf reads

Mf [VUeieqfA,mf ] =�
µ

Dµ[VUeieqfA
] +mf , (4.65)

i.e. QED is implemented in a non-compact form. Here VU and A denote the smeared gluon
gauge field and the unsmeared photon field, respectively. QED in this calculation is defined in
the QEDL scheme [160].

We now define the various derivatives of an observable O(e, �m) with respect to the IB parameters
e and �m ≡md −mu

O0 ≡ O(0,0), O′m ≡ml
@O

@�m
(0,0), O′1 ≡

@O

@e
(0,0), O′′2 ≡

1

2

@2O

@e2
(0,0) . (4.66)

We further make the distinction between valence, ev, and sea, es, electric charges, O (ev, es)

which we denote by

O′′20 ≡
1

2

@2O

@e2
v

(0,0), O′′11 ≡
@2O

@ev@es
(0,0), O′′02 ≡

1

2

@2O

@e2
s

(0,0) . (4.67)

Finally, the IB expansion of any observable to O(e2
v, e2

s, �m) can be written as

�O� � �O0�0 +
�m
ml

�O�′m + e2
v �O�

′′

20 + eves �O�
′′

11 + e2
s �O�

′′

02 . (4.68)
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We will detail below which expressions the various terms take. Note that the derivative of the
fermion determinant evaluated on isospin-symmetric configurations vanishes

�
dets′1
dets0

�

0
= 0 .

Similarly,
@dets

@�m
= 0

because the derivative for Mu differs from the one for Md only by a minus sign (and we take
the sum because of the product rule). In order to obtain the explicit expressions for the terms
in Eq. (4.68), let us expand the expectation value of an observable O to O(↵em, �m). Explicitly,

�O� = ∫
[dU] ∫ [dA]e−Sge−S� dets[U,A;{mf},{qf}, e] O

∫ [dU] ∫ [dA]e−Sge−S� dets[U,A;{mf},{qf}, e]

�

∫ [dU] ∫ [dA]e−Sge−S� dets0 �1 + es
dets′1
dets0

+ e2
s

dets′′2
dets0
��O0 +

�m
ml

O′m + evO′1 + e2
vO′′2 �

∫ [dU] ∫ [dA]e−Sge−S� dets0 �1 + es
dets′1
dets0

+ e2
s

dets′′2
dets0
�

(4.69)

dets0 is the product of the fermionic determinant in the IB symmetric limit. Using

ddet(A)

d↵
= Tr�det(A)A−1

dA

d↵
� (4.70)

we find for the derivatives of the fermion determinants

dets′1
dets0

=�

f

qf

4
Tr�M−1

f D[iAVU ]� (4.71)

dets′′2
dets0

=
1

2

�
�
�
�
�
�

�
dets′1
dets0

�

2

−�

f

q2
f

4
Tr�M−1

f D[iAVU ]M
−1
f D[iAVU ]�

−�

f

q2
f

4
Tr�M−1

f D[A2VU ]�

�
�
�
�
�
�

(4.72)

Expanding the denominator in expression (4.69) as 1�(1 + ") = 1 − " +O("2) we find after some
algebra9

�O� = �O0�0

+
�m
ml

�O′m�0

+e2
v �O

′′

2 �0

+eves �O
′

1
dets′1
dets0
�
0

+e2
s ��O0 − �O0�0�

dets′′2
dets0
�
0

9A very special thanks to Letizia for this great illustration which I adapted from her proceedings [248]
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Note that �. . .�0 denotes evaluation of the operator on isospin-symmetric configurations. In the
following we will often further make explicit whether the path integral is evaluated on gluon
�. . .�U or photon �. . .�A configurations. Diagrammatically, the red square denotes the insertion
of the strong IB operator, while blue lines are photons and yellow circles sea-quark loops. As
usual, black lines and dots are valence quarks and current insertions, respectively.

We include isospin corrections from the strange and light quarks, and neglect IB corrections
coming from the charm because the charm contribution has no leading �m corrections and the
electromagnetic ones are small corrections to an already small contribution to the observables
studied in this thesis.

4.3.1.7 Calculation of various isospin-breaking components

Generally speaking, derivatives with respect to the valence charge, ev, are evaluated using finite
differences of the observables computed in the presence of a quenched quantized photon field.
Our approach has the advantage that we do not have to construct and code the diagrams that
would be present in the operator insertion method. Indeed, that approach would give rise to
4-point functions, i.e. 2-point functions with two quark electromagnetic currents. In order to
facilitate the computation of the isospin breaking derivatives of hadron masses, the masses are
extracted using an effective mass functional of the hadron propagator M[H] which is given in
a closed analytic form [249]. This permits us to calculate derivatives @M�@H analytically. For
more details on the specific procedure for the various IB derivatives see [7, 12].

The list of ensembles used to evaluate SIB and QED effects was presented in Sec. 4.3.1. We will
discuss finite volume effects on QED derivatives in Sec. 4.3.2.3.

Strong IB corrections As we saw in the expansion above, the strong isospin derivative of
an observable can be calculated by inserting a mass derivative operator into the path integral.
To reduce the noise in the SIB contribution to the light connected propagator, it is evaluated at
larger than physical ml, i.e. at [Cconn

(ml,0)]
′

m with  = 3,5,7,9,11 which subsequently lets us
extrapolate to  = 1. Both the SIB derivative of the disconnected current propagator and of a
hadron mass M are evaluated using a forward finite difference quotient:

M ′

m ≈
ml

�m
�M[�H�m�0] −M[�H0�0]� (4.73)

with �m = 2ml
1−r
1+r and r = mu

md

= 0.485 [250] and we use I(ml,0) and I(0.9 ml,0) for @Cdisc
0 �@ml.

Valence-valence contribution Similarly, the second valence-valence derivative O′′2 of an ob-
servable O(e, �m) can be computed using a central finite difference quotient

O′′2 ≈
1

2e2
v

�(O+ +O−) − 2O0� ,

where O± ≡ O(±e∗,0) and e∗ =
√

4⇡↵em is the physical value of the electric coupling. Since the
light contribution to C ′′20 is noisy, to estimate C ′′l,20 we proceed along the same lines as for the
calculation of the strong IB derivative of the connected light current propagator, i.e. we evaluate
Cconn

(ml,0) and Cconn
(ml,±

1
3e∗) at larger ml for  = 3,5,7,9,11 and chirally extrapolate to
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 = 1. This is not necessary for the strange contribution which is estimated using finite differences
in ±1

3e∗ at ms.

To evaluate [Cdisc
]
′′

20 to O(e2
v) it actually suffices to calculate a linear combination of I(ml,0),

I(ml,±
1
3e∗), I(ms,0), and I(ms,±

1
3e∗) [7].

M ′′

20 is estimated using finite differences for the hadron propagators measured at �m = 0 and
ev = {+e∗,−e∗,0}, respectively. In addition, we remove finite volume effects in M ′′

20 by evaluating
them in the QEDL scheme (see Sec. 4.3.2.3).

Sea-valence contribution The sea-valence contribution is given by

�O�′′11 = ��O
′

1
dets′1
dets0

�

A

�

U

. (4.74)

For the evaluation of dets′1�dets0 one photon field per gluon field is generated and on each of
those ∼ 104 random sources. The valence part is, as we summarized above, again estimated using
finite differences, O′1 ≈

1
2ev

(O+ −O−).

Sea-sea contribution The sea-sea contribution is given by

�O�′′02 = �[O0 − �O0�U ] �
dets′′2
dets0

�

A

�

U

. (4.75)

For the estimation of dets′′2�dets0 entering Eq. (4.75), approximately 2000 photon fields A are
generated for each gluon field configuration with 12 random sources on each photon field. The
generation of photon fields from the (free) photon action e−S� is particularly cheap, since it
simply requires sampling from a Gaussian distribution.

4.3.1.8 Blinding

The lattice results for the HVP function in this thesis were blinded in a straightforward fashion.
My thesis advisor rescaled all correlation functions, including those associated with QED and
SIB corrections, by an overall scaling factor between −5 and 5 percent. In late September this
rescaling factor (1.037375878694366) was revealed to me so that I could include a comparison of
my results with those obtained by another lattice group or using R-ratio results.

As these results have not yet been published, they will have to be re-blinded before being re-
analyzed after at least one additional lattice spacing is added to the computation. How this will
be done has not yet been fully decided.

4.3.2 Analysis strategy

While formally Eq. (4.48) can be used to define ⇧̂(Q2
) for any Q ∈ R, we are limited at large

Q by the momentum cutoff on the lattice, and at small Q the observable will feel the finite size
of the lattice. At those large distances, finite-volume and, since we are using staggered quarks,
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taste-breaking effects will play a role. In this section we discuss the improvements we perform on
our data to control the extrapolation to the continuum. We also discuss our global fit procedure
with the inclusion of leading-order isospin breaking corrections and our procedure to estimate
statistical and systematic uncertainties on the quantities we calculate. Finally, we discuss how
we combine the various observables in a consistent manner, preserving correlations.

4.3.2.1 Challenges at short distances: discretization errors

At large values of Q2, discretization effects proportional to (aQ)n, n ≥ 2, become important,
eventually spoiling the continuum extrapolation of the HVP function. In addition, all of our
short-distance observables receive logarithmically-enhanced cutoff effects which render the con-
tinuum extrapolation more difficult. In order to perform a reliable continuum extrapolation, we
propose a number of improvement procedures based on lattice perturbation theory. To illustrate
the improvement programme, we present an exemplary study based on the Adler function at
Q2
= 5 GeV2.

Logarithmic cutoff effects Naively, from Symanzik effective theory (cf. Sec. 3.6.3) for on-
shell staggered quantities as for instance masses, one expects power corrections in the lattice
spacing, modified by powers of ↵s,

M(a) =M(0)
�
��
�
��
�

1 + a2
∞

�
n=0

cn↵
n
s (1�a) +O �a

4
�

�
��
�
��
�

. (4.76)

For a detailed study see also [251]. However, as recently shown in [11, 232], the contribution
of the light valence quarks of mass ml to the Adler function receives logarithmically-enhanced
O(a2

) lattice artefacts, even at leading order (LO) in lattice perturbation theory. For a generic
logarithmically UV divergent quantity O, such as the Adler function, one obtains

O �Q2, a� = O �Q2
��1 + �(aQ)2 ln(aQ)2 +O �(aQ)2, (aml)

2
�� , (4.77)

where O �Q2
� is the value of O in the continuum and � is a constant. As we will show, this

is also the case for the short-distance window of the HVP and discrete Adler functions. These
logarithmically-enhanced cutoff effects arise from small separations between the two electromag-
netic currents: D(Q2

), ⇧̂(Q2
) and �⇧(Q2,Q2

R) are not on-shell quantities. Note also that per-
turbative corrections to the logarithmically-enhanced term, of the form ↵n

s (1�a)(aQ)2 ln(aQ)2,
are of order ↵n−1

s (1�a)(aQ)2 because ↵s ∼ −1� ln(a⇤QCD) and are therefore no longer logarith-
mically enhanced. For a more detailed discussion see App. D.

To understand heuristically why these logarithmically enhanced corrections arise, we expand the
correlator and the kernel function in powers of a2. By dimensional analysis, C(t) scales like 1�t3

while all our kernel functions at short distances scale like t4,

C(t)
t→0
∼

a�t

1

t3
�↵0 + ↵1

a2

t2
+ ↵2

a4

t4
+�� (4.78)

O �Q2, a��
a2
∼ �

a
dt Q2t4C(t) ∼ a2Q2

�
a

dt

t
∼

1

2
a2Q2 lna2 . (4.79)
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Current ID IV V X XI XV XX
�J

0,LO −1�48 −1�120 1�240 7�240 5�192 1�24

�J
1,LO 1�80 0 1�40 1�20 3�64 1�16

Table 4.7: Coefficient of the logarithmically-enhanced discretization error from leading order lattice per-
turbation theory in the massless limit for all different staggered currents for kernel k0 (first row) and kernel
k1 (second row). The calculations are detailed in App. B.3. The coefficients obtained for the time non-local
operators are identical to the ones for the time local operators which is why we do not make them explicit
here. Note however that for the definition of the Adler function in Eq. (4.50) all coefficients have to be
multiplied by an overall factor of 12⇡2.

Hence the coefficient of the a2 term is clearly logarithmically divergent; the discretization errors
retain some sensitivity to the ultraviolet.

As we will show below, it is crucial to control the behaviour of these logarithmic cutoff effects to
ensure a reliable continuum extrapolation. For this purpose, we explicitly calculate the coefficient
of the leading ln(aQ)2 coefficient analytically in lattice perturbation theory in the massless limit
for the different discretizations of the staggered vector currents. The calculations are outlined
in App. B.3. There are various sources of logarithmically-enhanced cutoff effects. In particular,
an expansion in powers of a in LO lattice perturbation theory yields at O(a2

)

OJ
i �Q

2, t, a��
a2
= kO

i (t,Q, a)�
a0

CJ
(t)�

a2
+ kO

i (t,Q, a)�
a2

CJ
(t)�

a0
, (4.80)

consequently the coefficient of the logarithmically-enhanced term changes for the different stag-
gered currents (J labels the ID of the current, as given in Tab. 4.4) and the two different kernel
functions ki, i = 0,1 that we employ. This allows for a reliable assessment of systematic effects
related to the continuum limit. To summarize our findings, the coefficient is, up to a factor 12⇡2

coming from the definition of the Adler function, identical for the observables we consider10,

OJ
i,LO �Q

2, a�
m→0
���→
a→0

OJ
i,LO �Q

2,0� +
q2
f

⇡2
�J

i,LO(aQ)2 ln�
aQ

2⇡
�

2

+O �(aQ)2� . (4.82)

The coefficient for the Adler function receives an additional factor of 12⇡2, due to our definition
in Eq. (4.50). Note that in the above expression we have set the number of colours to Nc = 3. In
addition, we find the same coefficients in the massive case but with an additional term that can
however be absorbed in the (aQ)2 coefficient. Finally, we find that the coefficients are identical
for the time local and time non-local currents. In Tab. 4.7 we collect the logarithmic coefficients
for the various staggered currents and kernel functions employed in our analysis. Let us also
remark that logarithmic cutoff effects are not limited to O(a2

). In fact, both the the kernel
function k1 and – from a similar heuristic argument as above – the correlator generate a whole
tower of logarithmic cutoff effects. For a more detailed discussion see App. B.3. We neglect these
higher-order terms here.

10Only the expansion parameter changes for the discrete Adler function. Specifically,

�⇧J
i �Q

2,Q2

R, a�
ml→0

���→
a→0

�⇧J
i �Q

2,Q2

R,0� +
q2

f

⇡2
�J

i,LO
a2

�
�
�
�
�
�

Q2 ln�
aQ

2⇡
�

2

−Q2

R ln�
aQR

2⇡
�

2�
�
�
�
�
�

+O �a2
(Q2

−Q2

R)� .

(4.81)

Note also that in order to take the massless limit for the HVP, we need to cut off the TMR integral at some time
t since it becomes infrared divergent for m → 0. In this section, we therefore always assume implicitly that we
consider only the short-distance window of the HVP.
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Figure 4.7: Light contribution to D(5 GeV2
) as a function of (aQ)2 at LO in staggered, lattice perturbation

theory. The pink points correspond to the lattice spacings available in our 4-stout ensembles [7], blue points
are additional, smaller lattice spacings. The green line is the continuum value known analytically at LO.

Parenthesis: exploratory study of discretization errors of the Adler function When
one aims at calculating the running of ↵ up to ∼ 8 GeV2, challenges at short distances due to
large cutoff effects necessarily arise. In order to better understand these cutoff effects, we started
with an exploratory study of the Adler function. The reason for focusing on this observable was
that, as mentioned earlier, the Adler function is an IR safe single-scale quantity, for Q2

� ⇤2
QCD.

Thus, all discretization errors involve only the dimensionless combination aQ which can be dialed
to any desired value by tuning Q. Further, we focused on the conserved current V which is the
one we mostly use in our final analysis. Based on this understanding, we designed our final
analysis. In what follows we will hence focus on the challenges which show up in the connected
light quark contribution to D(Q2

) for Euclidean Q2
� ⇤2

QCD,m2
l .

In Figure 4.7 we plot the light contribution of the Adler function at Q2
= 5 GeV2 at LO in

staggered, lattice perturbation theory as a function of the lattice spacing squared. Clearly, a
naive extrapolation using a simple linear function in (aQ)2 would completely miss the continuum
limit. Even worse, the logarithmic term becomes important for small lattice spacings and the
function turns around. Note also that this turnover is shifted towards smaller a for larger values
of Q2. Hence, to ensure a reliable continuum extrapolation even at large Q2, it is crucial to have
an analytic understanding of the asymptotic dependence on the lattice spacing. To simplify the
discussion below, let us absorb the additional factors in this section and let us define

D �Q2, a� =D �Q2
��1 + �̃(aQ)2 ln(aQ)2 +O �(aQ)2, (aml)

2
�� , (4.83)

i.e. we have set �̃ ≡ 12 ��Nc. For the leading-order coefficient of the conserved current V of the
logarithmically-enhanced discretization error in staggered, lattice perturbation theory we hence
have (cf. Sec. 4.3.2.1 and App. B.3)

�̃V
LO = −1�30 . (4.84)

Clearly, these logarithmically enhanced cutoff effects have to be well understood for a reliable
continuum extrapolation. In order to tackle these logarithmic cutoff effects we have composed a
number of improvement procedures based on lattice perturbation theory:

I. Removal of discretization effects at O(↵0
s) One way to tackle large cutoff effects



The running of the electromagnetic coupling 95

0

0.1

0.2

0.3

0.4

0.5

0 0.5 1 1.5 2 2.5 3 3.5

D
V

,l
(Q

2
,a

;0
,t

1
)⇥

ra
nd

om
in

w
in

do
w

[0
...

t 1
fm

]

fin
e

(0
.0

64
fm

)
-c

oa
rs

e
(0

.1
19

fm
)

t1 in [fm]

Q2 = 0.25 GeV2

Q2 = 1 GeV2

Q2 = 5 GeV2

Q2 = 10 GeV2

LO staggered PT
simulations

Figure 4.8: Connected light quark contribution to D(Q2
) in a time window [0 . . . t1] fm for different values

of Q2. We plot the difference between a fine (a = 0.064 fm) and a coarse (a = 0.118 fm) lattice, in comparable
volumes. The solid lines are computed using simulation results. The dotted curves are the predictions from
leading-order lattice perturbation theory. The kernel used here is kD

0 (t,Q).

consists in removing some of the discretization errors by improving the data using lattice
perturbation theory. Hence, we define our LO-improved observables,

Õ(Q2, a) ≡ O(Q2, a) +OLO(Q
2,0) −OLO(Q

2, a) , (4.85)

where OLO(Q
2,0) and OLO(Q

2, a) are the observable in the continuum and in staggered,
lattice perturbation theory at LO, respectively. This should cure the data from the lead-
ing discretization errors at large momenta, where perturbation theory works well. More
importantly, it removes the leading, logarithmically-enhanced discretization errors, up to
small ↵s(Q

2
) suppressed terms, as we further discuss in App. D. The LO-corrections in

infinite volume and infinite time for the observables we consider can be obtained from the
modified Fourier transform of the current correlator (see Eq. (B.24)),

OJ
i,LO(Q

2, a) =
∞

�
t=0

kO
i (t,Q)C

J
LO(t, a) , (4.86)

where the sum in t can be calculated analytically. We outline the computation and col-
lect the results for the various observables in App. B.2. The results for their continuum
counterparts are presented in App. C.

Needless to say, this improvement is only viable at short distances, where perturbation
theory is expected to work well. To investigate whether Eq. (B.41) reproduces the dis-
cretization errors in our simulations for large Q2, we depict in Figure 4.8 the cutoff effects
to the connected light quark contribution to the Adler function Dl(Q

2, a) as a function of
Euclidean time, i.e. the integrand is convoluted by the smooth window function Eq. (4.54)

DV,win
i (Q2, a; 0, t1) ≡ 2a

∞

�
t=0

dt w(t; 0, t1) CV
(t, a) kD

i (t,Q) , (4.87)

where kD
i (t,Q), i = 0,1, determined through (4.50). We plot this window quantity for

kD
0 (Q, t) from our 4-stout simulations (solid line), taking the difference of Dwin obtained on

our finest and coarsest lattice. These discretization errors are compared to those obtained
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using lattice perturbation theory for the same lattice parameters (dotted curves). For
Q2
� 1 GeV2, the discretization errors are less than 10% in general but in the lattice

simulations they increase at large distances due to taste-breaking effects. Clearly, for times
longer than 0.3 fm Eq. (B.41) fails to describe the discretization errors properly. However,
as Q2 increases between 1 and 10 GeV2 discretization errors become larger and larger but
saturate quickly. In fact, here, LO lattice perturbation theory describes the discretization
errors to better than 10% for Q2

= 10 GeV2.

II. Removal of an additional discretization effect Let us factorize the expansion of the
Adler function as in Eq. (4.77)

D �Q2, a� =D �Q2
�

�
��
�
��
�

1 + �̃LO(aQ)2 ln�
aQ

2⇡
�

2

+O �(aQ)2�
�
��
�
��
�

, (4.88)

with

D �Q2
� =DLO �Q

2
� +DNLO �Q

2
�↵s �Q

2
� +O �↵2

s� , (4.89)

where DLO(Q
2
) and DNLO(Q

2
) are the LO and one-loop Adler function in the continuum,

respectively [214]. Since �̃LO and DNLO(Q
2
) are known, by expanding equation (4.88),

we find that we can define an additionally subtracted D̄(Q2
) which will have yet formally

smaller logarithmically-enhanced discretization errors,

D̄ �Q2, a� = D̃ �Q2, a� − (aQ)2 ln�
aQ

2⇡
�

2

�̃LODNLO �Q
2
�↵S �Q

2
� , (4.90)

where D̃ �Q2, a� is the leading-order improved Adler function defined in Eq. (4.85). After
removal of this additional discretization error, logarithmically-enhanced discretization er-
rors begin at O �↵2

s(Q
2
)(aQ)2 ln(aQ)2� and O �(aQ)4 ln(aQ)2� and should be small. All

the other terms are regular and begin at O �(aQ)2�. In Figure 4.9 we plot the continuum
extrapolation of Dl(5 GeV2

). Two types of improvements are shown: one where the lead-
ing logarithmically-enhanced cutoff effect is removed and one where we also subtract the
additional mixed term in eq. (4.90). As a fit to the unimproved lattice results shows (dark
red line), the logarithmic coefficient is close to the one expected from lattice perturbation
theory, see Eq. (4.84). Removing the logarithmic term at leading order divides this coeffi-
cient by a factor of ∼five (violet line), removing the additional discretization effect reduces
the logarithmic cutoff effect further: it vanishes within errors (orange line).

III. Taking the continuum limit using the lattice momentum Q̂ As can be observed from
Figure 4.7, since the logarithmically-enhanced cutoff effect becomes important for small
values of (aQ)2, the asymptotic form of the function changes direction and approaches the
continuum value from above. In order to reliably capture this turnover behaviour, results
at small enough values of (aQ)2 are needed. Reassuringly, as discussed in the previous
paragraph, for Q2

= 5 GeV2, the logarithmic term that we obtain by a fit to the data
is close to the value expected from lattice perturbation theory. We will come back to
this observation in our final analysis in Sec. 4.3.3. One can further test that the leading
logarithmically-enhanced discretization error is correctly picked up in fits to the lattice
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Figure 4.9: Continuum extrapolation of DV,l
(5 GeV2

) with the results from our 4-stout ensembles [7]. The
lattice results have been blinded by a random factor between 1.01 and 0.99. The dark red points correspond
to unimproved data, for the purple line we have removed the leading logarithmically-enhanced cutoff effect
and from the orange datapoints we have removed the additional mixed term. We also depict the logarithmic
coefficient �̃LO, cf. (4.88), obtained from a fit to the data, using the fit function in the title.
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Figure 4.10: Light contribution to DLO(5 GeV2
) as a function of (aQ)2 in leading-order lattice perturba-

tion theory, employing k0(t,Q) (pink) and k1(t,Q,a) (violet) in eq. (4.48). The pink points correspond to the
lattice spacings available from our 4-stout ensembles [7], blue points are additional smaller lattice spacings.
The green line is the continuum value. By employing k1(t,Q,a) the continuum value is approached from
below.

results by modifying the kernel function, which we already alluded to and further discuss
now.

Interestingly, as we show in App. B.3, when employing k1(t,Q, a) as a kernel function,
the leading-order coefficient in front of the O(a2

) logarithmically-enhanced cutoff effect
changes its sign, as now also k1(t,Q, a) receives O(a2

) corrections, see also Eq. (4.80). This
is what can be observed in Figure 4.10, where the light contribution to D(5 GeV2

) in lattice
perturbation theory employing k0(t,Q) (pink) and k1(Q, t) (violet) are depicted. Since the
logarithmically-enhanced cutoff effect for k1(Q, t) has a different sign, it approaches the
continuum limit from below and can therefore serve as an additional systematic check.

For further details and a preliminary continuum extrapolation of D(5 GeV2
) see Ref. [252] from

which I also adapted this section.

Corrections for the final analysis As discussed above, these improvements significantly re-
duce discretization errors and allow a controlled continuum extrapolation. However, it remains
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Figure 4.11: Light contribution to our final choice of observables ⇧̂V
(Q2
) and �⇧V

(Q2
) in a time window

[0 . . . t1] fm employing the kernel function k0(t,Q) (left) and k1(t,Q,a) (right), respectively. We plot the
difference between a fine (a = 0.064 fm) and a coarse (a = 0.118 fm) lattice, in comparable volumes. The
solid lines are obtained from the simulation. The dotted curves are the predictions from leading-order lattice
perturbation theory.

to be examined where lattice perturbation theory can be applied for our final choice of quantities.
Concerning the removal of leading order discretization effects in the discrete Adler function and
the HVP, a similar picture emerges. In Fig. 4.11 we plot our observables in a cumulative time
window, OV

(Q2, a; 0, t1), again taking the difference between the finest lattice and the coarsest
lattice for two of our 4-stout simulations (solid line). This difference is again compared to the
discretization errors obtained using lattice perturbation theory for the same lattice parameters
(dotted curves). In the left-hand-side plot we employ the kernel function k0. On the right we
plot the same quantities but employing our second kernel function k1. As in the case of the Adler
function, for large momenta, LO lattice perturbation theory describes the discretization errors
quite well. The discretization errors in the same set of observables but using the lattice mo-
mentum k1(t,Q, a) inside the kernel function, are larger since the lattice momentum introduces
additional discretization errors. For all observables but ⇧̂(1 GeV2

), LO staggered perturbation
theory captures the discretization errors increasingly well in the full t-range as Q2 is increased.
For our largest momentum, �⇧(8 GeV2), it reproduces ∼ 90% of the discretization errors.

These insights can now be applied to the short distance contributions to the running of ↵. We
incorporate some of the improvements mentioned in the previous section in our analysis:

• While we investigated in removing an additional cutoff effect, we do not include this vari-
ation in the final analysis. Its effect is very small compared to other systematic variations.
However, as we argued above, the removal of discretization effects at leading order in lat-
tice perturbation theory may not remove the logarithmic term at O(a4

) and above. To
be conservative, we perform extrapolations with a logarithmic and without a logarithmic
term in the fit to the improved data.

• We improve the short-distance connected quantities, namely �⇧(8 GeV2
), �⇧(4 GeV2

),
�⇧(2 GeV2

) and ⇧̂(1 GeV2,0.0 fm,0.4 fm), using lattice perturbation theory, Eq. (4.85).
In the case of the light and the strange connected components, we also perform continuum
extrapolations with the unimproved data which is a very conservative approach. Remark-
ably, as we will see below, they largely extrapolate to the same point. This again suggests
that we pick up the logarithmic term correctly in the unimproved case.
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• For the discrete Adler function we always apply the improvement in the full t-range. Firstly,
the �2/dof are much better and secondly, only fits to the corrections in the full t-range
vanish within errors in the continuum limit. We checked for all quantities explicitly that
the results agree. Hence, mainly in light of the much better �2, we decided to apply
perturbation theory for all t. However, we always also include the fits to the uncorrected
data in our final analysis.

• For ⇧̂(1 GeV2
) we employ the prescription in Eq. (4.85) only in the short distance window

from 0 . . .0.4 fm. Clearly, for distances beyond t ∼ 0.4 fm, PT cannot be applied for this
quantity, which also receives significant contributions from longer distances, see Fig. 4.5.
In this case the sum in Eq. (4.86) has to be evaluated numerically.

4.3.2.2 Long-distance taste-breaking corrections

For low values of Q2, the light and disconnected contribution are dominated by two-pion states
including the ⇢-resonance (cf. Sec. 4.2) and are hence affected by additional discretization effects
originating from taste-symmetry breaking in the staggered formulation. At low energies, these
taste violations become in fact the most important cutoff effects of staggered fermions, since
they distort the pion spectrum. Here we discuss the improvements we apply to our data at
long distances. They improve the extrapolation to the continuum limit, based on a physically
motivated model. Of course, in the continuum limit these corrections vanish since taste-breaking
effects also vanish in the model. As we saw in Sec. 3.2.2, due to these taste-breaking effects which
break the taste symmetry at finite lattice spacing, the pion spectrum splits into 16 tastes. We
extract the mass splitting by measuring the difference between the mass of the non-Goldstone
pions and the Goldstone pion for each of our ensembles, see also Fig. 2 of Ref. [7]11. The 16
tastes can be grouped into taste-singlet I, vector taste V, tensor taste T, axial vector taste A
and pseudoscalar taste P multiplets. The remnant SO(4) taste symmetry is only very mildly
broken and the masses inside a multiplet are to a good degree of accuracy degenerate (the pion
mass splittings inside a multiplet are less than a factor ∼ 50 smaller than the splittings between
different multiplets on our coarsest lattice). We use the measurements of the mass splitting to
model taste-violations and reduce discretization errors at long distances, as we will now briefly
review.

Based on the extensive study that was performed in Ref. [7] regarding taste-breaking effects, we
model these discretization errors using the ⇢-model in its staggered version (we call it SRHO).
This model was already used by the HPQCD collaboration to model taste-breaking effects in
aµ [253]. The ⇢-model is an effective theory, including the ⇢, ⇡ and photons. In the continuum,
it was proposed by Sakurai [254] and was later used by Jegerlehner and Szafron to model ⇢ − �
mixing in e+e− → ⇡+⇡− [255]. Its Lagrangian is

L = −
1

4
F 2

µ⌫(A) −
1

4
F 2

µ⌫(⇢) + (Dµ⇡)
†
(Dµ⇡) +

1

2
m2
⇢⇢µ⇢

µ
−

e

2g�
Fµ⌫(⇢)F

µ⌫
(A) −m2

⇡⇡
†⇡ , (4.91)

with ⇢µ, ⇡ and Aµ the rho, pion and photon fields, Fµ⌫ the abelian field strength tensor, the
covariant derivative Dµ = @µ − ieAµ − ig⇢µ and five effective parameters e, g, g� ,m⇡,m⇢. The

11Theoretically the taste violations should vanish with ↵Sa2 as a → 0 since they arise from the exchange of
highly virtual gluons. However, the differences in the mass splitting in our simulations approach the continuum
limit much faster, suggesting that they are dominated by higher-order terms of the type ↵n

Sa2, n > 1 [251].
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renormalized photon propagator to O(g2, g2
� , gg�) can be obtained by resumming a Dyson series,

iGRHO
�� (q) =

1

q2

1

1 − e2⌃(q2)
+

e2

g2
�

�1 − gg�⌃(q
2
)�

2

q2 �1 − g2⌃(q2)� −m2
⇢

. (4.92)

The resulting propagator has two poles, one at q2
= 0 and a second one at q2

= m2
⇢, the renor-

malized ⇢-mass. By matching this expression at the rho-pole to a Breit-Wigner propagator,

iGRHO
�� (q)→

F 2
⇢ � �2M2

⇢�

q2 −M2
⇢ + iM⇢�⇢

(4.93)

the parameters g, g� ,m⇢ can be fixed. Here we use M⇢ = 775MeV, �⇢ = 150MeV and F⇢ =

210MeV.

To isolate staggered taste-violations we include the mass splitting of the pions, keeping the
remaining parameters fixed. The mass splitting enters via the average of the masses of the
pion taste partners, hence we replace ⌃(q2;M2

⇡) by the taste-averaged pion vacuum polarization
function 1

16 ∑↵⌃(q2;M2
⇡,↵), where we sum over all sixteen pion taste partners. Finally, one finds

that the HVP, including finite volume and taste-breaking effects, takes the expression

⇧̂SRHO
(q2
) = ⌃̂latt(q

2
) +

+
F 2
⇢

2M2
⇢

⋅ �1 + gg�⌃̂rho −
1
2g2⌃̂rho −

1
2g2M2

⇢ ⌃̂′rho�
2
⋅

q2
[1 − gg�⌃̂latt(q

2
)]

2

q2[1 − g2⌃̂latt(q2)] −M2
⇢ [1 − g2⌃̂rho]

(4.94)

where ⌃̂latt(q
2
) denotes the pion vacuum polarization function, averaged over taste, in finite

volume and ⌃̂rho = Re⌃̂⇢ +⌃(0) −⌃latt(0).

This effective theory is expected to work well at long distances, where taste breaking effects be-
come important. We would therefore like to isolate the long-distance contribution and convolute
the HVP by our window function,

⇧̂win �Q
2; t1, t2� = 2�

∞

0
dt

1

Q2
�cos(Qt) − 1 +

1

2
(Qt)2�w(t; t1, t2)C(t) . (4.95)

The window function Eq. (4.54) that we employ is smooth and symmetric in t. Hence, we can
write

⇧̂win �Q
2; t1, t2� = �

∞

−∞

dP

2⇡

1

Q2
�w̃(P −Q) − w̃(P ) −

1

2
Q2w̃′′(P )�P 2⇧̂ �P 2

� , (4.96)

where we have denoted the Fourier transform of the window function by

w̃(Q; t1, t2) = �
∞

−∞

dt cos(Qt)w(t; t1, t2) .

As in the previous section, we would like to investigate whether and where the SRHO model
provides a sensible description of these long-distance cutoff effects. In Fig. 4.12 we plot the
discretization errors of the light connected contribution to ⇧̂(1 GeV2, t1, t1 + 0.5 fm) in a sliding
window of width 0.5 fm. The solid lines correspond to the difference between a fine and a coarse
lattice of two of our 4-stout ensembles, using the kernel function k0 (green) and k1 (yellow) in
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Figure 4.12: Light contribution of ⇧̂(1 GeV2
) in a sliding window [t1 . . . t1+0.5] fm. We plot the difference

between a fine and a coarse lattice, in volumes L = 6.14 fm and L = 6.67 fm. The solid lines are obtained
from the simulation. The dotted curves are the predictions of the SRHO model.

the TMR integrand. They should give us a description of the discretization errors arising in our
simulations. We compare these discretization errors to those obtained using the SRHO-model
for the same lattice parameters (dotted curves). Remarkably, the SRHO taste improvement
describes our simulation data well all the way down to t1 � 0.4 fm for k0(t,Q)

12. For ⇧V,l
1 , i.e. with

the kernel function k1, the lattice momentum Q̂ introduces additional discretization errors at
short distances. To be conservative, we decided to consider only uncorrected lattice results for
0 ≤ t1 ≤ 1 fm. Finally, to cure our data from taste breaking effects at long distances, we apply
corrections

⇧̂(Q2
)
light
(L,T, a)→ ⇧̂(Q2

)
light
(L,T, a)

+
10
9 �⇧̂(Q

2
)
RHO
t≥tsep(Lref , Tref) − ⇧̂(Q2

)
SRHO
t≥tsep (L,T, a)� ,

(4.97)

with Lref = 6.272 fm to the light and similarly to the disconnected contribution. We include in
total three different additional variations for a systematic error estimate. We apply the taste-
improvement in time windows tsep = 1.0,1.5 fm. To be conservative, we also perform fits without
taste-improvement for the light connected contribution and include this variation in our error
budget. For the light connected contribution we have included a factor 10�9 which changes to
−1�9 for the disconnected contribution, since the correction in Eq. (4.94) corresponds to the I = 1

contribution. We also interpolate the simulation results to the same reference volume L3
ref ×Tref .

4.3.2.3 Finite-volume corrections

While finite-volume effects become small for high Q2, at long distances, the observable feels the
finite size of the lattice. Hence, in particular for the I = 1 contribution to ⇧̂(1 GeV2

), finite-size
effects become non-negligible. For the infinite volume limit of the I = 1 isospin-symmetric part
of the HVP and discrete Adler functions, we performed a dedicated finite size study, similar to
the procedure in Ref. [7]. The general idea is also depicted in Fig. 4.13. For details see the
supplementary material in Ref. [7]. Let us briefly summarize the most important steps:

12This is, in fact, in agreement with what was found earlier for taste-violations in alight

µ , see Fig. 15 in Ref. [7].
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Figure 4.13: Schematic representation of our strategy for the calculation of finite volume effects. For the
extrapolation to a big reference volume Lbig = Tbig = 10.752 fm we perform a dedicated lattice study with a
special action designed for that purpose (4HEX). For the final residual extrapolation to infinite volume we
use NNLO chiral perturbation theory [7].

• All ensembles with the 4stout action are performed at a volume of (6 fm)3×(9 fm) (Lref =

6.272 fm, Tref = 3�2Lref). The results are continuum extrapolated, yielding the result
⇧̂(Q2

)
4stout
a→0 (L

3
ref , Tref). These results are collected in Sec. 4.3.3.

• To calculate the largest FV effect, a dedicated lattice study, using a special 4HEX action
with nf = 2 + 1 and 4 steps of HEX smearing (see Sec. 3.8) to reduce taste violations is
performed, see Tab. 4.3. They are performed in two different volumes, Lref = 6.272 fm
(563
× 84) and in Lbig = Tbig = 10.752 fm (963

× 96). In addition, the mass of the Goldstone
pion is lowered so that the FV corrections in these staggered simulations corresponds to
those one would get in the absence of taste corrections at the physical value of the pion
mass.

• The physical pion mass is defined as the harmonic mean square of the sixteen taste partners,
M−2
⇡,HMS =

1
16 ∑↵M−2

⇡,↵ = M∗

⇡,0. This corresponds to a mass of the Goldstone-pion of
∼ 110 MeV. This choice is motivated by the observation that the slope of the HVP function
(the first moment) is proportional to ∑↵M−2

⇡,↵. In the extensive finite volume study in
Ref. [7] it was found that using this definition of the physical pion mass very good agreement
with NNLO SXPT is obtained, see Sec. 18 of Ref. [7] for an extensive discussion. Two
simulations with two different Goldstone pion masses, namely M⇡ = 104 MeV and M⇡ =

121 MeV were performed. The physical point is then set by interpolating the results with
these two pion masses to M⇡ = 110 MeV.

• We have only one lattice spacing for the 4HEX simulations, therefore no continuum ex-
trapolation can be performed. Instead we compare the continuum extrapolated observables
from the 4-stout action in the reference volume to the value of our observable in the 4HEX
simulation in the reference volume. The final FV correction from the 4HEX simulations
is rescaled by this factor with a 100% uncertainty. We give the various factors for our
observables in Tab. 4.8. We then add up linearly the statistical error from the 4HEX sim-
ulations and this estimated systematic error to give the total error of the difference of our
observables between the big and the reference volume.

• For the small extrapolation from Lbig to infinite volume we use NNLO XPT, which is found
to agree very well with the lattice result for the difference [⇧̂(Q2

)L,big − ⇧̂(Q2
)L,ref]. See

Ref. [7] for a more detailed discussion about the calculation of finite volume effects using
NNLO XPT. We also calculated finite time effects which were found to be negligible.
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O(Q2,Q2
R) ⋅ 104, Q2 in [GeV2

] ⇧̂(1) �⇧(2,1) �⇧∗(4,2) �⇧∗(8,4)

O4HEX
(563

× 84) 356.17(18) 103.6642(39) 97.6837(21) 86.2593(10)

O4HEX
(963

× 96) 359.45(13) 103.8030(20) 97.75805(92) 86.29846(40)

O4HEX
(963

× 96) -O4HEX
(563

× 84) 2.96(21) 0.1249(41) 0.0669(21) 0.0353(10)

ONNLO−XPT
(∞− 10.752 fm) 0.15 0.0025 0.0013 0.00063

O4stout
a→0 (563

× 84)/O4HEX
(563

× 84) 0.97 1.06 1.12 1.24

final result 3.10[22] 0.135[12] 0.076[10] 0.0445[99]

Table 4.8: Finite-volume corrections for our set of observables. We list the results from the 4HEX sim-
ulations in boxes Lref = 6.272 fm (563

× 84) and in Lbig = Tbig = 10.752 fm (963
× 96), interpolated to the

physical point with M⇡ = 110 MeV, the differences between the big and the reference box (calculated under
the jackknife), the result from NNLO XPT for the extrapolation from Lbig to ∞, the factor between the
continuum extrapolated observables from the 4-stout action in the reference volume and the value of our
observable in the 4HEX simulation in the reference volume and the final FV correction. The errors inside the
round brackets are statistical. The error on the final correction corresponds to the total error. ∗The results
for these two short-distance quantities are not used to correct our results for reasons explained in the main
text.

Finally, the infinite-volume limit for any of our observables will be obtained via a telescopic sum

⇧̂(Q2
)∞ − ⇧̂(Q2

)L,ref = [⇧̂(Q
2
)∞ − ⇧̂(Q2

)L,big]

������������������������������������������������������������������������������������������������������������������������������������������������������
NNLO XPT

+ [⇧̂(Q2
)L,big − ⇧̂(Q2

)L,ref]

������������������������������������������������������������������������������������������������������������������������������������������������������������������������
4HEX

(4.98)

Finite volume effects are added as a number to the final result. We collect the final numbers
for this procedure in Tab. 4.8. For ⇧̂(1), which receives contributions from long distances, in
particular due to the subtraction of Q2

= 0, finite size effects coming from the extrapolation to the
big volume are important. They give a ∼ 1% correction to the continuum extrapolated result in
the reference volume, see Sec. 4.3.3. However, the small residual correction from the extrapolation
Lbig → ∞ is already well below the uncertainty on this quantity and even below the statistical
uncertainty on the correction coming from the extrapolation to the big box. For both ⇧̂(1GeV2

)

and �⇧(2 GeV2
), the correction due to the extrapolation to the big box already lies below the

systematic uncertainty on the continuum extrapolated value in the reference volume. For the
short distance quantities �⇧(4GeV2

) and �⇧(8GeV2
), finite-volume effects are expected to be

negligible, as confirmed. In this case, the fact that we only have one lattice spacing in the big box
and therefore cannot perform a continuum extrapolation is an issue because discretization errors
on these short-distance quantities become large. Furthermore, we do not expect NNLO-XPT
to work well for these short distance quantities. Thus, we do not correct our lattice results for
�⇧(4GeV2

) and �⇧(8GeV2
) with the results and rather neglect these tiny effects altogether.

The numbers in Tab. 4.8 are given here for completeness. We also calculated finite-time effects
which we found to be entirely negligible for our set of quantities.

Note that the finite-volume effects described up to now are those associated with the I = 1 chan-
nel. These are dominated by two-pion contributions that appear at NLO in XPT. In principle
quantities in the I = 0 channel are also affected by the finite size of the lattice. However these
are dominated by three-pion contributions that only appear at N4LO in XPT [7]. Thus, they are
highly suppressed compared to those arising in the I = 1 channel. Since the latter are already
smaller than the uncertainties on the values of the HVP function in finite volume, the I = 0

effects are completely negligible.
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We also considered finite-volume effects in the masses that we use to determine the physical
point. For the ⌦-baryon mass, these are negligible as the leading ones require popping a light
quark-anti-quark pair in the vacuum. Finite-volume effects were calculated for the pion mass in
chiral perturbation theory, yielding a 0.022% relative correction for M⇡(L) −M⇡(∞) [7, 256].
For Mss these are even smaller. Thus, we can neglect finite-volume corrections to all of those
masses.

Since QED is a long-range interaction, the QED corrections are expected to be particularly
sensitive to finite-volume effects. Indeed, QED effects decrease only as powers of 1�L instead of
exponentially. For hadron masses, finite volume effects in the QEDL scheme have been calculated
analytically to O(1�L2

):

M(L) −M = −
(Qe)2c

8⇡
�

1

L
+

2

ML2
+O(L−3)� , with c = 2.837297... (4.99)

where c = 2.837297... and Q is the electric charge of the hadron [257, 258]. These finite-volume
effects were first investigated by comparing QED contributions which were both calculated in a
L = 6 fm and a smaller L = 3 fm box on our coarsest lattice, � = 3.700. It was found that the sea-
sea and the sea-valence contribution did not show any relevant volume dependence compared to
the statistical precision. They are therefore evaluated on a dedicated subset of smaller L = 3 fm
lattices, see Sec. 4.3.1. The valence-valence contribution however exhibits non-negligible finite
volume effects. These contributions are calculated in L = 6 fm boxes and are corrected using
Eq. (4.99) for the mesons. SIB contributions which suffer from exponentially small FV effects
are also calculated in L = 6 fm boxes.

FV effects in the QED corrections to the current-current correlator were studied extensively in
Ref. [259] and in Ref. [7]. These were shown to behave like ↵�(LM⇡)

3 for our QCD+QED to
QCD matching conditions [7] and are thus negligible compared to the other uncertainties on the
QED corrections.

4.3.2.4 Global fit procedure and definition of the physical point

The simulations contain the lattice spacing and four bare parameters,

{a,mu,md,ms, e},

which need to be fixed to their physical values. In this study, they are fixed by using the set of
observables

{M⌦− ,M2
⇡�

,M2
ss,�M2, e2

∗
}, (4.100)

where ∗ sub- and superscripts indicate that it is the physical value that is considered and where
we have defined

M2
⇡�
≡

1
2
�M2

uu +M2
dd� �M2

⇡0

�M2
≡ (M2

dd −M2
uu) ,

(4.101)

and e2
∗
=
√

4⇡↵, with ↵ the fine structure constant, see Sec. 4.1. In partially-quenched chiral
perturbation theory coupled to photons it has been shown that M⇡�

� M⇡0 [260], up to terms
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that are beyond leading order in isospin breaking. The lattice spacing is set via

a = (aM⌦−)�M∗

⌦− , (4.102)

where M∗

⌦− = 1672.45(29) MeV is the experimentally measured mass of the ⌦− baryon [2] and
(aM⌦−) the extracted mass in lattice units. This is a so-called mass-dependent scheme, cf.
Sec. 3.6.4.

The mass of the ground-state ⌦− baryon is determined using the staggered operator ⌦VI(t) first
introduced in Ref. [261] and using either a four-state fit with two positive and two negative
parity states and with a prior term in the correlated �2, or a generalized eigenvalue problem
(GEVP). The variation between the three determinations of M⌦− is included as a systematic
error, see Sec. 4.3.3. Similarly, for the pseudoscalar meson M2

⇡�
an operator corresponding

to the pseudo-Goldstone taste was used. For the extraction of the mass from the correlator
a correlated cosh �M(t − T �2)� fit at sufficiently late times was performed. A variation in the
fit range is again included as a systematic error, cf. Sec. 4.3.3. We use here the results from
Ref. [7], where details can be found in the supplementary material in Sec. 4. For details on the
construction of the staggered operators see also Ref. [12].

Mss and �M2 are not experimentally measurable but they are “physical observables” in the sense
that they have a well-defined continuum limit13. Their physical values have been determined in
Ref. [7],

[Mss]∗ = 689.89(28)(40)[49]MeV

[�M2
]∗ = 13170(320)(270)[420]MeV2 ,

where the errors are statistical, systematic, and total, respectively. This set of observables is
also well suited for an IB decomposition, as we will argue in Sec. 4.3.2.4.

Our observables take the form (4.68), with the definition of the various components given
in (4.3.1.6). Observables, such as the HVP function, are non-linear functions of the lattice
spacing and the correlator, see Eq. (4.59), which themselves are affected by isospin breaking
effects. In order to calculate the isospin breaking corrections to the HVP function, these cor-
rections have to be expanded to O(e2

v, e2
s, �m). The expanded terms will then give �⇧̂ �Q2

��
0
,

�⇧̂ �Q2
��
′′

20
etc., i.e. the isospin breaking corrections to the HVP function. The same is true for

any other observable, see Eq. (4.108). In my code, this is done via an automatic derivation which
only keeps the first order terms in the expansion.

In order to obtain the physical result for an observable O, we parametrize its behaviour and
perform a global fit which includes a continuum extrapolation, an interpolation to the physical

13Alternatively, the bare parameters could be fixed using a set of only experimentally measurable quantities
{M⌦− ,M2

⇡�
,M2

K�
,�M2

K�
, e2∗}, as in [7], where

M2

K�
≡

1

2
�M2

K0
+M2

K+ −M2

⇡+�
�M2

K ≡M2

K0
−M2

K+ .
(4.103)

We have checked explicitly that, using this set of physical observables, we obtain entirely compatible results.
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point and the determination of strong-isospin breaking (SIB) and QED corrections,

O(a,Q2
) = O(0,Q2

) + A(a)
�
cont.

extrap.

+ BXl +CXs
�������������������������������������������������������
interpolation to
physical point

+DX�m +Ee2
v + Feves +Ge2

s
�����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

determination of
O(�m,e2

) corrections

, (4.104)

In the following, we will denote O(0,Q2
) = A0. Simulations are performed close to the physical

point, see Fig 4.4. Hence, Xl,Xs are proxies to parametrize the small difference in the light and
strange quark masses from their physical values. They are built from the set of observables (4.100)
and are defined as

Xl = �
(M⇡0�M⌦−)2

(M⇡0�M⌦−)2∗
� − 1, Xs = �

(Mss�M⌦−)2

(Mss�M⌦−)2∗
� − 1 . (4.105)

Since our ensembles closely bracket the physical point, see Fig. 4.4, this parametrization suffices
for an interpolation to the physical point. Similarly, we parametrize the dependence in isospin-
breaking parameters via

X�m =
�M2

M2
⌦−

, Xvv = e2
v , Xvs = eves , Xss = e2

s . (4.106)

Note that we also distinguish valence, ev, and sea, es, electric charges as in [7, 12]. In our
ensembles, X�m is scattered around [�M2

�M2
⌦−]∗.

Close to the critical point, in the scaling regime (cf. Chap. 3.6) the lattice spacing dependence
of our observable can be parametrized as

A(a) = A2[a
2↵n

s (1�a)] +A2la
2 log(a2

) +A4[a
2↵n

s (1�a)]
2 , (4.107)

where A2,A2l,A4 are fit parameters. Note that O(a) and O(a3
) lattice artefacts are absent

for staggered fermions, see also Sec. 3.2.2. As we discussed in great detail in Sec. 4.3.2.1, the
HVP receives logartihmically-enhanced cutoff effects a2 log(a2

) that have to be controlled. There
is also a source of logarithmically-suppressed effects that originate from higher order quantum
corrections in powers of ↵s(1�a) ∼ −1� log(a⇤QCD). If large and if the anomalous dimensions of
the operators which they result from are known, these discretization errors can be resummed
using renormalization group equations. Here we make the simplifying assumption that only one
higher-dimensional operator contributes to this scaling behavior with an anomalous dimension
n. These anomalous dimensions were studied for hadron masses in Yang-Mills theory and for
hadron masses and flavour currents in [251, 262, 263], see also [264]. These are found to be
small but the coefficient for the HVP is unknown and the authors argue that such anomalous
dimensions could be as large as n = 3 [265]. The value of ↵s(1�a) is obtained by using five-loop
perturbation theory to run ↵(MZ) [2] down to 1�a. To estimate the uncertainty originating from
our ignorance of the precise value of the anomalous dimension, we perform each analysis using
two extreme values: n = {0,3}. The choice for n = 3 is additionally motivated by the fact that it
reproduces well the behaviour of taste-breaking effects, see Fig. 2 of the supplementary material
in [7].
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Note that the fit functions B,C,D,E,F,G can also depend on lattice spacing and/or the light
and strange quark masses:

B = B0 +B2a
2

C = C0 +C2a
2

D =D0 +D2a
2
+DlXl +DsXs,

E = E0 +E2a
2
+ElXl +EsXs,

F = F0 + F2a
2,

G = G0 +G2a
2.

In practice we find that, except in the charm contribution, we never need a lattice spacing
dependence in B and C to describe our data well.

Considering each isospin derivative separately, (4.104) can be split to a system of five equations:

[O(Q2
)]0 = [A +BXl +CXs]0 (4.108)

[O(Q2
)]
′

m = [DX�m]
′

m (4.109)

[O(Q2
)]
′′

20 = [A +BXl +CXs +DX�m]
′′

20 + [E]0 (4.110)

[O(Q2
)]
′′

11 = [A +BXl +CXs +DX�m]
′′

11 + [F ]0 (4.111)

[O(Q2
)]
′′

02 = [A +BXl +CXs +DX�m]
′′

02 + [G]0 (4.112)

Then, the fit parameters A0,A2, . . . ,G2 are obtained by fits to the data. The final physical value
for each analysis is obtained by taking the fit function (4.104) with the parameters obtained by
fitting to the data and by plugging in the expansion parameters corresponding to the physical,
continuum extrapolated value, i.e.

a = 0, Xs = 0, Xl = 0, X�m = [�M2
�M2

⌦−]∗, Xvv =Xvs =Xss = e2
∗

.

Finally, the physical result is given by

O(Q2
) = O(Q2,0) +D0[X�m]∗ + (E0 + F0 +G0)e

2
∗

. (4.113)

Isospin breaking decomposition We would like to decompose the observables into an isospin
symmetric part, i.e. the value of the observable in a world where isospin symmetry is exact,
and isospin breaking parts. To do so, we need to define observables which are equal in both
worlds and which allow us to match the two theories. Different observables will of course give
different decompositions (scheme dependence). For further discussions see Ref. [266]. Different
IB components (like e.g. strong IB part) are not physical observables and therefore scheme
dependent. Only the sum of all components is physical and scheme independent. Hence, the
decomposition in Eq. (4.68) is not an isospin breaking decomposition but an expansion in bare
parameters.

While in Ref. [7] the Wilson flow w0 was used for a decomposition into isospin-symmetric and
isospin breaking components – the “BMW-scheme” – in this study we decided to use another
prescription for the separation. The scheme relies on M⌦, and the meson masses Mss, Muu and
Mdd. The meson masses are not physically observable (they cannot be measured in experiments)
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but have a well-defined continuum limit,

�O� = �O�(M⇡�
�M⌦, Mss�M⌦, LM⌦, �M�M⌦, e) . (4.114)

This choice of observables is well suited for a decomposition in IB components: The masses of
the quark-connected mesons ss̄, uū and dd̄ are absent of QED effects. �M2

= �M2
dd −M2

uu� is
also a suitable quantity to measure the strong isospin breaking effect coming from the difference
in mass of the up and the down quark because it is directly proportional to md −mu and its
QED corrections are even more suppressed than those of the individual Muu and Mdd. In chiral
perturbation theory with photons it can be shown that up to terms that are second order in
isospin breaking �M2

� 2B2�m. The same is true for M2
⇡�
�M2

⇡0 , as was mentioned earlier [260].
QED effects in both quantities are therefore very small.

The main reasons for this choice of scheme are that

• The fit qualities using M⌦ are in general better and the final results in general slightly
more precise.

• In using Mss and M⌦ to obtain both the final result and to perform an isospin separation,
we have to perform the several hundred thousand fits for each observable only once and
obtain the isospin breaking decomposition “for free”. This is in contrast to the work in
Ref. [7], where the final result was determined in so-called “type-I fits” using the ⌦ and
the K mass for the scale setting and the determination of the physical strange mass,
respectively, and Mss and w0 were used in “type-II” fits to perform the separation of
isospin-symmetric and isospin breaking contributions.

• A new and more precise determination of w0 is under way but has not yet been finalized.

Nevertheless, we explicitly cross-checked that – as expected – both the new and old prescriptions
yield highly compatible results. Finally, we decompose a physical observable into an isospin
symmetric contribution, a contribution from QED effects and a strong isospin breaking part,

�O� = �O�ISO + �O�QED + �O�SIB . (4.115)

Isospin breaking effects originating from QED interactions are defined by the expansion term in
e2
∗
,

�O�QED ≡ e2
∗
⋅
@�O�
@e2 (M⇡�

�M⌦, Mss�M⌦, LM⌦, �M�M⌦, e = 0) . (4.116)

Similarly, the strong isospin breaking part is defined as

�O�SIB ≡ [�M2
�M2

⌦]∗ ⋅
@�O�

@(�M�M⌦)
2 (M⇡�

�M⌦, Mss�M⌦, LM⌦, (�M2
�M2

⌦) = 0, e = 0). (4.117)

Finally, the remaining part, obtained by switching off the electric charge and the strong isospin
breaking parameter �M�M⌦ = 0, yields the isospin-symmetric part

�O�ISO ≡ �O�(M⇡�
�M⌦,Mss�M⌦, LM⌦, (�M2

�M2
⌦) = 0, e = 0). (4.118)
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Hence, in each analysis, the IB components are obtained by

[O]iso = O(Q2,0) = A0 , (4.119a)

[O]sib =D0[�M2
�M2

⌦−]∗ , (4.119b)

[O]qed = [O]qed−vv + [O]qed−sv + [O]qed−ss = (E0 + F0 +G0)e
2
∗

. (4.119c)

Note that this is the first lattice determination of �↵had where leading-order IB breaking cor-
rections are fully calculated and a decomposition is performed. We therefore cannot compare to
other groups.

Correlated fits If the fit function is linear in the fit parameters, the “best-fit parameters” from
minimizing the squared difference can be found analytically. Here we use however a modified
definition of the chi-squared

�2
=

Nens

�

i,j

(Yi − f(xi))C
−1
ij (Yj − f(xj)) (4.120)

with Nens the number of ensembles, Yi the lattice results of interest (e.g. ⇧̂l
(Q2
)), xi the lattice

quantities on which they depend (M2
⇡�

, M2
ss, . . .) on ensemble i and f the fit function which also

depends on fit parameters. The chi-squared definition is modified since we replace the usual
covariance matrix (that including only statistical fluctuations on Yi) by the covariance matrix of
the residuals Yi − f(xi),

Cij =
NJ − 1

NJ

NJ

�

J=1

��Y (J)i − f(x(J)i )� − �Y
(0)
i − f(x(0)i )�� ��Y

(J)
j − f(x(J)j )� − �Y

(0)
j − f(x(0)j )�� ,

(4.121)

where NJ are the number of jackknife samples and sample J = 0 corresponds to the values
obtained on the full set of ensembles. In this approach the covariance matrix takes into account
the statistical fluctuations of both the xi and Yi as well as the correlations between them, see
also Ref. [197]. With this covariance matrix, in general, one cannot find an analytical solution
for the minimization of the �2 since it becomes non-linear. In practice, I first approximate the
solution by using the usual definition of the covariance matrix. Then, the covariance matrix is
updated and the procedure iterated, with the parameters obtained in the previous step as initial
guess. Finally, a minimization algorithm (CG, etc.) can be applied.

Estimation of statistical uncertainties The statistical uncertainty is estimated using the
jackknife method. We use NJ = 48 jackknife samples on all ensembles, which results in a blocksize
much larger than the typical autocorrelation time.

Estimation of systematic uncertainties Having gone through the various challenges in the
previous subsections, we are finally able to give a summary of the various possible sources of
systematic uncertainties. Here we use the histogram method for an estimation of the systematic
uncertainties, see also Refs. [7, 153, 267]. The philosophy we follow is to include all possible
variations (such as higher order terms in the expansion in Eq. (4.107), different kernel functions
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etc.) which give a reasonable description of our data. We summarize these variations below. In
our analysis, we consider six main categories of sources for systematic uncertainties, namely:

i
Fit function. Using Symanzik effective theory we can determine the be-
haviour of our observables as a function of a. Here, we usually take into
account the leading cutoff effects. In order to estimate the uncertainty orig-
inating from subdominant terms, we vary the function in Eq. (4.107) by
including possible higher-order corrections. The same is true for the interpo-
lation to the physical point and the parametrization that we use in order to
determine the IB corrections. In practice, we include all terms necessary for
a reasonable �2 (i.e. a p-value above 0.05) and that should be there from our
theoretical understanding. We then switch on/off subdominant terms which
do not vanish within errors and which improve the �2 slightly. Of course, the
choice of fit parameters varies for the different observables. Details about fit
parameters included for each observable are listed in Sec. 4.3.3.

 

Ä
Cuts. For the iso-symmetric part of our observables we have at our disposal
twenty-six large scale simulations varying over five different lattice spacings
ranging from 0.118 fm to 0.064 fm and quark masses bracketing the physical
point. Hence, in order to further estimate the systematic error associated
with the continuum extrapolation, we can remove some of our coarser lattice
spacings and perform the extrapolation without these data points. In prac-
tice, we eliminate between zero and three of the coarsest lattices, depending
on the number of parameters in the fit function (4.107) (we always keep at
least n + 1 lattice spacings if we have n fit parameters). Cuts in the fits to
the IB corrections are also applied and varied independently from those in
the iso-symmetric part.

Iii
PDG

Physical masses. We take into account the errors on the experimentally
measured hadron masses and on the continuum extrapolated values for the
masses of the connected uū, dd̄ and ss̄ mesons by performing the analysis
with both mphys +�m and mphys −�m.

i
Iii

Mass extraction ranges. Hadron masses are extracted by fitting to the
effective mass curve of the corresponding correlation functions, for which a
certain fit range has to be chosen. They are fitted once a plateau is reached in
order to extract the mass of the groundstate. Excited states still contribute
but are exponentially suppressed at large times. These effects should be small
compared to the statistical error and the final result should not depend on the
specific choice of the fit range. To estimate the systematic uncertainty orig-
inating from the mass extraction range, we choose 2-3 fit ranges per hadron
(likewise for the IB components of the hadrons) and perform each analysis
with the extracted mass from each of the fit ranges.
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Choice of kernel functions and improvements. As we discussed in
Sec. 4.3.2.1, there are various viable ways of defining the kernel function in
the TMR-integrand and improvements vanishing in the continuum limit that
we can apply to our data. All these variations should extrapolate to the same
result in the continuum limit. For example, we do and do not improve the
data employing the prescription in Eq. (4.85), or we employ k0 and k1 as a
kernel in Eq. (4.59). These variations represent, together with the cuts in the
lattice spacing, usually the most important sources of systematic errors.Et

ILE
Finite volume. Since calculations are necessarily performed in a finite box,
the limit to infinite volume has to be taken. As we discussed in Sec. 4.3.2.3,
here we performed a dedicated lattice study to reliably take this limit to a big
volume of L ∼ 11 fm and use NNLO chiral perturbation theory to extrapolate
to L → ∞. The details of the way we estimate the systematic error originating
from this procedure can also be found in that section.

A variation of all different choices results in several hundred thousand fits for each observable, see
Sec. 4.3.3, where we provide a more detailed list. We call each collection of choices an analysis.
To keep track of the statistical uncertainty, we perform the global fit for each choice “under the
jackknife”, i.e. the global fit is performed on each jackknife sample, so NJ + 1 times. As men-
tioned above, due to our modified definition of the covariance matrix, these fits are non-linear.
To efficiently minimize the �2 for each of the several hundred thousand fits I use the Fortran
MINUIT-minimizer [268].

In our approach to determine the systematic uncertainty we include all possible variations that
describe the lattice data reasonably well. Each possible analysis gets a weight. We consider
that all choices except the fit functions and cuts in the lattice spacing are equally likely and
are therefore weighted with a flat weight. Other choices related to the parametrization of the
fit function and cuts in the lattice spacing are weighted according to the Akaike information
criterion (AIC), see Eq. (3.102) and Ref. [7]. Then, from the various fits a histogram can be
constructed, where the mean or the median is taken as the final estimate and the spread as an
estimate of the systematic uncertainty of the observable.

For later convenience, let us denote by a Latin letter the analysis variations that correlate two
quantities, a = 1, . . . , nc, such as for instance the mass extraction range for the pseudoscalars.
Note that the results obtained from these variations are all weighted uniformly. Further, those
analysis variations which are independent for each observable are labelled by a Greek letter,
↵ = 1, . . . , ni. These include the variation of fit functions, the �-cuts, the variation of the kernel
functions and the improvements we apply to our data. Some of them are uniformly, some
AIC-weighted. Note also that the weights do not depend on the jackknife sample, but they
are constructed from the fit to the original sample. The statistical uncertainties are assumed
to be Gaussian distributed, N (O; Ōi,�i), where O is the observable of interest, Ōi the central
value (the jackknife average) and �i the jackknife standard deviation for a particular analysis.
Then, for each observable O, we calculate a probability distribution function (PDF), which is
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the weighted normal distribution

PDF (O) =
1

nc
�
a,↵

wa↵

∑� wa�
N �O, Ōa↵,�a↵� , (4.122)

where we have denoted by wa,↵ the weight of a particular fit and by N (x,µ,�) the normal
distribution with mean µ and variance �. To obtain the final result and the error on the final
value we build the cumulative distribution function,

CDF (O,�) = �
O

−∞

dR PDF (R,�i

√

�) , (4.123)

where we have rescaled the statistical error by a factor � for later convenience. This rescaling
will allow us to disentangle the statistical and systematic error: From the above defined CDF,
a reasonable definition for the total error would be the difference between the 16% and the 84%
percentiles of the CDF, i.e.

�2
tot ≡ �0.5 (O84% −O16%)�

2
, (4.124)

where we have defined Ox as the x’th percentile such that CDF (Ox,� = 1) = x. However, in our
distributions we sometimes encounter “outlier” peaks which render the distribution asymmetric
and which would not necessarily be taken into account in the full error, see Sec. 4.3.3. To be
conservative, we therefore define our total error as the maximum of the distance between the
16% and the 84% percentiles to the median of the CDF,

�2
tot ≡max�(O50% −O84%)

2, (O50% −O16%)
2
� . (4.125)

The rescaling of the statistical error of each individual analysis should propagate into the same
rescaling for the total statistical error. Hence we have

�2
tot(�) = ��

2
stat + �

2
sys , (4.126)

where we require that the statistical and systematic error add up in quadrature to the total
error. Finally, the central value for a specific quantity is the median of the CDF without any
rescaling, i.e. the median of CDF (O,1). The statistical and systematic errors are disentangled
by solving a system of equations, namely by constructing the CDF for � = 1 and for � = 2 and
by solving for �2

sys and �2
stat. Choosing � = 2 instead of � = 0, which would be the natural choice

for isolating the systematic uncertainty, has the advantage that the CDF is smooth.

Error budget In order to resolve the relative contributions of the various sources of systematic
uncertainties to the final error, we follow the same procedure as outlined in detail in Ref. [7]: First
we build a CDF corresponding to each variation of a specific source of error, with M possible
variations. If we consider for instance the choice of kernel function, we build M = 2 CDFs, one
from all analyses with k0 as a kernel function and one from all analyses performed with k1. We
then determine M total errors from these M CDFs. Here, we use the definition of Eq. (4.124)
for the total error. Subsequently, from these M (Gaussian) CDFs we again build a total CDF,
with � the total error according to Eq. (4.124) of this choice and wi the sum of the weights
of all analyses entering this choice. To build the final CDF, we use the mean instead of the
median of the individual CDFs. The systematic error obtained from this total CDF corresponds
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to the error budget of this particular source of uncertainty. Since the systematic errors can be
(anti)correlated, the quadratic sum of the error budgets does not necessarily sum up to the full
systematic error.

Uncertainties on sum of contributions We perform a “final” analysis for each of the ob-
servables we listed above, namely the connected light, strange, charm and the disconnected
contribution for which we calculate the step scaling function in powers of two in the Euclidean
momentum squared, see Sec. 4.3.1.4. This split allows for an optimal distribution of computer
time and in particular for an optimal assessment of systematic choices in the analysis of a spe-
cific observable. For each of these quantities we calculate the statistical and systematic error as
outlined above. To obtain the Euclidean running of ↵ up to 8 GeV2, the sum of all our observ-
ables has to be taken. For simplicity here we discuss our strategy for calculating the statistical
and systematic uncertainties on the sum of two observables. In particular, to do so, the distri-
butions’ shapes and possible correlations have to be preserved. For the statistical uncertainty,
this can be achieved straightforwardly by keeping track of all jackknife samples. In principle,
one could compute the systematic uncertainty by taking all possible combinations of analyses
for each quantity. Since we perform several hundred thousand of analyses for each quantity
and we have a total of eighteen quantities to sum, taking all possible combinations would result
in (∼ 100.000)18 possibilities and would clearly not be feasible. Instead, our strategy relies on
reconstructing the distributions via random sampling.

• We randomly sample Sc samples from the correlated systematic choices in a correlated
way, i.e. we make sure we select the same combinations for all quantities to be summed.
Since they are flat-weighted this amounts to a uniform distribution.

• For each of the two quantities, we perform an importance sampling with Si samples of the
remaining combinations, according to the weight

1

nc

wa↵

∑� wa�
,

where we have already selected the correlated ingredients a, which are identical for both
quantities. In this step, we build a CDF for each combination of correlated systematics.
Then we pick a random number r and select the particular analysis which lies right above
r.

• For those systematic correlated ingredients which are not present in some of our quantities
(such as, for instance, the mass extraction range of the IB pseudoscalar masses in the
charm contribution) we produce identical copies and divide the weight by the number of
systematic variations.

This leaves us with two importance sampled distributions of a single systematic ingredient and
where each sample has a weight 1�(ScSi). To obtain the sum of several quantities we reconstruct
the distributions for all quantities, keeping track of the correlated choices and of all the jackknife
samples. The sum will then be given by the sum of the distributions, where each distribution
is now simply uniform. In practice, in order to correctly reconstruct the distributions from the
original ones, we need a sample size of approximately one million samples.
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4.3.3 Lattice results

We are now finally in the position to present the lattice results for the strange, light, charm and
disconnected components, including electromagnetic and strong-isospin breaking effects, of the
hadronic contribution to the Euclidean running of the electromagnetic coupling ↵ in the on-shell
scheme, in the continuum and infinite volume limits. As discussed in the previous sections, the
two limits are taken separately. We present in the following sections the various procedures used
for the set of observables given in Sec. 4.3.1.4. In Tab. 4.9 we give a summary of the systematic
variations employed. They depend of course on the specific observable and flavour. We also
provide a short descriptive explanation for each variation, for more details see Sec. 4.3.2. We
further list the number of variations performed for each systematic effect and specify whether the
variation is uniformly weighted or by using the Akaike-Information-criterion (AIC). We ascribe
equal weights to those fits obtained by varying subtractions of discretization errors using the
prescription (4.85) or (4.97), choices of fit ranges for the determination of hadronic masses, the
error in the physical value of the hadron masses and the variation of the kernel function in the
TMR integrand in Eq. (4.59) because we consider these equally probable descriptions of the
lattice data. The choices purely related to the continuum extrapolation, such as the parameters
in the fit function, the variation of the power of the strong coupling constant in the lattice
spacing dependence of the A coefficient from the commonly used n = 0 to n = 3 in (4.104) and
the removal of the coarsest lattice spacings are weighted according to the Akaike-information
criterion. Finally, for each variation we list in Tab. 4.9 the corresponding labels used in the error
budget tables which we provide for each individual quantity in the following sections.

Let us make some general remarks. As explained in detail in Chap. 4.3.1.4, we perform the
running in discrete step scaling steps of powers of two in the Euclidean momentum squared
to optimally disentangle possible systematic effects. Since the long-distance part of the light
and disconnected contribution suffers from taste-breaking effects, we further split these two
contributions to ⇧̂(1 GeV2

) into a long- and a short-distance window. As explained in detail
in Sec. 4.3.2, for some quantities we also perform analyses where we apply an improvement
on the data on each ensemble before performing the continuum extrapolation. This efficiently
removes large cutoff effects for short-distance quantities and those related to taste violations in
long-distance I = 1 quantities. We will make explicit for each quantity below if and what kind
of improvements have been applied. Note that we also always include fits to unimproved data
in the continuum extrapolations.

4.3.3.1 Connected light contribution

We list in Tab. 4.10 the continuum extrapolated results obtained from the global fits for the
light connected contribution to our set of observables, in units of 104, together with the total
error and the separation into statistical and full systematic error, as detailed in Sec. 4.3.2.4. The
results are obtained in a finite box and the finite-size corrections calculated in Sec. 4.3.2.3 will
be added subsequently. We also list the number of fits and the error budget for all variations
performed. For the determination of the isospin-symmetric component, we include 25 4-stout
ensembles with lattice spacings ranging from 0.118 fm to 0.064 fm and quark masses bracketing
the physical point, as detailed in Sec. 4.3.1. In total, we performed between ∼ 55000 and ∼ 100000
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Variation Description # Weight
label
Pseudoscalar meson fits mass extraction fit range for isospin-symmetric 2 flat
M⇡ fit part of ⇡: 1.8 . . .3.0 fm and 2.0 . . .3.8 fm
M⌦ fits mass extraction fit range for 3 flat
M⌦ fit isospin-symmetric part of ⌦− mass;

see Suppl. information Table 6 in Ref. [7]
IB M⌦ fits mass extraction fit range for IB parts of ⌦− mass 2 flat
M⌦,IB

IB meson fits mass extraction fit range for IB parts of 2 flat
for meson masses M0, M ′′

20, M ′′

11, M ′′

02, M ′

m

M⇡,IB

Physical M⌦ mass M⌦ −�M⌦, M⌦ +�M⌦ 2 flat
M⌦,phys taken from Ref. [2]
“Physical” Mss mass Mss −�Mss, Mss +�Mss 2 flat
M⌦,phys taken from (168) of Ref. [7]
Finite volume (FV) discretization error on lattice determination / flat

of FV correction, see Sec. 4.3.2.3
Taste improvement different time windows where SRHO is applied, 2-3 flat
taste imp. no improvement, t = 1.0 . . .∞ fm and

t = 1.5 . . .∞ fm, see Sec. 4.3.2.2
LO improvement subtraction of discretization errors at 2 flat
tree-level LO in staggered perturbative QCD
Kernel k0,1 vary kernel function in TMR integrand (4.59) 2 flat
kernel
Fit variations switch on/off parameters in the fit function (4.104); 1-6 AIC
A4 on/off etc. see individual sections for more details
�-cuts remove coarsest lattice spacings; 1-4 AIC
cuts depends on number of parameters in A(a)
�-cuts in IB parts vary independently from �-cuts 3 AIC
cuts in isospin-symmetric contribution
Variation n = 0,3 anomalous dimension for ↵s(1�a) in expansion (4.107) 2 AIC
anomalous dim.

Table 4.9: Summary of systematic variations employed in the lattice determination of the set of observables
given in Sec. 4.3.1.4. The variations depend on the specific observable and flavour contribution. We list the
type of variation, a short descriptive explanation, the number of variations and whether the variation is flat
or AIC weighted. In dark grey we list the label we use in the error budget tables in the sections below. For
more details see also Sec. 4.3.2.4.

fits for each individual quantity. For all short-distance quantities we performed fits to data
points that have undergone a subtraction of discretization errors based on LO staggered PT, as
outlined in Sec. 4.3.2.1. For the fits to the unimproved data we always keep the logarithmic term,
which can be well determined in the fit to the data. For all short-distance quantities, except for
�⇧(2 GeV2

), we find that we always need both an A2l and an A4 coefficient in the fit function to
obtain a reasonable �2. After the LO improvement we are still left with a residual discretization
error that we model with an a2↵s(1�a)

n and (a2↵s(1�a)
n
)
2 dependence, with n = {0,3}. The

first term is always kept while the latter term is also varied. Although the LO improvement
should remove most of the logarithmic a2 lna2 cutoff effects (see App. D), to be conservative, we
include both fits where the coefficient is constrained to zero and fits where the logarithmic term
is kept free in the fit function to the improved data.

To resolve the composition of the various systematic errors we calculate the error budget of the
individual quantities as detailed in Sec. 4.3.2.4. Clearly, the dominant source of error comes
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from the choices made related to the continuum extrapolation: the variation in the anomalous
dimension, the LO improvement, the removal of the coarsest lattice spacings and the variation of
the coefficients A2l and A4 usually introduce the largest uncertainty. For the highest momentum,
�⇧(8 GeV2), the variation of the kernel function becomes the dominant source of error. Note
also that several of these errors are (anti-)correlated and a clear separation into error budgets is
therefore not possible. As a consequence, the sum of the individual errors does not necessarily
correspond to the total systematic error. The systematic uncertainty related to the scale setting
and the setting of the physical point is very small for all quantities.

In Fig. 4.14 we show the continuum extrapolation of the short-distance window of the light
contribution to ⇧̂(1 GeV2,0.0 fm, 0.4 fm). We show here a number of illustrative fits, for more
details see the caption of Fig. 4.14. They were obtained by performing global fits as detailed
in Sec. 4.3.2.4. The continuum extrapolated value includes the leading order isospin breaking
corrections, as discussed in Sec. 4.3.1.6. We perform fits to data where we have employed the
kernel function k0 (red) and the kernel function k1 (blue) in the definition of the TMR integrand.
As explained in Sec. 4.3.2, this has the particular advantage that the coefficient in front of the
a2 ln(a2

) cutoff effect in leading order staggered perturbation theory changes sign. This leads
to a turnover of the curve for k0 at small a and both curves approach the continuum limit from
different directions. The dashed lines correspond to the fits to the data on which we applied a LO
improvement before performing the global fit. The above improvement procedure is only applied
to the isospin-symmetric component. The improvement removes up to 25 percentage points
from the discretization effects on our coarsest lattice and allows a controlled continuum limit.
The continuum limit, plotted in orange, has two errors, the statistical error and the combined
statistical and systematic error, as outlined in Sec. 4.3.2.4.

In Fig. 4.16 we show the continuum extrapolation of the long-distance window of the light
contribution to ⇧̂(1 GeV2,0.4 fm, ∞). The long-distance window gives the largest contribution
to ⇧̂(1GeV2

). The continuum extrapolation of this quantity is particularly challenging due to
taste-violations in the pion spectrum. While we performed a thorough study of the removal
of taste-breaking effects in the light contribution using the SRHO model, which seems to be
working extremely well in modeling the discretization effects even down to 0.4 fm, to be very
conservative, we applied here the taste-corrections only in time windows above 1.0 fm and even
included fits to the uncorrected datapoints in the final result. As can be observed in the fits to the
uncorrected data, taste-breaking effects introduce a large curvature and significantly increase the
final value and the final error and thus have an important impact on the final result. We would
therefore like to perform a more in-depth investigation of taste-breaking effects, for instance in
NNLO staggered chiral perturbation theory, as was done in Ref. [7]. To improve the approach
to the continuum limit, we further aim at including two additional ensembles at a smaller lattice
spacing of a ≈ 0.048 fm in our analysis which should exhibit reduced taste violations and should
reduce the final error significantly.

In Fig. 4.18 we depict the continuum extrapolation for the light connected contribution to
⇧(8GeV2

) −⇧(4GeV2
). At these large momenta, discretization errors become significant: Our

coarsest lattice spacing suffers from discretization effects of ∼ 20% for k0 and almost 40% for
k1. LO staggered perturbation theory removes practically all discretization effects, resulting in
datapoints which almost lie on a horizontal line. Despite these sizeable discretization effects in
the unimproved data, remarkably, the fits to the improved and the unimproved data extrapolate
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Figure 4.14: Example continuum extrapolations of ⇧̂l
(1GeV2

)0.0−0.4, including QED and SIB effects.
These are obtained from the global fit procedure described in Sec. 4.3.2.4. The four sets of 25 points with
errors are results for ⇧̂l

(1GeV2
)0.0−0.4 computed using the 25 ensembles listed in Tab. 4.1. The red points

are obtained with kernel k0(Q, t) and the blue ones with k1(Q, t). Moreover the points that lie along dashed
curves have undergone a subtraction of discretization errors using LO staggered perturbation theory as
described in (4.85). Those that lie along solid curves are uncorrected. Each of these 2 × 2 sets of points
is fitted independently. A few typical fits for each set are plotted as a function of a2 as curves whose
color and dashing match the corresponding set of points. The different curves correspond to variations in
the continuum extrapolation dependence of the fit function and in the number of coarser lattice spacings
included. In plotting these curves only the dependence of the corresponding fit function on a2 is kept: the
dependence on the other observables, used to define the physical point of 1+1+1+1 flavour QCD+QED (see
(4.100)), is fixed by setting those observables to their physical value. Similarly, one of the fit functions is
used to interpolate the corresponding lattice points to the physical value of each of the observables of (4.100).
The transparency of the curves is determined by the AIC weight of the corresponding fit: darker curves have
larger weight. Finally, the orange point at a2

= 0 corresponds to our final value for ⇧̂l
(1GeV2

)0.0−0.4 with
IB corrections: it includes two errors, the statistical and the combination of the statistical and all systematic
errors, associated with variations beyond those illustrated here.

to the same point – note again that these fits were all performed independently. In addition, the
advantage of including both kernel functions k0 and k1 becomes again apparent: these approach
the continuum limit from above and below. They join in the continuum limit, suggesting that we
correctly pick up the logarithmic coefficient, which becomes important at small lattice spacings,
and this already with our current set of ensembles. The addition of a smaller lattice spacing will
allow us to further constrain this coefficient. Again, after tree-level improvement, the difference
between the two kernel functions basically vanishes. There are however two significant outliers
which are only shown for illustrative purposes. These particular fits are clearly disfavoured by
the data with bad �2/dof ∼3-4 and therefore do not contribute to the final value. One of these
outliers corresponds to a fit to uncorrected data with kernel function k0 and anomalous dimension
n = 3. Firstly, as already mentioned, this fit is clearly disfavoured by our lattice-data, resulting
in a tiny AIC weight. This indicates that the n = 3 scaling which was found to fit well the cutoff
effects at low energies [7] and which is well-tuned for taste-breaking effects associated with the
pion mass does not necessarily work well at short distances where those taste-breaking effects
are less important. Secondly, in that case, we find that the the a2 lna2 fit coefficient has a sign
opposite to the one expected from LO staggered perturbation theory and shoots up, probably
stemming from the combination of a2↵s(1�a)

3 and the a2 lna logarithmically-enhanced terms.

We also plot in Figs. 4.15, 4.17 and 4.19 the corresponding probability (red) and cumulative
distribution functions (blue) of these particular quantities, together with the median and the
combined statistical and systematic error as green bands, as explained in Sec. 4.3.2.4. The PDFs
clearly display a multi-peak structure (less pronounced for �⇧(8GeV2

)), which mainly originates
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Figure 4.15: Probability distribution function (PDF) (blue curve) and cumulative distribution function
(CDF) (red curve) from which the total uncertainty on ⇧̂l

(1GeV2
)0.0−0.4 is derived. These are plotted as

a function of the value of ⇧̂l
(1GeV2

)0.0−0.4. They are obtained from all of the statistical fluctuations and
all of the systematic variations considered in the determination of ⇧̂l

(1GeV2
)0.0−0.4, as described in (4.122),

(4.123). Our final central value for ⇧̂l
(1GeV2

)0.0−0.4 is defined as the median of the distribution, shown as
a vertical blue dashed line. The brown vertical lines correspond to the 15.9 and the 84.1 percentiles. Their
distance from the median provide a lower and upper uncertainty, respectively. Our final total error is given
by taking the largest of these two uncertainties and treating it as a symmetric error around the median. The
range of values of ⇧̂l

(1GeV2
)0.0−0.4 covered by this total uncertainty is shown as the green band..
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Figure 4.16: Same as Fig. 4.14, but for ⇧̂l
(1GeV2

)0.4−∞, and with the subtraction of discretization errors
using LO staggered perturbation theory replaced by two levels of taste improvement, using the SRHO model
for Euclidean times in the TMR integration above 1 fm (dashed curves) or above 1.5 fm (dotted curves), as
described in Sec. 4.3.2.2. Also shown are the unimproved data and a corresponding set of fits.

from the fact that we also include fits to the unimproved data in the final error estimate. In
order to cover these peaks in the final error, the latter is obtained by taking the largest of the
distances from the median to the 15.9 and 84.1 percentiles, as explained in Sec. 4.3.2.4.

By performing the isospin decomposition as detailed in Sec. 4.3.2.4 we obtain the individual
isospin contributions in units of 104, which are given in Tab. 4.11. The errors correspond to the
statistical, full systematic and total error, respectively. We apply again the PDG conventions for
the rounding and the significant error digits [2]. The rounding is determined based on the total
error. All remaining plots of the continuum extrapolations and the corresponding probability
and cumulative distribution functions of the quantities in Tab. 4.10 can be found in App. E.

Finally, in Tab. 4.12 we list the results for the light contribution to the Euclidean HVP function,
⇧̂l
(Q2
), for Q2

= 1,2,4,8 GeV2, together with the total, statistical and full systematic error.
These were obtained by summing the contributions in Tab. 4.10 based on the sampling procedure
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Figure 4.17: Same as Fig. 4.15, but for ⇧̂l
(1GeV2

)0.4−∞

O(Q2
) ⋅ 104 ⇧̂l

00−04(1 GeV2
) ⇧̂l

04−∞(1 GeV2
) �⇧l

(2 GeV2
) �⇧l

(4 GeV2
) �⇧l

(8 GeV2
)

Number fits 55296 55296 110592 55296 110592
median 54.7 300 110.12 109.06 107.0

total error 6 (1.02%) 5 (1.83%) 32 (0.29%) 34 (0.31%) 4 (0.39%)
statistical error 1 (0.27%) 0 (0.07%) 15 (0.14%) 13 (0.12%) 2 (0.16%)
systematic error 5 (0.98%) 5 (1.82%) 28 (0.25%) 31 (0.29%) 4 (0.36%)

M⇡ fit <1 <1 <1 <1 <1
M⇡,IB fit <1 <1 <1 <1 <1
M⌦ fit <1 <1 <1 <1 <1

M⌦,IB fit <1 <1 <1 <1 <1
M⌦,phys <1 <1 <1 <1 <1
Mss,phys <1 <1 <1 <1 <1
kernel <1 <1 <1 <1 1

anomalous dim. 3 2 23 20 <1
tree-level 5 off 11 15 <1
taste imp. off 4 off off off

cuts 3 2 4 4 <1
A0 on/off on on on on on
A2 on/off on on on on on
A2l on/off <1 off <1 2 <1
A4 on/off 2 2 18 22 <1
B0 on/off <1 on 4 5 <1
C0 on/off on on on on on
D0 on/off on on on on on
Da on/off off <1 on <1 <1
Dl on/off <1 <1 <1 on <1
Ds on/off off off off off off
E0 on/off on on on on on
Ea on/off on off on on on
El on/off on off <1 off on
Es on/off <1 off off off off
F0 on/off on on on on on
Fa on/off on off on on on
G0 on/off on on on on on
Ga on/off on off 3 6 <1

Table 4.10: Continuum extrapolated results and error budget for the connected light contribution to our
observables, including leading-order isospin-breaking corrections. The errors are to be understood on the
last digits of the central value and we apply the PDG conventions for the rounding, which is determined
based on the total error [2]. We also list the number of analyses which were carried out for each individual
quantity. The results correspond to a box size Lref = 6.272 fm and Tref = 3�2Lref .
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Figure 4.18: Same as Fig. 4.14, but for ⇧l
(8GeV2

) −⇧l
(4GeV2

).

Figure 4.19: Same as Fig. 4.15, but for ⇧l
(8GeV2

) −⇧l
(4GeV2

).

outlined in Sec. 4.3.2.4, thereby preserving possible correlations. The total errors on the results
for ⇧̂l

(Q2
), for Q2

= 1,2,4,8 GeV2 are completely dominated by the taste-breaking systematic
on ⇧̂l

(1GeV2
). Thus, once those effects are better controlled the uncertainties on our results for

⇧̂l
(Q2
) for all Q2 will be greatly reduced.

4.3.3.2 Strange contribution

In Tab. 4.13 we collect the continuum extrapolated results obtained from the global fits for the
strange connected contribution to our set of observables, in units of 104, together with the total
error and the separation into statistical and full systematic error, as detailed in Sec. 4.3.2.4.
The variations listed in Tab. 4.13 are part of the error budget that we also give in that table.
Strong-isospin breaking does not enter in the strange contribution, hence the D coefficients in
Eq. (4.104) are always switched off in the fit function. Since taste-breaking effects are negligible
in the strange contribution, we do not have to split ⇧̂(1 GeV2

) into a long- and a short-distance
window. However, we only apply tree-level improvement in the short-distance window t < 0.4 fm.
The fits to the uncorrected data in this quantity do not always allow us to sufficiently constrain
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O(Q2
) ⋅ 104 ⇧̂l

00−04(1 GeV2
) ⇧̂l

04−∞(1 GeV2
)

iso 54.6(2)(5)[6] 298(0)(5)[5]
qed 0.34(3)(6)[7] −2.5(3)(10)[10]
qed-vv 0.21(0)(7)[7] −0.6(5)(2)[6]
qed-vs −0.022(5)(1)[5] −0.5(5)(0)[5]
qed-ss 0.150(32)(13)[34] −1.3(7)(3)[8]
sib 0.01133(28)(8)[29] 2.01(13)(23)[27]

O(Q2
) ⋅ 104 �⇧l

(2 GeV2
) �⇧l

(4 GeV2
) �⇧l

(8 GeV2
)

iso 109.94(15)(29)[33] 108.97(13)(31)[34] 107.0(2)(4)[4]
qed 0.61(11)(15)[19] 0.58(08)(08)[11] 0.47(5)(6)[8]
qed-vv 0.47(5)(4)[6] 0.44(2)(6)[6] 0.40(0)(12)[12]
qed-vs −0.086(22)(1)[22] −0.051(13)(1)[13] −0.026(7)(1)[7]
qed-ss 0.23(9)(17)[19] 0.20(8)(3)[9] 0.11(6)(8)[9]
sib 0.124(7)(2)[7] 0.0397(13)(23)[26] 0.0114(5)(3)[6]

Table 4.11: Continuum extrapolated results for the different isospin-breaking components of the light
connected contribution to our set of observables. The errors are to be understood on the last digits of the
central value and we apply the PDG conventions for the rounding, which is determined based on the total
error [2]. The decomposition was performed as detailed in Sec. 4.3.2.4. The results correspond to a box size
Lref = 6.272 fm and Tref = 3�2Lref .

O(Q2
) ⋅ 104 ⇧̂l

(1GeV2
) ⇧̂l

(2GeV2
) ⇧̂(4GeV2

) ⇧̂l
(8GeV2

) �⇧l
((8,1)GeV2

)

median 355 465 574 681 326.2
total error 5 (1.53%) 5 (1.17%) 5 (0.94%) 5 (0.79%) 6 (0.18%)
statistical error 0 (0.07%) 0 (0.06%) 0 (0.04%) 0 (0.03%) 3 (0.10%)
systematic error 5 (1.53%) 5 (1.16%) 5 (0.94%) 5 (0.79%) 5 (0.15%)

Table 4.12: Connected light contribution to the Euclidean ⇧̂l
(Q2
) vs. Q2. These were obtained by

summing the individual contributions to ⇧̂(1GeV2
) and to the discrete Adler function in Tab 4.10, following

the sampling procedure outlined in Sec. 4.3.2.4 in order to preserve possible correlations. The errors are to
be understood on the last digits of the central value and we apply the PDG conventions for the rounding,
which is determined based on the total error [2]

the fit coefficient in front of the logarithmic a2 lna term, and we hence include both fits where
the coefficient is left free and where it is constrained to zero. Once tree-level improvement is
applied to the data, the logarithmic coefficient vanishes within errors and we do not include it
in the fit function. For the steps in the discrete Adler function, we apply the same procedure
as in the case of the connected light contribution. However, we fix the anomalous dimension in
the fit function to n = 0 because, with n = 3, the �2/dof are bad. In total, we perform between
∼5.000 and ∼83.000 fits, depending on the quantity.

We depict in Fig. 4.20 the continuum extrapolation of the connected strange contribution to
�⇧s

(4GeV2
), and in Fig. 4.21 the corresponding probability and cumulative distribution func-

tions. Similarly to the continuum extrapolations of the light connected contribution at large
momenta, discretization errors become large. However, LO staggered perturbation theory works
very well in removing lattice artefacts. At 8 GeV2, the improvement removes up to 32 percentage
points of the discretization effects on our coarsest lattice and allows a controlled continuum limit.
Remarkably, the LO correction also corrects for almost all discretization errors differing between
the kernel k0 and k1, such that the two curves almost lie on top of each other. A decomposition
into IB components as detailed in Sec. 4.3.2.4 results in the individual isospin contributions in
units of 104 given in Tab. 4.14, together with the statistical, full systematic and total error.
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O(Q2
) ⋅ 104 ⇧̂s

(1 GeV2
) �⇧s

(2 GeV2
) �⇧s

(4 GeV2
) �⇧s

(8 GeV2
)

Number fits 5760 13824 27648 82944
median 41.6 18.81 20.45 20.84

total error 4 (0.90%) 8 (0.41%) 8 (0.41%) 14 (0.68%)
statistical error 2 (0.38%) 5 (0.28%) 5 (0.24%) 2 (0.10%)
systematic error 3 (0.81%) 6 (0.30%) 7 (0.33%) 14 (0.67%)

M⇡ fit <1 <1 <1 <1
M⇡,IB fit <1 <1 <1 <1
M⌦ fit 1 1 <1 <1

M⌦,IB fit <1 1 1 2
M⌦,phys <1 <1 <1 <1
Mss,phys <1 <1 <1 <1
kernel <1 <1 2 2

anomalous dim. off off off off
tree-level 2 3 3 5

cuts 1 1 1 2
A0 on/off on on on on
A2 on/off on on on on
A4 on/off off 3 4 2
A2l on/off 2 2 3 10
B0 on/off off off <1 <1
C0 on/off on on on on
D0 on/off off off off off
Da on/off off off off off
Dl on/off off off off off
Ds on/off off off off off
E0 on/off on on on on
Ea on/off <1 on on on
El on/off off off off <1
Es on/off off 1 1 2
F0 on/off on on on on
Fa on/off on <1 <1 on
G0 on/off on on on on
Ga on/off off off off <1

Table 4.13: Same as Tab. 4.10 but for the connected strange contribution. Remember that the errors are
to be understood on the last digits of the central value.

O(Q2
) ⋅ 104 ⇧̂s

(1 GeV2
) �⇧s

(2 GeV2
) �⇧s

(4 GeV2
) �⇧s

(8 GeV2
)

iso 41.5(2)(3)[4] 18.81(5)(6)[8] 20.45(5)(7)[9] 20.84(2)(14)[14]
qed 0.14(4)(2)[4] 0.013(3)(24)[24] 0.00(0)(5)[5] 0.006(15)(9)[18]
qed-vv 0.195(10)(12)[16] 0.027(0)(9)[9] 0.015(2)(12)[12] 0.012(0)(22)[22]
qed-vs −0.03(1)(0)[1] −0.0050(23)(0)[23] −0.0028(9)(17)[20] −0.0012(7)(1)[7]
qed-ss −0.03(3)(1)[4] −0.013(8)(15)[17] −0.020(0)(31)[31] −0.002(15)(15)[21]

Table 4.14: Same as Tab. 4.11 but for the IB decomposition of the strange connected contribution. Note
that strong isospin-breaking corrections are absent in the strange contribution. Remember that the errors
are to be understood on the last digits of the central value.
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Figure 4.20: Same as Fig. 4.14, but for �⇧s
(4GeV2

), and with the subtraction of discretization errors
using LO staggered perturbation in the full time range.

Figure 4.21: Same as Fig. 4.17, but for �⇧s
(4GeV2

).

O(Q2
) ⋅ 104 ⇧̂(2GeV2

) ⇧̂(4GeV2
) ⇧̂(8GeV2

) �⇧((8,1)GeV2
)

median 60.4 80.8 101.70 60.08
total error 4 (0.60%) 4 (0.44%) 35 (0.35%) 17 (0.28%)
statistical error 2 (0.28%) 2 (0.23%) 19 (0.19%) 11 (0.18%)
systematic error 3 (0.53%) 3 (0.38%) 30 (0.29%) 12 (0.21%)

Table 4.15: Same as Tab. 4.12, but for the strange connected contribution to ⇧̂(Q2
). Note that the errors

are to be understood on the last digits of the central value.

By summing the various quantities in Tab. 4.13 via the sampling procedure outlined in Sec. 4.3.2.4
we obtain the strange contribution to the Euclidean HVP function, ⇧̂s

(Q2
) for Q2

= 1,2,4,8GeV2.
The results, together with the total, statistical and full systematic error are given in Tab. 4.15.

4.3.3.3 Connected charm contribution

The charm current-current correlator is significantly more precise than the light and strange
contributions. If we use the full statistics for the charm contribution to the discrete Adler
function �⇧(Q2

) it becomes very difficult to perform the global fit and get reasonable values of
�2
�d.o.f. For this reason in the evaluation of the charm contribution we restrict our analysis to

48 configurations per each ensemble, uniformly distributed over the whole set of configurations.
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We also use 24 random sources. In general, the analysis for the charm contributions is analogous
to the light and strange part. As for the strange, we can safely neglect finite volume and
taste-breaking corrections which are even smaller here. We also do not study isospin-breaking
corrections for the same reason.

Apart from the conserved current we use other current discretizations, as detailed in Sec. 4.3.1.2,
which helps constrain the continuum extrapolation of the charm contribution which is expected
to be difficult due to discretization effects proportional to powers of amc that can be as large
as 0.66 on our coarsest lattices. In the global fit procedure we then simultaneously continuum
extrapolate the observables OJ determined using the different current operators, labelled by “J”
via:

OJ
(a,Q2

) = O(0,Q2
) +AJ

(a)
���������������
cont.

extrap.

+BJXl +CJXs
���������������������������������������������������������������������������
interpolation to
physical point

. (4.127)

Note that observables corresponding to different currents have different discretization errors, but
should give the same result in the continuum limit. Thus the continuum extrapolated values
O(0,Q2

) are constrained to be the same for all current discretizations. The coefficients of AJ ,
BJ and CJ are allowed to differ.

We have found for the charm contribution that the data before the LO perturbative lattice
correction cannot be described reasonably by our functions, so in the analysis we used only
the LO corrected correlator. The LO correction is performed separately for each staggered
current. The data for different currents computed on a given ensemble are correlated, so we
take these correlations into account in our global fit. We find that if we use all 12 current
correlators available the covariance matrix is close to singular and the fits become ill behaved.
For this reason we use only 5 different current correlators in the analysis. These include the one
constructed from the conserved current (V ) and four currents which have the largest and the
smallest values, so that we can constrain the continuum extrapolated values for our observables
from above and below.

In Tab. 4.16 we summarize information about the different fit functions employed. Since we
do not include IB corrections in the charm contribution and since we do not include fits to
unimproved data, the number of fits that we perform for each quantity is reduced to 2304. All
other parameters are always set to zero. In Tab. 4.16 we also summarize our final results for the
corresponding discrete Adler function and for the various contributions to systematic uncertain-
ties. Here, the uncertainty originating from the scale/physical point setting, in particular from
the various fit ranges used to extract the ⌦ mass and from the continuum extrapolated value of
the Mss meson mass, become comparable to the uncertainties originating from the continuum
extrapolations.

In Fig. 4.22 we present the dependence, on the lattice spacing, of the (tree-level corrected) HVP
and discrete Adler function ⇧̂c

(1 GeV2
), �⇧c

(2 GeV2
), �⇧c

(4 GeV2
), �⇧c

(8 GeV2
) on the

lattice spacing.

In Tab. 4.17 we summarize the results for the charm connected contribution to the Euclidean
HVP function, ⇧̂c

(Q2
) for Q2

= 1,2,4,8GeV2. These are obtained by summing the HVP and
the discrete Adler functions.
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Figure 4.22: Illustrative examples for continuum extrapolations of the connected charm contribution to
⇧̂(1GeV2

) (upper left), �⇧(2GeV2
) (upper right), �⇧(4GeV2

) (lower left), �⇧(8GeV2
) (lower right). For

each quantity we depict a typical fit, together with the associated �2/dof. The datapoints have undergone
a subtraction of discretization effects based on LO staggered perturbation theory (see App. B.2 for explicit
expressions) prior to performing the fit. The different colours correspond to the five different staggered current
discretizations of the quark electromagnetic current correlator which we fit simultaneously and constrain to
extrapolate to the same point in the continuum limit. In plotting these curves only the dependence of
the corresponding fit function on a2 is kept: the dependence on the other observables, used to define the
physical point of 2+1+1 flavour QCD (see (4.100)), is fixed by setting those observables to their physical
value. Similarly, the fit function is used to interpolate the corresponding lattice points to the physical value
of each of the observables of (4.100). Finally, the black point at a2

= 0 corresponds to our final continuum
extrapolated value for this particular fit, including its statistical uncertainty.

Figure 4.23: Same as Fig. 4.17, but for ⇧̂c
(1GeV2

) (upper left), �⇧c
(2GeV2

) (upper right), �⇧c
(4GeV2

)

(lower left), �⇧c
(8GeV2

) (lower right), respectively.



The running of the electromagnetic coupling 126

O(Q2
) ⋅ 104 ⇧̂c

(1 GeV2
) �⇧c

(2 GeV2
) �⇧c

(4 GeV2
) �⇧c

(8 GeV2
)

Number fits 2304 2304 2304 2304
median 16.30 14.49 24.85 38.57

total error 15 (0.92%) 12 (0.81%) 18 (0.72%) 25 (0.65%)
statistical error 14 (0.84%) 11 (0.73%) 15 (0.62%) 18 (0.47%)
systematic error 6 (0.38%) 5 (0.35%) 9 (0.37%) 17 (0.45%)

M⇡ fit <1 <1 <1 <1
M⇡,IB fit <1 <1 <1 <1
M⌦ fit 2 2 3 4

M⌦,IB fit <1 <1 <1 <1
M⌦,phys 1 1 1 1
Mss,phys 4 4 5 7
kernel 1 1 1 2

anomalous dim. <1 1 4 11
tree-level on on on on

cuts 2 1 3 4
A0 on/off on on on on
A2 on/off on on on on

A2l, A4 on/off <1 <1 <1 <1
B0 on/off on on on on
B2 on/off on on on on
C0 on/off on on on on
C2 on/off on on on on

Table 4.16: Same as Tab. 4.10 but for the connected charm contribution. Remember that the errors are
to be understood on the last digits of the central value.

O(Q2
) ⋅ 104 ⇧̂(2GeV2

) ⇧̂(4GeV2
) ⇧̂(8GeV2

) �⇧((8,1)GeV2
)

median 30.79 55.6 94.2 77.9
total error 26 (0.86%) 4 (0.77%) 6 (0.68%) 5 (0.64%)
statistical error 24 (0.79%) 4 (0.71%) 6 (0.61%) 4 (0.56%)
systematic error 10 (0.33%) 2 (0.31%) 3 (0.30%) 2 (0.31%)

Table 4.17: Same as Tab. 4.12, but for the charm connected contribution to ⇧̂(Q2
). Note that the errors

are to be understood on the last digits of the central value.

4.3.3.4 Disconnected contribution

In Tab. 4.18 we list the results and the error budgets for the disconnected contribution to our
set of observables. As in the case of the light connected contribution, we split ⇧̂(1GeV2

) into
a short-distance window from t = 0 − 0.4 fm and into a long-distance one from t = 0.4 −∞ fm.
For the long-distance window we apply the same analysis procedure as in the case of the light
connected contribution. We use two values for the anomalous dimension n = 0,3 and we improve
the continuum limit by applying the taste-improvement procedure based on the SRHO model.
However, here we do not include the fits to the unimproved data in the final analysis, as it does
not significantly alter the result. We do not apply tree-level improvement since the disconnected
component of the correlator vanishes at leading order, see Sec. 4.3.2.1. For the same reason we
do not include a logarithmic term in the short-distance components. For all quantities (and for
the long-distance window of ⇧̂d

(1GeV2
) after applying the taste-improvement) we find an A4

term that is consistent with zero and therefore use only linear continuum extrapolations. For
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all quantities except for �⇧d
(2GeV2

) and �⇧d
(4GeV2

) we even find that a constant describes
the a2-dependence of the isospin-symmetric contribution reasonably well and we include the
variation A2 = 0 and A2 free as a systematic uncertainty. The number of fits we have to perform
in the case of the disconnected component gets therefore significantly reduced for the discrete
Adler function. In particular, we find that all fits (and in the case of ⇧̂(1GeV2,0.0 fm,0.4 fm)

more than 95%) have a p-value larger than 5%.

The plots of the continuum extrapolations and the corresponding plots of the probability and
cumulative distribution functions for the disconnected component are collected in App. E.

In Tab. 4.19 we summarize the results for the isospin-breaking components for the disconnected
contribution. As for the previous quantities, we also provide in Tab. 4.20 the results for the
disconnected contribution to the Euclidean ⇧̂d

(Q2
) in discrete Q2-steps.

4.3.3.5 Hadronic running of ↵ up to 8 GeV2: lattice results

Based on the sampling procedure outlined in Sec. 4.3.2.4, we collect below the results for the sum,
preserving correlations, of the connected light, strange, charm and disconnected contributions to
the Euclidean running of the electromagnetic coupling up to Q2

= 8 GeV2. Tab. 4.21 contains
the median, total, statistical and full systematic error for the HVP function ⇧̂(Q2

) and for our
step scaling function. The contributions of the different steps in the discrete Adler function are
more or less of the same size since the running is logarithmic (see Sec. 2.2) and we perform
the step scaling in powers of two in the Euclidean momentum transfer squared. While for
the steps above 1GeV2 we have reached a very small relative error of 0.2 − 0.3%, the error
on the low energy contribution is still above 1%. The total error is in general dominated by
systematic effects, except for the running from 1GeV2 to 8GeV2, where the charm contribution,
which is statistics dominated, becomes important. In Fig. 4.24 we show the probability and
cumulative distribution functions for the running of the sum of connected light, strange, charm
and disconnected contributions to ⇧̂(Q2

). They clearly display a double-peak structure, mainly
originating from the variation between improvement and no improvement of the data prior to
the continuum extrapolation.

In Tab. 4.22 we provide the IB decomposition for the four-flavour hadronic vacuum polariza-
tion function up to Q2

= 8GeV2, based on the decomposition scheme introduced in Sec. 4.3.2.4.
Isospin-breaking effects arising from electromagnetic interactions play a sizable role and con-
tribute ∼ 1% to ⇧̂(1GeV2

) (they are negative). At higher momenta, these contribute only at
the sub-percent level. IB effects originating from the difference in the light quark masses mu

and md contribute much less, ∼ 0.2% at 1GeV2 and become negligible at higher energies. It is
instructive to compare the various flavour contributions, as well as FV corrections, that we have
collected in Tab. 4.23. We have also included the contributions from the bottom quark, which
were obtained using the results from Ref. [13]. The sum of the connected light, strange, charm,
disconnected, bottom and finite-size contributions yields the final five-flavour hadronic ⇧̂(Q2

),
given in the last coloumn of Tab. 4.23. Note that the sum of the connected light, strange, charm
and disconnected contributions was obtained by performing the sampling procedure, and the
results were given in Tab. 4.21. The finite-size and bottom contributions were simply added,
and the errors were added in quadrature since these contributions are completely independent
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O(Q2
) ⋅ 104 ⇧̂d

00−04(1 GeV2
) ⇧̂d

04−∞(1 GeV2
) �⇧d

(2 GeV2
) �⇧d

(4 GeV2
) �⇧d

(8 GeV2
)

Number fits 18432 36864 4608 4608 9216
median -0.0026 -4.6 -0.165 -0.046 -0.0076

total error 5 (−18.93%) 7 (−14.86%) 12 (−7.33%) 4 (−8.37%) 12 (−16.12%)
statistical error 3 (−12.16%) 4 (−8.01%) 5 (−3.04%) 1 (−1.43%) 8 (−9.97%)
systematic error 4 (−14.52%) 6 (−12.51%) 11 (−6.67%) 4 (−8.25%) 10 (−12.66%)

M⇡ fit <1 <1 <1 <1 <1
M⇡,IB fit <1 <1 <1 <1 <1
M⌦ fit <1 <1 <1 <1 <1

M⌦,IB fit <1 <1 <1 <1 <1
M⌦,phys <1 <1 <1 <1 <1
Mss,phys <1 <1 <1 <1 <1
kernel 3 <1 <1 <1 2

anomalous dim. 1 <1 10 3 1
tree-level off off off off off
taste imp. off 2 off off off

cuts 1 <1 2 <1 <1
A0 on/off on on on on on
A2 on/off 2 <1 on on 2
A2l on/off off off off off off
A4 on/off off off off off off
B0 on/off off off off off off
C0 on/off <1 <1 off off on
D0 on/off on on on on on
Da on/off off 3 on on on
Dl on/off <1 off off off off
Ds on/off off off off off off
E0 on/off on on on on on
Ea on/off off off on on 6
El on/off on off <1 <1 off
Es on/off off off off off off
F0 on/off on on on on on
Fa on/off off off off off off
G0 on/off on on on on on
Ga on/off off off off off off

Table 4.18: Same as Tab. 4.10 but for the disconnected contribution. Remember that the errors are to be
understood on the last digits of the central value.

from our four-flavour lattice ⇧̂(Q2
). The connected light contribution accounts for ∼ 80% of the

total running of ↵ up to 8GeV2 (remember that �(5)had(Q
2
) = e2⇧̂(5)(Q2

)). At low energies, from
Q2
= 0 to Q2

= 1GeV2, it contributes almost 90%. The charm contribution becomes of course
more important at higher energies, whereas the disconnected contribution is more important at
long distances. Finite size corrections are in general small and give a correction within the total
error. On the final five-flavour running from Q2

= 0 to Q2
= 8GeV2 we have already reached a

sub-percent relative precision of ∼ 0.6%.
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O(Q2
) ⋅ 104 ⇧̂d

00−04(1 GeV2
) ⇧̂d

04−∞(1 GeV2
)

iso −0.0015(2)(4)[4] −3.3(2)(5)[5]
qed −0.0535(13)(14)[19] −4.9(11)(1)[11]
qed-vv −0.0518(8)(13)[15] −4(1)(0)[1]
qed-vs −0.0007(7)(0)[7] 0.2(5)(0)[5]
qed-ss −0.0010(6)(1)[6] −0.9(6)(0)[6]
sib 0.00382(10)(16)[19] −0.92(12)(29)[32]

O(Q2
) ⋅ 104 �⇧d

(2 GeV2
) �⇧d

(4 GeV2
) �⇧d

(8 GeV2
)

iso −0.116(4)(11)[12] −0.032(0)(4)[4] −0.0034(3)(4)[5]
qed −0.289(15)(4)[16] −0.144(8)(3)[8] −0.064(6)(12)[13]
qed-vv −0.285(13)(4)[13] −0.133(6)(3)[7] −0.061(6)(12)[13]
qed-vs 0.000(8)(0)[8] −0.0022(31)(2)[31] 0.0012(12)(1)[12]
qed-ss −0.004(7)(1)[7] −0.0085(32)(2)[32] −0.0031(12)(1)[12]
sib −0.0224(14)(9)[17] −0.00177(9)(9)[12] 0.00179(14)(6)[15]

Table 4.19: Same as Tab. 4.11 but for the IB decomposition of the disconnected contribution. Note that
the errors are to be understood on the last digits of the central value.

O(Q2
) ⋅ 104 ⇧̂d

(1GeV2
) ⇧̂d

(2GeV2
) ⇧̂d

(4GeV2
) ⇧̂d

(8GeV2
) �⇧d

((8,1)GeV2
)

median -4.6 -4.8 -4.8 -4.8 -0.218
total error 7 (14.85%) 7 (14.35%) 7 (14.21%) 7 (14.19%) 12 (5.57%)
statistical error 5 (8.00%) 4 (7.73%) 4 (7.66%) 4 (7.65%) 6 (2.61%)
systematic error 6 (12.52%) 6 (12.09%) 6 (11.97%) 6 (11.95%) 11 (4.92%)

Table 4.20: Same as Tab. 4.12, but for the disconnected contribution to ⇧̂(Q2
). Note that the errors are

to be understood on the last digits of the central value.

O(Q2
) ⋅ 104 ⇧̂(4)(1GeV2

) ⇧̂(4)(2GeV2
) ⇧̂(4)(4GeV2

) ⇧̂(4)(8GeV2
)

median 408 551 706 872
total error 5 (1.32%) 5 (0.98%) 5 (0.76%) 5 (0.61%)
statistical error 0 (0.07%) 0 (0.05%) 0 (0.04%) 0 (0.03%)
systematic error 5 (1.32%) 5 (0.97%) 5 (0.76%) 5 (0.61%)

O(Q2
) ⋅ 104 �⇧(4)(2GeV2

) �⇧(4)(4GeV2
) �⇧(4)(8GeV2

) �⇧(4)((8,1)GeV2
)

median 143.28 154.3 166.4 464.0
total error 33 (0.23%) 4 (0.26%) 5 (0.28%) 8 (0.18%)
statistical error 19 (0.13%) 2 (0.16%) 3 (0.18%) 6 (0.13%)
systematic error 26 (0.18%) 3 (0.20%) 4 (0.21%) 5 (0.12%)

Table 4.21: Euclidean four-flavour HVP function ⇧̂(4)(Q2
) up to Q2

= 8GeV2, in steps of powers of
two, together with the corresponding discrete Adler function. These results for ⇧̂(4)(Q2

) were obtained by
summing the individual contributions to ⇧̂(1GeV2

) and to the discrete Adler function in Tabs. 4.10, 4.13, 4.16
and 4.18, following the sampling procedure outlined in Sec. 4.3.2.4 in order to preserve possible correlations.
The errors are to be understood on the last digits of the central value and we apply the PDG conventions
for the rounding, which we base on the total error [2].
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Figure 4.24: Same as Fig. 4.17, but for the sum of connected light, strange, charm and disconnected
contribution to ⇧̂(1GeV2

) (upper left), ⇧̂(2GeV2
) (upper right), ⇧̂(4GeV2

) (lower left), ⇧̂(8GeV2
) (lower

right), respectively.

O(Q2
) ⋅ 104 ⇧̂(4)(1GeV2

) ⇧̂(4)(2GeV2
) ⇧̂(4)(4GeV2

) ⇧̂(4)(8GeV2
)

iso 407(0)(5)[5] 551(0)(5)[5] 705(0)(5)[5] 871(0)(5)[5]
qed −7.0(14)(4)[14] −6.6(14)(4)[15] −6.2(15)(4)[15] −5.8(15)(4)[15]
qed-vv −4.5(10)(2)[10] −4.3000(10)(2)[11] −4.0(10)(2)[11] −3.7(10)(2)[11]
qed-vs −0.4(7)(0)[7] −0.5(7)(0)[7] −0.5(7)(0)[7] −0.5(7)(0)[7]
qed-ss −2(1)(0)[1] −1.9(9)(3)[10] −1.7(10)(3)[10] −1.6(10)(3)[11]
sib 1.11(24)(25)[35] 1.21(24)(25)[35] 1.25(24)(25)[35] 1.27(24)(25)[35]

O(Q2
) ⋅ 104 �⇧(4)(2GeV2

) �⇧(4)(4GeV2
) �⇧(4)(8GeV2

) �⇧(4)((8,1)GeV2
)

iso 143.15(19)(26)[32] 154.3(2)(3)[4] 166.3(3)(4)[5] 463.7000(6)(5)[8]
qed 0.33(12)(15)[19] 0.43(8)(9)[12] 0.41(7)(5)[9] 1.15(23)(17)[29]
qed-vv 0.21(5)(4)[6] 0.33(2)(6)[6] 0.34(0)(12)[12] 0.85(8)(10)[12]
qed-vs −0.091(24)(2)[24] −0.056(14)(1)[14] −0.026(7)(1)[7] −0.17(4)(0)[4]
qed-ss 0.21(9)(17)[19] 0.2(1)(1)[1] 0.1(1)(1)[1] 0.47(20)(15)[25]
sib 0.101(7)(2)[7] 0.0379(13)(23)[26] 0.0131(6)(3)[7] 0.153(9)(2)[9]

Table 4.22: Isospin-breaking decomposition of the Euclidean four-flavour HVP function ⇧̂(4)(Q2
) up

to Q2
= 8GeV2, in steps of powers of two, together with the corresponding discrete Adler function. These

results for ⇧̂(4)(Q2
) were obtained by summing the individual contributions to ⇧̂(1GeV2

) and to the discrete
Adler function in Tabs. 4.11, 4.14, 4.16 (only for the isospin-symmetric contribution) and 4.19, following the
sampling procedure outlined in Sec. 4.3.2.4 in order to preserve possible correlations. The errors are to be
understood on the last digits of the central value and we apply the PDG conventions for the rounding, which
we base on the total error [2]

4.3.4 Comparison with previous results

In Fig. 4.25 we compare our results for the five-flavour HVP function ⇧̂(5)(Q2
) with the recent

lattice determination by the Mainz collaboration [8], with two earlier lattice determinations
of our collaboration [6, 7] and with a data-driven determination using data from the KNT
collaboration from Ref. [14]. The results from our collaboration from 2017 [6] do not contain
isospin-breaking corrections. We add our determinations from Tab. 4.22 with 100% uncertainties
since our IB separation schemes slightly differ. Our results include the contribution from the
bottom quark listed in Tab. 4.23. In Ref. [8] the authors provide a parametrization of their
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O(Q2
) ⋅ 104 Olight Ostrange Ocharm Odisc

∞− ref Obottom O(5)

⇧̂(1GeV2
) 355[5] 41.6[4] 16.30[15] −4.6[7] 3.10[22] 0.34[5] 411[5]

⇧̂(2GeV2
) 465[5] 60.4[4] 30.79[26] −4.8[7] 3.24[25] 0.7[1] 555[5]

⇧̂(4GeV2
) 574[5] 80.8[4] 55.6[4] −4.8[7] 3.31[25] 1.33[19] 710[5]

⇧̂(8GeV2
) 681[5] 101.70[35] 94.2[6] −4.8[7] 3.36[25] 2.6[4] 878[5]

�⇧(2GeV2
) 110.12[32] 18.81[8] 14.49[12] −0.165[12] 0.135[12] 0.34[5] 143.75[35]

�⇧(4GeV2
) 109.06[34] 20.45[8] 24.85[18] −0.046[4] 0.08[1] 0.7[1] 155.1[4]

�⇧(8GeV2
) 107.0[4] 20.48[14] 38.57[25] −0.0076[12] 0.04[1] 1.27[19] 167.7[5]

Table 4.23: Euclidean five-flavour HVP function ⇧̂(5)(Q2
) up to Q2

= 8GeV2, in steps of powers of
two, together with the corresponding discrete Adler function. We give separately the light, strange, charm
and disconnected contributions which are the final results presented in the last sections. We also list the
finite-size corrections computed in Sec. 4.3.2.3. The bottom quark contribution was obtained using the work
of the HPQCD collaboration [13]. The last column contains the sum of all contributions. Note that the
sum of the light, strange, charm and disconnected contributions was obtained using the sampling procedure
in Sec. 4.3.2.4 while the bottom and FV corrections were simply added, and their errors were added in
quadrature. The errors are to be understood on the last digits of the central value and we apply the PDG
conventions for the rounding [2].
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Figure 4.25: Compilation of results for the vacuum polarization function ⇧̂(Q2
) and its step scaling

�⇧(2Q2,Q2
) in units of 104 for various values of Q2 in GeV 2. The violet results are a recent lattice

determination by the Mainz collaboration [8]. The authors in Ref. [8] provide a parametrization of their
results based on Padé-approximants, including a correlation matrix. The yellow marks are the results from a
data-driven determination based on the R-ratio data provided by KNT [14] from threshold to Q = 11.199 GeV
and perturbative QCD to O(↵4

s
) using the package rhad [15] for the remaining integral. We also compare to

two earlier determinations by our collaboration [6, 7].

results based on Padé approximants including a correlation matrix. In our comparison we do
not include the results of the first lattice calculation of the hadronic contribution to the running
of ↵ by Burger et al. [226] who used twisted mass fermions. Indeed, that pioneering calculation
is performed with heavier than physical pion masses and neglects the disconnected and isospin-
breaking contributions. Moreover, the authors consider directly the bare HVP function ⇧(Q2

)

at non-zero lattice momenta (Q = n2⇡�L, m2⇡�T ), forcing them to perform a model-dependent
extrapolation in Q2 to determine the subtraction constant ⇧(0). All of these features make a
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Figure 4.26: Comparison for the Euclidean running of �↵(5)had(Q
2
) up to Q2

= 8GeV2 in units of 104

obtained in this work, two earlier results from our collaboration [6, 7], a recent lattice determination by the
Mainz collaboration [8] and a data-driven determination based on the R-ratio data provided by KNT [14]
from threshold to Q = 11.199 GeV and perturbative QCD to O(↵4

s
) using the package rhad [15] for the

remaining integral. The violet data points correspond to the values given in Tab. 6 of Ref. [8] while the curve
was obtained using the parametrization based on Padé-approximants which the authors also provide.

reliable estimate of systematic errors difficult. Reassuringly, we agree well with our previous
determinations, albeit with a larger error than the preliminary result of ⇧̂(1GeV2

) in Ref. [7].
We discuss below how we plan to reduce the uncertainty on this quantity. We agree in general
quite well with the recent result from Mainz: the difference on ⇧̂(1GeV2

) and on each of the
finite steps in the discrete Adler function lies between one and two sigma. However, our results lie
systematically below those obtained by the Mainz collaboration. This difference may stem from
the fact that they have not accounted for the logarithmically-enhanced discretization effect in the
continuum extrapolations. As explained in detail in Sec. 4.3.2.1, the logarithmic term becomes
important at small values of a and the function turns around. While the agreement in individual
discrete Adler-function steps is good, once these are added up to obtain ⇧(8GeV2

)−⇧(1GeV2
),

our result lies several units below the Mainz result.

The data-driven result is obtained by integrating R-ratio data (see Eq. (4.18)) from Ref. [14] from
threshold to Q = 11.199 GeV, taking correlations into account via the correlation matrix that was
also provided by the authors. For the remaining integral from Q = 11.199 GeV to ∞ we integrate
the R-ratio obtained in perturbative QCD to O(↵4

s) that we calculate using the Fortran-package
rhad [15]. At O(↵2

s) rhad includes the full mass dependence, at O(↵3
s) quartic mass corrections

and at O(↵4
s) quadratic mass corrections. As input, we use the pole masses mc = 1.67±0.07 GeV

and mb = 4.78 ± 0.06 GeV and ↵(MZ) = 0.1179 ± 0.010 [2]. We estimate the error due to the
truncation of the perturbative calculation by performing the calculations at O(↵3

s) and O(↵4
s)

and add the difference in quadrature. To take the uncertainties on ↵(MZ) and on the pole
masses into account, we perform the calculation for quantity-error and quantity+error and add
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half the difference in quadrature to the uncertainty on ⇧̂(5)(Q2
), assuming that the errors on

the values of those quantities are not correlated. The central value is given by the calculation
with the central values of the input.

While we find a slight excess compared to the data-driven approach for ⇧̂(1GeV2
) of ∼ 2.5%,

we agree well for the discrete steps above 1GeV2. Consequently, for ⇧̂(8GeV2
) we already agree

well within errors with the data-driven approach. Let us also remark that while our uncertainty
is still larger than the uncertainty on the data-driven result for ⇧̂(1GeV2

), our total errors on
the discrete Adler function at larger energies are half as large.

As the plots show, the large errors on our determination of the running from 0 to Q2 are
fully determined by those on ⇧̂(1 GeV2

), where we are currently limited by the systematic
error originating from the continuum extrapolation of the long-distance window of the light
contribution. While taste-violations significantly distort the pion spectrum and lead to large
cutoff effects we nevertheless included the fits to these data for a conservative error estimation,
resulting in a relatively large systematic uncertainty at these low energies. A more thorough
investigation of taste-violations and the addition of a smaller lattice spacing are underway. We
anticipate the error on ⇧̂(1GeV2

) to shrink significantly with the inclusion of an additional
lattice spacing and a better understanding of the taste corrections. Our results become more
precise as we go to higher values of Q2, where we reach a sub-percent precision.

From the results in Fig. 4.25, the shift in the electromagnetic coupling is straightforwardly
obtained via

�↵(5)had(Q
2
) = e2⇧̂(5)(Q2

) . (4.128)

In Fig. 4.26 we plot the hadronic contribution to the running of the electromagnetic coupling as
a function of Euclidean Q2 up to 8GeV2. We plot our result along with the one from the data-
driven determination based on R-ratio data from Ref. [15] combined with O(↵4

s) perturbative
QCD, from two earlier determinations from our collaboration [6, 7] and from the recent lattice
determination from the Mainz collaboration [8]. For the Mainz determination, we also include
the results the authors provide in Tab. 6 in Ref. [8]. While the latter are quite similar to those
obtained from the parametrization for ⇧̂(1GeV2

) and ⇧̂(2GeV2
), the error on ⇧̂(4GeV2

) is
significantly larger. This is most probably due to the fact that the parametrization is a fit to all
of their data (without taking into account correlations), thus reducing the error on individual
values. In turn, this slightly increases the disagreement with our results.

While our results show no additional excess in the running at higher Q2 compared to the data-
driven determination, the Mainz lattice results tend to have an excess running in each of these
intervals. Consequently, our result agrees with the data-driven determination at Q2

= 8GeV2

within errors while the Mainz result finds an excess even at higher energies.

4.4 Conclusion

The value of the electromagnetic coupling at the Z-scale, ↵(M2
Z), is an important input for

precision tests of the standard model. The precision in the theoretical determination of this
quantity is currently limited by the uncertainties in the hadronic contribution in the low-energy
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region. While the traditional approach to calculate the hadronic running of ↵ in this non-
perturbative regime relies on a dispersion relation and requires experimental input from e+e− →

hadrons cross-section data, lattice QCD provides an ideal tool to access this non-perturbative
regime from first principles. In the first part of this thesis we report on an ab-initio lattice QCD
calculation of the hadronic running of ↵ in the space-like region up to 8GeV2 that is obtained
from 25 simulations with 2+1+1 flavours of staggered fermions whose masses are tuned to their
physical values, and with five lattice spacings down to 0.064 fm.

To avoid mixing systematic effects that may be very different in nature, we perform a flavour
decomposition and split the running into long- and short-distance contributions at low energies.
At higher virtualities we calculate the running in discrete steps of powers of two in the space-like
momentum-transfer squared.

We include leading-order strong-isospin-breaking and electromagnetic effects in our calculations
and perform a decomposition into iso-symmetric and isospin-breaking components. This is the
first lattice study of the running of the electromagnetic coupling where these effects are studied
in detail with lattice simulations.

To determine the running up to scales of a few GeV requires controlling large discretization
artefacts and logarithmically-enhanced cutoff effects. For this purpose we design a number
of improvement schemes, based on lattice perturbation theory, which we apply to our lattice
data prior to performing continuum extrapolations. These improvements significantly reduce
cutoff effects and allow us to take the continuum limit in a controlled fashion. Nevertheless,
continuum-limit results obtained from corrected and from uncorrected data agree well. Moreover,
the coefficients of the logarithmically-enhanced discetization effects, that we obtain in fits to
unimproved data, are similar to those that we obtain in LO staggered perturbation theory.
Thus, we consider both sets of fits in our analyses to quote conservative uncertainties in our
final results. The charm contribution is, due to that quark’s large mass, particularly plagued
by discretization effects. To constrain its continuum extrapolation, we implement 48 different
discretizations of the charm electromagnetic current and use a subset of five in the combined
global fits that give our final results for this contribution.

At low momenta, finite-size effects effects become important. We calculate the necessary finite-
volume corrections by performing a dedicated lattice study in a large volume of size L3

big ×Tbig =

(10.752 fm)4 and use NNLO chiral perturbation theory for the small residual extrapolation to
infinite volume. At short distances and in the charm, strange and disconnected contribution
finite-size effects can be neglected.

Our final result for the running of ↵ up to 8GeV2, �↵(5)had(Q
2
= 8GeV2

) = (80.0 ± 0.5) ⋅ 10−4,
has already reached the same level of precision as the phenomenological determinations, see for
instance Tab. VIII of Ref. [16]. For the contribution coming from the low-energy part of the
running, ⇧̂(1 GeV2

), we are currently limited by the precision on the light contribution, which
also constitutes the dominant contribution at that scale. At long distances, taste-violations in
the pion spectrum introduce large discretization effects in this quantity. To remove these we
use the so-called SRHO model above t ≥ 1.0 fm, which describes well the discretization errors
seen in our simulations, even down to t = 0.4 fm. Nevertheless, because we would like to confirm
our understanding of taste-breaking effects before quoting very small error-bars, we estimate the
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uncertainty on ⇧̂(1 GeV2
) very conservatively by also including fits to uncorrected data in our

final estimate.

We compare our results to a recent lattice determination by the Mainz collaboration [8] who
use different fermion and gluon discretizations (Wilson gauge action and O(a)-improved Wil-
son fermions) in their simulations. For each individual step in the running our results agree
with theirs within 1-2 standard deviations. However, our results lie systematically below those
obtained by Mainz, resulting in a lower value for ⇧̂(8GeV2

). These differences may be due to
the fact that unlike Mainz we either include, in our parametrizations for the continuum extrap-
olations of uncorrected lattice results, logarithmically-enhanced discretization effects that are
known to be present, or we improve the lattice results, before extrapolating them, with correc-
tions computed to leading-order in staggered perturbation theory. Moreover, while we perform
our calculations with the conserved staggered vector current, Mainz uses local-local and local-
conserved correlation functions that must be renormalized, another possible source of systematic
uncertainty.

We also compare our result to a data-driven determination based on R-ratio data from Ref. [14].
While we find a slight excess in the low-energy region, we agree well in the discrete Adler steps at
higher energies. Hence, for �↵(5)had(8GeV2

) we already agree within errors with this data-driven
determination. This is similar to what was found in the preliminary analysis in Ref. [7].

In a final, outlook chapter at the end of this thesis (Chap. IV), we discuss our strategy for
reducing the uncertainties of the results presented here and possible extensions of our work to
improve the running of ↵ all the way up to MZ .
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5 Dark Matter

Falls sich dies bewahrheiten sollte, würde sich also das überraschende Resultat ergeben,
dass dunkle Materie in sehr viel grösserer Dichte vorhanden ist als leuchtende Ma-
terie.
(If this should be verified, it would lead to the surprising result that dark matter exists
in much greater density than luminous matter.)
Zwicky 1933

5.1 A Brief Overview of Cosmology

In this section we will give a short overview of the basic assumptions, equations and terminology
in cosmology [269]. We will encounter most of the functions and variables again in the following
chapters. The framework together with the thermal history outlined below forms the basis of
what is commonly called the standard model of cosmology.

The Friedmann-Lemaître-Robertson-Walker-metric describes a maximally symmetric space-time,
i.e. a universe that is spatially homogeneous and isotropic on large scales. This is known as the
cosmological principle. Modern cosmology is built on this metric and this principle. The invariant
line element of the Friedmann-Lemaître-Robertson-Walker-metric can be written as

ds2
= dt2 − a(t)2 �d�2

+ S2
k(�)d⌦2

� (5.1)

with � the radial coordinate, a(t) the scale factor and

Sk(�) =

�
�����
�
�����
�

sin� k = +1

� k = 0

sinh� k = −1

(5.2)

for a closed (k = 1), flat (k = 0), and open (k = −1) universe, respectively. Plugging the FLRW
metric into Einstein’s field equations

Rµ⌫ −
1

2
Rgµ⌫ +⇤gµ⌫ = 8⇡GTµ⌫ , (5.3)

139
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one obtains the Friedmann equations,

�
ȧ

a
�

2

+
k

a2
=

8⇡G

3
⇢ 1st Friedmann equation (5.4)

2
ä

a
+

ȧ2
+ k

a2
= −8⇡Gp 2nd Friedmann equation (5.5)

which describe the evolution of the universe under the cosmological principle. ⇢ is the total
energy density, p the pressure and G Newton’s gravitational constant. We use natural units.
One also defines the critical density, the density parameters for species i and the reduced density
associated to curvature, respectively, by

⇢c(t) ≡
3H2

8⇡G
, ⌦i ≡

⇢i

⇢c
=

8⇡G

3H2
⇢i, ⌦k ≡ −

k

H2a2

1. Friedmann
⇒ �

k

⌦k = 1. (5.6)

We have introduced the Hubble function as H = ȧ�a characterizing the rate of expansion of the
universe. As we will see in the following section, the density parameter ⌦DM of Dark Matter is
measured by the Planck telescope and gives us the DM relic density today [270].

In the following chapters we will have to distinguish between particle species. To account for this
it is convenient to work with effective parameters. In the early universe, curvature is negligible
and radiation dominates. The first Friedmann equation then reads

H(T )2 =
8⇡

3
G⇢tot(T ) with ⇢tot(T ) =

⇡2

30
g∗T

4 (5.7)

and we have introduced the effective number of relativistic degrees of freedom (the contribution
of non-relativistic degrees of freedom can be neglected) at temperature T as

g∗(T ) = �

i∈ boson
gi �

Ti

T
�

4

+
7

8
�

i∈ fermion
gi �

Ti

T
�

4

. (5.8)

The factor 7�8 comes from the difference between Bose and Fermi statistics. For example, when
all SM particles are still relativistic, we obtain gb = 28 and gf = 90, giving g∗ = gb+7�8gf = 106.75

as the SM effective number of relativistic degrees of freedom. Since the SM particles were
in thermal equilibrium in the early universe the total energy density ⇢tot(T ) is given by its
equilibrium expression for relativistic particles. However, we take into account species that have
decoupled from the plasma by introducing their temperatures Ti. We will give more details on
equilibrium relations in Sec. 5.4.

The total entropy in a comoving volume sa3 is conserved under equilibrium conditions and the
total entropy density can hence be expressed as

s =�
i

⇢i + Pi

Ti

d(a3s)=0
≡

2⇡2

45
g∗s(T )T

3, (5.9)

where we have defined the effective number of degrees of freedom in entropy gs∗ as

g∗s(T ) = �

i∈ boson
gi �

Ti

T
�

3

+
7

8
�

i∈ fermion
gi �

Ti

T
�

3

(5.10)

Figure 5.1 shows
�

g∗(T ) and g∗s(T ) for the SM particles.
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Figure 5.1: Effective number of degrees of freedom
�

g∗(T ) and effective number of degrees of freedom in
entropy g∗s(T ) as a function of temperature for SM particles. Note that as the universe evolves in time it
cools down (time evolution from right to left).

5.2 A brief history of the universe: gathering evidence for
Dark Matter

As the authors in [271] state: Most publications and presentations on this topic – whether at a
technical or a popular level – either ignore the long history of this field or condense it into a brief
anecdotal account, typically centered around the work on galaxy clusters by Fritz Zwicky in the
1930s and on galactic rotation curves by Vera Rubin in the 1970s. I apologize in advance for
doing exactly this; this thesis treating two very different subjects, I will only sketch the evidence
for dark matter in an oversimplified summary. Instead, I will give a brief overview of the standard
cosmological history, as we understand it today. This will also give me the chance to introduce
several observables and notations that we will encounter again in the course of this thesis. For a
more complete treatment of the evidence and the history of dark matter I refer the reader to some
excellent references [91, 271–279]. Some of the events listed below are hypothesized (inflation
and baryogenesis), others are predicted by our current understanding of the SM but not yet
experimentally validated (electroweak phase transition, QCD phase transition). At pertinent
points we will further mention the evidence for dark matter.

Let me briefly remark that this is not the first time people inferred the existence of some “dark”
matter only from gravitational interaction, a great example being for instance the discovery of
Neptune by Le Verrier and Adams in 1846 who (independently) observed the orbits of Uranus,
compared them to predictions from Newtonian gravity and detected some anomalies. At that
time, Neptune was dark matter.

Fritz Zwicky is often identified as the “discoverer” of what we call dark matter today. In his paper
“Die Rotverschiebung von extragalaktischen Nebeln” from 1933 he investigated the measurements
of radial velocities of galaxies in the nearby Coma cluster [280]. By applying the virial theorem he
found that the mean density inside the cluster should be about 400 times higher than the mean
density obtained from observations of visible matter. The radial velocities being much higher
than expected for the observed visible mass, the visible mass would not prevent the galaxies
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from escaping the cluster. His conclusion was that - if this turned out to be true - there must
be additional non-luminous, “dark” matter [280].

In the first half of the 20th century only a few astrophysicists pointed to the problem of missing
matter. However, in the second half with growing observational possibilities more indications
could be gathered – from radial velocities of gas around a galaxy, over distorted images of far-off
objects, to the dynamics of intracluster media which became detectable with the advent of X-
Ray astronomy, manifesting the model of “Dark Matter” in astrophysics. A second, important
step towards a general acceptance came from modern cosmology and its model of cosmological
structure formation. The standard model of Cosmology is crucially based on a dark component.

Inflation Inflation was developed in the late 70’s and early 80’s by Alan Guth, Andrei Linde
and Alexei Strobinsky as a solution to several fine-tuning problems in the conventional Big
Bang theory, such as the flatness-problem (if the the universe is not fine-tuned initially as
exactly flat, the density evolves away from the critical density) and the horizon-problem (causally
disconnected regions are homogeneous). Inflation resolves these problems, allowing the universe
to arise from generic initial conditions, by postulating an early period of accelerated expansion
which changes the early universe’s causal structure. This is usually realized by some scalar
field (the inflaton) which dominated the energy density in the universe during inflation, slowly
rolling down its potential. Inflation ends when it reaches the minimum of the potential where
it oscillates and decays into SM particles. This process is called reheating and happened at
the reheating temperature, TRH – note however that reheating is not an instantaneous process.
Inflationary models constrain TRH � 1016 GeV whereas it could be as low as TRH � O(MeV),
constrained by Big Bang Nucleosynthesis (see below) [281, 282].

Baryogenesis Baryogenesis aims to answer the question why our universe contains lots of
matter but very little anti-matter. To set up the matter-antimatter asymmetry the so-called
Sakharov conditions must be satisfied (baryon number B and CP symmetry must be broken,
a deviation from thermal equilibrium is required) [283, 284]. SM physics cannot account for
the observed matter-antimatter asymmetry in the universe [285]. Many models for baryogenesis
have been proposed but none has been experimentally confirmed.

Electroweak phase transition We already briefly discussed the physics of the electroweak
phase transition in Chap. 2. We saw that electroweak symmetry SU(2)L×U(1)Y is spontaneously
broken to U(1)em, giving masses to other particles via the Higgs mechanism. The form of the
Higgs potential is of course put in by hand. However, using the techniques of thermal field
theory, it is possible to explain, based on SM physics, how and when the symmetry breaking
occurred. In the finite temperature theory framework the one-loop effective Higgs potential as
a function of temperature can be calculated. One finds for the temperature dependence of the
effective Higgs potential Ve↵ that for T > Tc the theory is SU(2)L × U(1)Y symmetric, i.e. the
minimum of Ve↵ is zero, while for T � Tc the minimum at zero becomes unstable. Numerically,
one finds Tc ≈ 163 GeV.

Until today it is not clear of what order the electroweak phase transition was, but it is believed
to be a smooth crossover [286].
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QCD phase transition As we discussed in the first part of this thesis, QCD confines at
low energies and quarks and gluons form colour-neutral bound states (hadrons). The QCD
phase transition happened around temperatures of T ∼ 160 MeV [287]. Above this temperature,
hadrons are “melted” and constitute a quark-gluon plasma.

Below the confinement scale, perturbation theory breaks down and we cannot use the standard
QCD Lagrangian to do perturbative calculations. In the first part of this thesis we used lattice
QCD to study these low energy effects (however in vacuum). Another possibility is to build an
effective field theory, such as chiral perturbation theory, where the relevant degrees of freedom
are hadrons instead of quarks and gluons. These methods will become important later in this
thesis, when we study the phenomenological consequences and detection strategies of axion-like
particles.

Lattice QCD calculations at finite temperature strongly suggest that the QCD phase transition
is in fact a crossover [287, 288].

Neutrino decoupling Neutrinos are kept in equilibrium with the SM bath via the weak
interactions. They hence remained in chemical equilibrium as long as interactions were rapid
enough compared to the Hubble expansion rate, � �H. As we will see in Sec. 5.4, the interaction
rate can be parametrized as � ∼ ��v�n where � is the cross section of the neutrinos with SM
particles, v their velocity and the angled brackets indicate a phase space average. For relativistic
particles, � ∼ G2

F T 5 with GF ≈ 1.17 × 10−5 GeV−2 Fermi’s constant and since H ∼ T 2
�Mpl, we

have
�

H
∼ G2

F MplT
3
∼ �

T

MeV
�

3

.

Hence, at a temperature T ∼ 1 MeV neutrinos decoupled from the SM bath and afterwards
moved freely. Since they decoupled earlier than photons (the photon decoupling happening at
T ∼ 13.6 eV and providing us with the CMB, see below), a direct observation of the neutrino
background would give us crucial insights about the universe at earlier times. However, due to
their weak interactions an observation of the neutrino background with current technology is not
yet possible.

After neutrinos decoupled, their temperature simply got redshifted as T⌫ ∝ a−1, and neutri-
nos continued to share the same temperature as the SM bath. A departure from the photon
temperature occurred during the next event.

Electron-positron annihilation Once the temperature dropped below the mass of the elec-
tron, it became more and more difficult for photons to annihilate into an e+e− pair. However,
the backreaction e+e− → �� continued to be efficient, increasing the photon temperature rel-
ative to the neutrino temperature due to this energy injection. Using the effective number of
degrees of freedom in entropy before and after e+e−-annihilation freeze-out, one finds that after
e+e−-annihilation freeze-out the neutrino temperature scaled as

T⌫ = �
4

11
�

1�3

T�
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relative to the photon temperature. From this relation one can infer the total radiation density
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���
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4

11
�

4�3����
�
���
�

T 4
� (5.11)

(the 7
8 coming from the fact that neutrinos are fermions), where we have introduced Ne↵ , the

effective number of neutrino species. Planck data constrains the value Ne↵ = 3.00+0.57
−0.53 at 95

% C.L. from Planck TT+lowE (note that theory predicts Ne↵ ≈ 3.046 as neutrinos were not
instantaneously decoupled at e+e−-annihilation) [270]. Hence, measurements of Ne↵ provide a
powerful tool to test new physics scenarios, as we will discuss further in Sec. 7.5.3.

Big Bang Nucleosynthesis Big bang nucleosynthesis describes the formation of the light
elements (as D, 3He, 4He, Li). At temperatures above ∼ 1 MeV, protons and neutrons were
maintained in thermal equilibrium by the weak interactions,

n + ⌫e ↔ p + e− , n + e+ ↔ p + ⌫̄e .

The neutron-to-proton relative number densities were hence given by their equilibrium values,

nn

np
∼ exp�−

mn −mp

T
� ,

with mn −mp = 1.293 MeV the small mass difference between neutrons and protons. Hence, for
temperatures far above this value, nn ≈ np, whereas below T ∼ 1 MeV the nn�np decreases, until
neutrinos decouple at T ∼ 0.8 MeV and the neutron-to-proton ratio freezes out at the value 1/5.

Around T ∼ 0.7− 0.05 MeV, an important fraction of neutrons start decaying and nuclei of light
elements are being produced by a chain of reactions, p + n → D, D + p → 3He, D + D → 4He,
leaving us with a final helium to hydrogen mass fraction X4 ≡ 4nHe�nH ∼1/4. In practice, a
complicated system of coupled Boltzmann equations has to be solved in order to make precise
predictions about the abundances of light elements. These predictions can then be compared
to the measured primordial abundances through astrophysical observations. The standard BBN
scenario agrees very well with observations, hence providing us with powerful constraints on the
possibility of BSM particles (except for the measurement of 7Li which disagrees with the value
extracted from CMB data – the so-called Lithium-problem – which is hence often omitted as a
BBN constraint [270]).

Finally, while evidence for dark matter coming from e.g. rotation curves or gravitational lensing
could be explained by faint objects made of known matter, this is not the case for that coming
from BBN. The exact light element abundances depend on the photon-to-baryon ratio, ⌘ = n��nb.
Since n� can be obtained from the CMB temperature, BBN constrains 0.021 ≤ ⌦bh

2
≤ 0.024

[2, 289]. Hence, baryons cannot make up for all the matter content in the universe. This is also
shown in one of the plots in Fig. 5.2, where the primordial abundances of 4He, D, 3He and 7Li as
predicted by the standard model of BBN are depicted. The yellow boxes indicate the measured
light element abundances.



Dark Matter 145

Matter radiation equality At Teq ∼ 0.8 MeV, the energy density in matter won over the
energy density in radiation. Density perturbations evolved from then on differently, namely
proportional to the scale factor. Baryonic perturbations can only start growing after photon
decoupling. Hence, there is a tight interplay between ⌦mh2, the amount of matter in the universe
today, which influences Teq, ⌦bh

2 today and structure formation.

Recombination and last scattering: the Cosmic Microwave Background (CMB)
Above T ∼ 1 eV, photons maintained kinetic equilibrium with electrons via Compton scattering,
e−� → e−�, and the universe consisted of a plasma of photons, free electrons and nuclei, an
ionised plasma. Below T ∼ 13.6 eV, the ionisation energy of hydrogen, the photons started to
cease to have enough energy to ionize hydrogen (however, the high-energy tail of the photon
distribution still did). At around T ∼ 0.32 eV electrons and nuclei could combine and formed
neutral atoms (recombination). At some point, there were no longer enough free electrons around
to maintain equilibrium with the photons and matter and radiation decoupled (last scattering,
at T ∼ 0.26 eV). The photons subsequently continued their path through space rather freely, pre-
serving this primordial density map and providing us with a treasure trove of crucial information
about the early history of the universe. The cosmic microwave background (CMB) is the most
perfect naturally existing black body ever observed, with wavelengths of a few centimetres which
is observable in all directions - an isotropic and homogeneous (temperature) distribution. Since
then, the form of the spectrum of this radiation has not changed, but it became redshifted due
to the ongoing expansion. Today, the spectrum is simply a rescaled version of the distribution
function at decoupling. The temperature of the CMB we measure today is around 2.7 K.

Although the CMB temperature is globally isotropic and homogeneous, small anisotropies of
O(10−4 K) which have become more and more precisely determined during the various mis-
sions can reveal information about structure formation. More precisely, from the CMB power
spectrum, important information about the matter composition of our universe can be obtained:

�T (✓,�)

T̄
≡

T (✓,�) − T̄

T̄
=

∞

�

l=1

l

�

m=−l

almY m
l (✓,�) (5.12)

The angular power spectrum is given by the expansion parameters of the temperature fluctuations
in spherical harmonics, Cl = ��alm�

2
�. While baryonic matter feels the pressure of photons, dark

matter collapses freely. These effects show up in the characteristic peaks of the CMB angular
temperature power spectrum – for an excellent overview see [290] –

• Sachs-Wolfe effect: variations in the graviational potential lead to temperature variations
(at low l)

• Acoustic peaks: competition between gravity and pressure leads to oscillations in the
photon-baryon fluid (at intermediate l)

• Silk damping tail: diffusion of photons damps fluctuations (at high l)

The matter composition (namely a baryonic component and a dark matter component only
interacting gravitationally with photons) of the universe strongly influences positions and/or
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amplitudes of these peaks. Currently, the existing models best reconstructing the CMB need
DM with an amount [270]

⌦bh
2
= 0.0224 ± 0.0001

⌦mh2
= 0.1430 ± 0.0011

�
��
�
��
�

⌦DMh2
= 0.1200 ± 0.001, (5.13)

where ⌦m is the density parameter of the overall matter content, ⌦b the one of baryons and ⌦DM

the one of dark matter (cf. section 5.1). Hence, dark matter is the dominant matter component
in our universe.

⌦m and ⌦⇤ can also be obtained from measurements of type-1a supernovae (so-called “standard
candles”). The best fit models of the data consistently agree with CMB data.

Reionization After the formation of the first stars, photons had again enough energy to
ionize hydrogen, although not enough to re-establish equilibrium and the universe remained
transparent. However, reionization indicates the period of the lighting of the first stars.

Structure formation After decoupling, the initially small primordial density fluctuations
grew more than 10 orders of magnitude and led to the formation of stars, galaxies, galaxy clusters
and so on. As we already mentioned, this cannot be achieved by only baryonic matter and the way
these perturbations grew depends on the matter composition: DM begins clumping at matter-
radiation equality while baryons only cluster after photons have decoupled. Hence, evidence for
dark matter nowadays also comes from the methods of cosmological N-body simulations which
model the physics of structure formation. These simulations made it possible to accurately
reconstruct the formation of large-scale structures based on the current ⇤CDM model.

Today Throughout this section we have been gathering evidence for the existence of dark
matter, based on our current understanding of the cosmological history. Today we have several
additional tools from astrophysics at hand, that have led to strong evidence for a missing matter
component:

• Gravitational lensing is the art of determining the mass distribution of very heavy
objects in the sky by observing how light emitted from various objects bends under the
influence of the induced gravitational field. This tedious technique allows to efficiently re-
construct mass density profiles. One of the main breakthroughs of observational evidence
of dark matter are the results from weak lensing of the bullet galaxy cluster. The bullet
cluster technically consists of two colliding galaxy clusters that go through several sepa-
ration and collision phases until they eventually merge to one cluster. Fig. 5.2 contains a
plot of the distribution of galaxies, X-rays and a reconstruction of the mass distribution
of all components obtained with weak lensing techniques. One would expect that after
the collision of these clusters, the stars should not be much affected by the crash, inter-
acting only gravitationally. However, the gas that surrounds these stars should interact
electromagnetically, leaving the gas behind the stars at the collision point. This is indeed
what has been observed. However, when determining the mass points of the system by
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Figure 5.2: Compilation of some of the evidence for dark matter. Today we have evidence for dark matter
at scales from galactic to clusters of galaxies to cosmological.

weak lensing techniques, one observes that they lie essentially in the center of the sepa-
rated galaxies. Yet, one would instead expect them to be in the center of the gas, since
the gas in galaxies accounts for a much bigger fraction of matter than stars. Again, there
must be some missing mass that additionally is - if at all - interacting very weakly and
that is therefore not slowed down by the collision. The bullet cluster is quite often seen
as the main indication for the existence of dark matter; existing modified gravity theories
failing here as these models so far do not distinguish between forms of matter. A nice
feature of this observation is that it provides us with an estimate on the upper limit of the
self-interaction cross section of dark matter, ����m� � 1 cm2

�g [91].

• Galactic rotation curves refer to the circular velocities of stars and gas in the galactic
disks. These curves can be obtained by comparing the spectra of galaxies to the standard
neutral hydrogen spectrum from which the velocity around the centre as a function of
the distance to the centre can be deduced. If one assumes that the galaxy is cylindrical
and by applying basic Newtonian mechanics, one finds a relation between the radial mass
distribution M(r) of the galaxy and the radial velocity vc(r),

vc(r) =

�

GM(r)

r
(5.14)

with G Newton’s gravitational constant and M(r) the enclosed mass. From Newtonian me-
chanics, vc(r) should fall off as 1�

√
r (“Keplerian fall-off”). However, none of the observed

radial velocities around galaxies shows this fall-off at all, on the contrary, the velocity dis-
tribution is constant at large radii (see for example [275]), leading again to the conclusion
that either the law of gravity has to be modified or that some missing mass is responsible.
In addition, this missing mass should have a distribution ⇢(r) according to

⇢(r) =
1

4⇡r2

dM(r)

dr
=

v2
c

4⇡Gr2
, (5.15)

i.e. a linear increase of the dark matter halo mass [91].

Today the evidence for dark matter has converged to an anomaly at all scales, remarkably
agreeing on its abundance. It ranges from galactic (1 pc-100 kpc) to clusters of galaxies (1-100
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Mpc) to cosmological scales (100 - 104 Mpc), as sketched in Fig. 5.2 1. The standard model
of cosmology has been extremely successful in describing the thermal history of our universe.
However, the exact nature of the “dark components”, dark matter and dark energy, remains to
be understood. As we underlined several times above, while the existence of dark matter is
established only by gravitational means, there is great evidence that the missing mass must be
non-baryonic – the most accepted solution being a (or several) particle(s) beyond the standard
model. In this thesis, we will investigate the possibility for an unknown particle making up the
“dark matter” and will hence use the term “dark matter” in this context.

5.2.1 What we know about the missing mass

What do we know about DM? If we assume that DM is a particle and we place ourselves in
the standard ⇤CD model, we can gather information about its properties. The DM particle(s)
should

• have a relic density of ⌦DMh2
= 0.120 ± 0.001, measured by the Planck telescope [270].

• be (almost) neutral, i.e. not interact too strongly with QED or QCD, otherwise we
would have already detected it. However, a small electrical charge (✏ ∼ 10−6 × e for DM
masses ∼ 1 − 60 MeV) is not excluded [291].

• be stable over cosmological time scales, more concretely, it needs to have a lifetime longer
than the age of the universe, ⌧DM > 4 × 1017 s. From the CMB and structure formation
stronger bounds can be inferred, ⌧DM � 1019 s (⌧DM � 1025

− 1029 s if the DM decays into
photons or baryons) [292].

• be cold, i.e. not have high relative velocities. Hot dark matter, such as neutrinos, would
have led to a top-down structure formation (first large superclusters of galaxies formed
which fragmented into smaller clusters, galaxies and so on) whereas observations indicate
that galaxies are older than clusters, hence strongly favouring a bottom-up formation.

• not self-interact too strongly. We will come back to this point in more detail in Sec. 5.3.

• be massive. However, it is fair to say that we do not have much of a clue about what the
mass of the DM should be: its allowed mass ranges over nearly 80 orders of magnitude.
If DM is comprised of bosons, its mass is constrained at the lower end by its de-Broglie
wavelength which should not exceed the size of the smallest galaxies (simply because it
has to fit in), leading to mDM � 10−22 eV [293]. If the DM particle is a fermion, the
lower bound is more constraining, mDM � 0.13 keV at 95% C.L. (Tremaine-Gunn bound
[294, 295]), therefore excluding SM neutrinos. This bound comes from Pauli’s exclusion
principle limiting the number of fermions that can be compressed into a halo (“phase-space
packing”). The upper limit is set by the Planck-scale, mDM < 1019 GeV.

1Finally, we are evidence for dark matter! This is of course a bit far-fetched but I take the opportunity to
sneak in a picture of me and my friends at the Les Houches summer school on dark matter.
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5.2.2 Why the standard model is not enough

Following Ockham’s razor one is tempted to look for a particle which could serve as a DM candi-
date in the established theory, the SM. However, neither quarks, nor the Higgs or the EW gauge
bosons, nor charged leptons can do the trick: The quark content is bound by experiments, the
Higgs and the EW gauge bosons are too short-lived and charged leptons interact electromag-
netically and would cause a strongly electrically charged universe [276, 277]. What is left are
neutrinos which once were seen as an attractive DM candidate, the interactions being of weak
nature as predicted by the freeze-out/WIMP mechanism. But when neutrinos are produced in
the hot and early universe they have a very small mass and thus behave ultra-relativistically.
After decoupling, they free-stream and thereby spoil structure formation (more precisely, hot
DM as neutrinos require top-down structure formation, whereas the bottom-up structure for-
mation provided by cold DM shows better agreement with observation). Moreover, the amount
of neutrinos in the universe is bound by experiments today [2]. This leads us to the conclusion
that there must be physics beyond the standard model (BSM).

5.3 Detection strategies: shake it, make it, break it, brake
it?

After having outlined the gravitational evidence for DM, this chapter will give a summary of
the various detection strategies of DM, the key hypothesis being that the DM couples to the
SM. To test the DM-SM interactions one can think of three complementary methods, depicted
in figure 5.3. Firstly, DM interacting with SM particles leads us to the idea to build detectors on
Earth where DM particles should in principle constantly arrive. Since we are expecting weakly
interacting particles we need massive detectors in order to increase the sensitivity. This method
is called direct detection (shake it!). Secondly, in very dense regions in the cosmos, such as centres
of galaxies, we expect DM particles to collide and annihilate or to decay into SM particles. We
can therefore look for primary or secondary annihilation, decay products coming from regions
in the galactic halo where we expect abundant DM particles and see if we can detect anomalous
signals. This approach is called indirect detection (break it!). Last but not least, by colliding SM
particles at particle colliders DM could be produced and lead to a signal in the form of missing
energy or displaced vertices (make it!) 2. We will review each of these below.

We included two additional signatures in Fig. 5.3: Measurements of the relic density provide
us with a constraint that any DM model featuring a specific DM production mechanism has to
verify (bake it!). Finally, the possibility that DM self-interacts could help resolving (some of) the
small-scale structure problems in the standard ⇤CDM scenario. However, the self-interaction
strength is constrained by a variety of observations from merging clusters or halo shapes (brake
it?).

Lastly, let me already mention that since in our model the DM particle interacts only very feebly
with the SM particles and additionally via a pseudoscalar mediator, the couplings between the
DM particle and the SM are too small to lead to an observable signal at current and near future

2The nice descriptions for the detection strategies (make it, break it, shake it) come from Jesse Thaler.
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direct, indirect detection or collider experiments (for the production mechansisms freeze-in and
decoupled freeze-out that we focused on). We will verify this explicitly in Sec. 7.5.4.2. In this
section, I will therefore only briefly outline the basic principles of these main DM detection
strategies.

Shake it! With a local DM density of ⇢0 = 0.3 GeV/cm3 DM particles should constantly hit
the Earth. The basic principle is that the DM particles recoil, excite or ionize the nuclei (or
the electrons) of some target material resulting in heat (phonons), light (photons) or charge
(ionization) as signals. In most attempts the emphasis lies on detecting interactions through
elastic collisions with the target nuclei since radioactivity gives more or less the same signal as
inelastic scattering processes (�-rays) and therefore presents a strong background [296]. The key
challenge is therefore to distinguish the signal from potential background events, which is also
why most of the existing laboratories are located deep down under the Earth’s surface. On the
other hand, since DM is (if at all) weakly interacting with SM particles, the target should be
big to augment the chance for an interaction. While many direct detection experiments target
WIMPs with masses around the electroweak scale, there have been huge advancements in probing
Sub-GeV DM with electron recoil [297, 298].

In order to compare theory to experimental data we parametrize the interaction by the differential
scattering rate for DM scattering on nuclei. This differential scattering rate parametrizes the
number of events at a given energy per unit time and mass of the detector material. In general,
the differential scattering rate dRT �dER in direct detection is then given by [277, 299]

dRT

dER
=
⇢�
m�

CT

mT
�

v�vvesc
min (ER)

d3v f(�v, t) v
d�T

dER
(ER, �v) , (5.16)

where ⇢� is the local DM density, m� is the DM mass, mT and CT are the target’s mass and mass
fraction, respectively, f(�v, t) is the DM velocity distribution in the Earth’s rest frame, convoluted
with d�T �dER, the differential DM nucleus cross section. For the DM velocity distribution
one usually assumes a Maxwell-Boltzmann distribution in the galactic restframe. vmin is the
minimal DM velocity needed for the target to scatter with recoil energy ER and depends on
the momentum transfer and the reduced DM-nucleus mass. vesc is the escape velocity above
which the DM is no longer gravitationally bound. Integrating the left-hand-side of eq. (5.16)
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Figure 5.3: Different mechanisms for detection of Dark Matter: Shake it (direct detection), make it
(collider searches), break it (indirect detection), bake it (relic density), brake it (self-interactions). Some of
the nice descriptions come from Jesse Thaler.
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over the recoil energy gives the event rate. The particle physics part entering the expression for
the differential scattering rate is the differential cross section for the DM-nucleus interaction.

One can further divide the DM-nucleus cross section into a spin-dependent and spin-independent
contribution. If the DM couples to the nucleon number A – this is the case for scalar or vector
couplings between the DM and the quarks – the cross-section is spin-independent. For axial-
vector couplings, however, the DM couples to the nucleon spin, giving rise to a spin-dependent
cross-section. The spin-independent cross-section is coherently enhanced, �N� ∝ A2, signifi-
cantly increasing the sensitivity as compared to the spin-dependent case where the spins add
incoherently and scale as �N� ∝ J(J +1) with J the spin. In particular, for nuclei with an equal
number of protons and neutrons, nprotons = nneutrons, the spin-dependent cross-section vanishes
[277]. However, in general, describing the differential cross section in Eq. (5.16) is complicated
and highly model dependent. Hence, in order to compare experimental data to the wealth of
possible interactions in a model-independent way, the common approach is to formulate the dif-
ferential cross section in the framework of effective field theories [300–304]. We will come back
to this point in Sec. 7.5.4 when we calculate direct detection constraints on the model we study
in this thesis.

As we discussed above, direct detection experiments put constraints on the scattering cross
section ��N depending on the DM mass. Figure 5.4 summarizes recent bounds from various
direct detection experiments. The turquoise band shows the results from XENONnT which
targeted 100 GeV WIMPS. So far, no DM candidate has been detected but a wide parameter
space could be excluded3. The excluded regions severely constrain models in which the DM
particle is produced via thermal freeze-out. This has led to a paradigm shift towards various
other possibilities for dark matter candidates, with masses above 1 TeV or below 10 GeV, and
with other production mechanisms. In particular, in the model we study in Chap. 7, we will
focus on scenarios where the DM-SM couplings are too weak to allow for DM generation via
standard freeze-out and the DM is thermally decoupled from the SM bath. Note that direct
detection experiments can even be sensitive to freeze-in, see for instance [320, 321].

Make it! Collider experiments set bounds on the parameter space of DM by missing energy
analyses. To produce a signal at a collider, the DM particles need to interact sufficiently strongly
with the SM particles. The focus lies therefore on WIMP-like particles. In order to decide
whether an event at hadron colliders has the potential to be saved and analyzed, one needs a
trigger. For dark matter searches, these are events with missing energy above a certain threshold.
To detect a missing energy event, another particle has to be produced, such that we can observe
a missing transverse three-momentum (we only know that the three-momentum in the transverse
plane has to add up to zero). Due to difficulties in reconstructing the entire recoil, only events
with ET,missing � 100 GeV can safely be distinguished from background. In order to trigger
on a missing transverse momentum, most searches typically look for mono-jet, mono-photon or
mono-Z (so-called mono-X) signatures in the initial state, depicted in Fig. 5.5. These events are

3There was however reported an excess below ∼ 7 keV in the XENON1T DM experiment which favoured certain
BSM scenarios such as a solar axion model [305]. In the XENONnT DM experiment, no excess above background
was found, excluding their previous BSM explanations of the XENON1T excess [306]. DAMA/LIBRA have been
reporting annual modulations over 14 cycles with a significance of 12.9� for recoil energies of 2 − 6 keV [307].
However, this result is in contradiction with other direct detection experiments, in particular with recent results
from COSINE-100 and ANAIS with sensitivity to the same processes that find results compatible with no annual
modulation and in the case of ANAIS, incompatibe with DAMA/LIBRA at 3.3� [308–311].
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Figure 5.4: Experimental upper limits on the spin-independent DM-nucleon cross-section, �SI, as a function
of the DM mass from various selected direct detection experiments [310, 312–318]. The yellow shaded region
is the neutrino “fog” background expectation (here for Xenon). The plot was created using the Dark Matter
Limit Plotter [319].

Figure 5.5: Different mono-X channels at hadron colliders such as the LHC: mono-jet, mono-photon or
mono-Z productions. The mono-X productions in the initial state serve as a trigger for missing transverse
energy searches. Feynman diagrams taken from [274].

then often interpreted in terms of either model-dependent UV complete theories, such as the
minimal supersymmetric model (MSSM), simplified models, such as axial-vector, vector, scalar
or pseudo-scalar mediators coupled to a certain species of DM, or effective field theories, by
the experimental collaborations. For certain simplified models, collider searches at for instance
ATLAS at the LHC are able to set more stringent constraints on the spin-dependent DM-neutron
cross-section [322]. This is depicted in Fig. 5.6, which shows recent exclusion limits from ATLAS
on the spin-independent WIMP–nucleon scattering cross-section for a leptophilic vector mediator
model (left) and on the spin-dependent WIMP–neutron cross-section for a leptophobic axial-
vector mediator model (right) compared to limits from direct detection experiments. However,
as mentioned above, these limits rely heavily on simplified DM models with specific values for
the couplings (see caption).

Note that future planned electron colliders as FCC-ee or a linear collider (ILC/Japan) that
we mentioned in Sec. 4.1 would also significantly increase the sensitivity to DM particles with
electroweak interactions [274]. Mono-photon searches at BaBar are able to set exclusion limits
on light DM with masses of a few hundred MeV and ∼ 10 GeV [51, 323].

For now, these experiments are not very sensitive to standard freeze-in DM since the production
cross-section is suppressed by the tiny couplings gSM−DM ∼ 10−11, see Sec. 5.4. However, specific
simplified models, where the FIMP is produced by the decay of an electrically charged and/or
coloured parent particle interaction can also lead to interesting signatures such as heavy stable
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Figure 5.6: Comparison of the constraints from direct-detection experiments with inferred LHC limits in
the context of simplified models. The mediator mass is fixed by the DM mass. LHC limits are shown at
95% CL and direct-detection limits at 90% CL. Left: Constraints on the spin-independent WIMP–nucleon
scattering cross-section for a leptophilic vector mediator simplified model, with a DM coupling g� = 1, quark
coupling gq = 0.1, and lepton coupling gl = 0.01. Right: Constraints on the spin-dependent WIMP–neutron
cross-section in the context of the leptophobic axial-vector mediator simplified model, with a DM coupling
g� = 1, quark coupling gq = 0.25, and no coupling to leptons. Figures taken from [322], see the reference for
more details.

charged particle signatures, disappearing tracks, displaced vertices and displaced leptons at the
LHC [324].

For light mediators such as dark photons or axions, beam-dump and fixed-target experiments
serve as very sensitive collider probes. We will come back to beam-dump experiments in more
detail in Sec. 7.5.2.1.

Break it! The idea behind indirect detection is to look for DM-SM interactions happening in
the cosmos instead of in a detector on Earth. One looks for either DM annihilation, DM decay or
DM oscillations, originating from ultralight DM, into SM particles or for their secondary effects.
Likewise the energy transfer from DM-SM scattering can have detectable effects, in particular
on cosmological observables and constrains, for instance, the lifetime of DM. An advantage
of indirect detection is that the whole universe is the laboratory, which means that we have
a large volume at our disposal and a long time to integrate over; making use of astrophysics
telescopes, which were originally built for other purposes. In addition, the energies in stars
and other astrophysical objects are much larger than can be attained in accelerators on Earth.
However, the backgrounds can be large and complicated to model. A compilation of recent
indirect detection constraints can be found in [292, 325–327].

Photons and neutrinos as annihilation or decay products have the advantage that they subse-
quently travel along approximately straight lines pointing towards the original direction of the
primary particle (the DM). One hence needs to look in directions where one expects a high DM
signal. A nice feature of the theory behind indirect detection is that the particle flux can be
separated into an astrophysics and a particle physics part (which again is separated into SM and
BSM physics). The astrophysical part (the so-called “J-factor” or “D-factor”) has to be calculated
only once, and different models can be plugged in afterwards [277, 292].

For charged particles such as electrons or positrons the spectrum gets distorted and (analytical
or numerical) models have to be developed to take this effect into account [277].

Note that even certain freeze-in scenarios could be observable via indirect detection [328].
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Brake it? In specific DM models, DM can self-interact (e.g. in the model we will discuss in
Chap. 7 the mediator can generate DM-DM elastic scattering). While the standard ⇤CDM
model of cold collisionless DM is extremely successful on large scales (on distances O(Mpc)),
N-body simulations and observations have revealed some tensions with small scale structures
[329–331]: 4

• Cusp-core DM only simulations predict that the density profile of DM increases towards
the center (a “cuspy” radial DM density profile)⇢DM ∼ 1�r) – well modelled by the NFW
profile – while observations from e.g. rotation curves of disc galaxies show a flatter profile
(⇢DM ∼ const.) in dwarf galaxies. These tensions are most striking in dwarf and low-surface
brightness galaxies as these are DM dominated [333, 334].

• Diversity problem Structure formation for collisionless DM is expected to be a self similar
process (i.e. all halos should have the same density profile) but for disk galaxies with the
same maximal circular velocity the core densities vary by a factor O(10).

• Missing satellites problem Structure formation is a hierarchical process (smaller halos
merge, form larger halos). Some of the smaller halos survive the merger process and
we thus expect rich substructures (cold DM halos should contain many subhalos). In the
milkyway we should have O(100 − 1000) subhalos with vmax ∼ 10 − 30 km/s which can
host galaxies which is predicted by simulations. Only 10 dwarf spheroidal galaxies were
discovered.

• Too-big-to-fail From simulations we expect the most luminous satellites to host the most
massive subhalos. However, the subhalos are much denser than expected, they are too-big-
to-fail.

Many self-interacting DM models can explain these tensions over a large range of scales (dwarf
galaxies, low and high surface brightness spiral galaxies, galaxy clusters). Self-interactions hence
help transport heat to the inner regions, thermalizing it and resulting in a velocity dispersion
that is more uniform with radius. At large distances these self interactions would not have any
observable effect as the scattering rate is proportional to the DM density. There are, interestingly,
observational constraints on self-interacting dark matter which are roughly of the same size as the
strength needed to solve these small scale problems. We already mentioned the Bullet cluster in
the introduction: From weak lensing we see that the centre of mass is not located at the collision
point but where the stars are. If DM was strongly self interacting it would stay behind at the
collision point (it would “brake”). Further constraints come from the shape of the density profile
(self-interactions lead to a more spherical profile while some cores exhibit a rather elliptical
profile), the escape velocity of DM in smaller halos (it would lead to a dissipation of smaller
halos), from the thermodynamics of galaxies and from supermassive black holes which would
grow faster for collisional DM [331].

4However, including baryonic effects in simulations might also help reconcile simulations and observations
[332].
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5.4 Bake it!

In this section we will be concerned with the theoretical framework for describing the production
and evolution of the DM density in the early universe. The formalism will be very important for
the study of the DM model in Chap. 7 (featuring various DM mechanisms that can set the DM
relic density), hence requiring a thorough introduction to the subject. Broadly, the landscape
of DM production mechanisms can be classified into thermal and non-thermal DM candidates.
Thermal DM candidates were in thermodynamic equilibrium with the SM at some point in the
early universe while non-thermal candidates comprise all other possible mechanisms. As we
stressed in the introduction, the lack of any conclusive experimental evidence for the WIMP
suggests moving away from this standard paradigm and considering alternative possibilities. In
particular, thermal models require large couplings to the SM particles to maintain equilibrium
and are hence constrained by direct, indirect and collider experiments. For an overview of the
plethora of dark matter production mechanisms that have been introduced and considered in
the literature see for instance the nice lectures by Joshua Ruderman [335].

5.4.1 Boltzmann equation

To calculate the evolution and the present day abundance of dark matter we have to take an
excursion to statistical physics and introduce the Boltzmann equation. This equation describes
the time evolution of the number of particles of a certain species in the universe under a series of
equilibrium assumptions. The Boltzmann equation can be derived from the Liouville equation
via the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) expansion. The BBGKY expansion
introduces a s-particle probability density function which allows one to derive an implicit hier-
archical equation for fs, by considering only two-particle interactions [336, 337]. By truncating
the hierarchy at first order and neglecting correlations between the particles one obtains the
Boltzmann equation

�
@f

@t
+

1

m
p∇q + F ⋅ ∇p�f(q, p, t) = C [f] . (5.17)

The right hand side is a collision operator which embodies our ignorance of the full resolution of
the collision between particles. The Boltzmann equation is an evolution equation for the phase
space distribution f(�x, �p, t), which “counts” how many particles are in a phase space volume
d3xd3p at �x, �p at a certain time t: dN = g�(2⇡)3 d3xd3pf(�x, �p, t) with g the number of internal
degrees of freedom and (2⇡)3 the size of a unit cell of phase space volume (since we set �h = 1).

To now apply the Boltzmann equation in cosmology, i.e. in the framework of general relativity,
we realize that the Liouville operator in its covariant form is given by [269]

L̂covariant = p↵
@

@x↵
− �↵��p

�p�
@

@p↵
, (5.18)

resulting in a covariant version of the Boltzmann equation,

L̂covariant [f] = Ccovariant [f] . (5.19)
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We will make the form of the collision operator explicit in the following. From now on, we will
drop the subscript “covariant”. The evolution of the phase space distribution for inert particles
(i.e. a system of free particles), taking into account the expansion of the universe, is described by
the left-hand side of the equation and interactions with other particles will change the right-hand
side. Hence, a system of free particles satisfies L̂ [f] = 0. On a FLRW background metric, i.e. in
an isotropic and homogeneous universe, f(�x, �p, t) = f(p(t), t), with p the modulus of the spatial
momentum components, and the Liouville operator takes the form

L̂ [f] = E �
@

@t
−Hp

@

@p
�f . (5.20)

Collision operator Let us assume a scattering process of the form

� + a + b + . . .↔ i + j + k + . . .

and let us assume we are interested in the time evolution of the phase space distribution of
the particle species � (ultimately the DM phase space distribution). As we mentioned above,
the collision operator encodes the information on the interactions of the �-particles with other
particle species, such as (inverse) decays, annihilations, elastic scatterings etc. We will not
attempt to derive the form of the collision operator from first principles but we will state its
expression and advocate its plausibility. In its general form it reads [338]

C �f�� =
1

2 �
d⇧ad⇧b . . . d⇧id⇧jd⇧k . . . (2⇡)4�(4) �p� + pa + pb + . . . − pi − pj − pk − . . .�

× �− �M�+a+b+...→i+j+k+...�
2
f�fafb . . . (1 ∓ fi) �1 ∓ fj� (1 ∓ fk) . . .

+ �Mi+j+k+...→�+a+b+...�
2
fifjfk . . . �1 ∓ f�� (1 ∓ fa) (1 ∓ fb) . . .�

(5.21)

Several pieces enter the expression of the collision operator:

• The Lorentz-invariant phase space measure

d⇧↵ =
g↵
(2⇡)3

d3p↵
2E↵

and the phase space distribution f↵ since in order for the process to happen, the incoming
particles have to meet each other.

• The �-function ensures energy and momentum conservation.

• �M�2 is the matrix element squared, averaged over the initial and final state spins of the
process, i.e. the probability for the particles to interact. This is the particle physics piece.

• The process � + a + b + . . . → i + j + k + . . . reduces the number of � particles, hence the
minus sign, whereas the backreaction increases its number, hence the plus sign.

• The factors 1±f↵ for bosons and fermions, respectively take into account Bose enhancement
or Pauli blocking for the final state particles.
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We can further make some often well justified assumptions which allow us to simplify the col-
lision operator. Assuming T-invariance (i.e. CP-invariance which will always be satisfied in the
scenarios we study) we have

�M�
2
≡ �M�+a+b+...→i+j+k+...�

2
= �Mi+j+k+...→�+a+b+...�

2
.

Assuming f↵ � 1 we can neglect quantum statistical factors and set (1± f↵) � 1. Incorporating
these simplifications in Eq. (5.21) we obtain

C �f�� =
1

2 �
d⇧ad⇧b . . . d⇧id⇧jd⇧k . . . (2⇡)4�(4) �p� + pa + pb + . . . − pi − pj − pk − . . .�

× �M�
2
�fifjfk . . . − f�fafb . . .� .

(5.22)

Equilibrium relations Our early universe was hot and dense and was therefore a thermal
environment. If the interaction processes are rapid enough compared to the typical timescale
under which the conditions are changing, particles are in equilibrium. One distinguishes between
two types of equilibria [335]:

Kinetic equilibrium: Kinetic equilibrium is established if the particles involved in a reaction
scatter efficiently enough to exchange energy among them and hence to maintain the same
temperature. In this case, the particles’ phase space distributions can be described by Bose-
Einstein or Fermi-Dirac equilibrium distributions

fBE�FD(p, t) =
1

e(E(p)−µ(t))�T (t) ∓ 1
. (5.23)

Neglecting quantum statistical factors one obtains the Maxwell-Boltzmann distribution

fMB(p, t) = e−(E(p)−µ(t))�T (t) . (5.24)

Chemical equilibrium: Particles are in chemical equilibrium if the number changing reactions
� + a + b + . . . ↔ i + j + k + . . . are fast enough, such that µ� + µa + µb + . . . = µi + µj + µk + . . ..
In an expanding universe, chemical equilibrium is established as long as the interaction rate �

is bigger than the expansion rate of the universe, � � H and several reactions take place per
Hubble time. In this case we can apply the principle of detailed balance of which we will in the
following often make use, f�eqf eq

a f eq
b . . . = f eq

i f eq
j f eq

k . . ..

From the phase space distribution we can also calculate its moments, such as the particles’
number density, energy density and pressure distributions [338]

n�(t) = g� �
d3p

(2⇡)3
f�(t, p) ,

⇢�(t) = g� �
d3p

(2⇡)3
f�(t, p)E� ,

P�(T ) =
g�
(2⇡)3 �

d3p f�(p, T )
�p�2

3E
. (5.25)

If we neglect quantum statistical factors and assume µ = 0, we can plug the Maxwell-Boltzmann
distribution (5.24) in the above expressions such that the particles’ number density, energy
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density and pressure equilibrium distributions are given by

neq
� (T ) =

g�
2⇡2

m2 TK2 �m��T� ,

⇢eq
� (T ) =

g�
2⇡2

m2
� T �m�K1 �m��T� + 3TK2 �m��T�� ,

P eq
� (T ) =

g�
2⇡2

m2
�T 2K2 �m��T� = Tneq

� (T ) , (5.26)

respectively, for a given particle of mass m� and degrees of freedom g�, where K1(x) and
K2(x) are the first and second order Bessel functions. It is particularly interesting to study the
expression for the equilibrium number density in two limiting cases, the non-relativistic limit
T �m� and the relativistic limit, T �m�,

neq
� (T ) =

�
���
�
���
�

g�

⇡2 T 3 m� � T

g� �
m�T
2⇡ �

3�2
e−m��T m� � T

(5.27)

For temperatures well below the mass of the particle, its number density is exponentially sup-
pressed (this is often referred to as Boltzmann suppression).

We will often make the assumption that the phase space distribution of the SM particles is
described by the equilibrium distribution (5.23) or (5.24). In this case we can multiply by g�

and integrate both sides of the Boltzmann equation over the particles’ momenta to obtain an
evolution equation for the particles’ number density. The Liouville operator becomes

g� �
d3p

(2⇡)3
L �f�� =

1

a3

d

dt
(a3n�) =

dn�
dt
+ 3Hn� , (5.28)

where again the second term takes into account the expansion of the universe. For simplicity,
let us restrict ourselves to 2 → 2 processes, generalizing the following discussion to decays is
straightforward, see Sec. 7.2. A generalization to 2 → n processes with many-body final states
is feasible but requires some more thought, see for instance [339] and also Sec. 7.3.3. Finally, the
integrated Boltzmann equation takes the general expression

dn�
dt
+ 3Hn� = � d⇧� d⇧2 d⇧3 d⇧4 × (2⇡)

4�(4) �p� + p2 − p3 − p4� �M�
2
�f3f4 − f�f2� . (5.29)

Assuming that particles 3 and 4 are part of a thermal bath at temperature T and re-equilibrate
quickly after being produced, we can replace f3f4 by f eq

3 f eq
4 and we can make use of the principle

of detailed balance, f eq
3 f eq

4 = f eq
� f eq

2 . Then the collision term can be rewritten as

g� �
d3p

(2⇡)3
C �f�� = −���2→34vmøl�(

1

2 3

4

�
n�n2 −

4

3 2

1

�����������������

neq
� neq

2 ) , (5.30)

with

��vmøl� =
∫ �vmøle

−E��T e−E2�T d3p� d3p2

∫ e−E��T e−E2�T d3p� d3p2
(5.31)
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and where the Møller velocity is defined by

vmøl ≡ F �(E�E2) =
(p� ⋅ p2)

2
−m2

�m2
2

E�E2
=

�

(�v� − �v2)
2 − (�v� × �v2)

2 (5.32)

and

F (m�,m2, s) =

�
(s − (m� +m2)

2)(s − (m� −m2)
2)

2
. (5.33)

We have assumed Maxwell-Boltzmann distributions and have approximated 1 ± f↵ � 1. In the
following we will omit the subscript “møl”. Under these assumptions, all but one integral on the
right hand side in Eq. (5.29) can be solved analytically and Paolo Gondolo and Graciela Gelmini
obtained in their seminal work [23]

���2→34v� =
1

2TK2(m1�T )K2(m2�T )
�

∞

smin

��2→34(s)
F (m�,m2, s)

2

m2
�m2

2

√
s

K1(
√

s�T ) ds , (5.34)

where �(s) is the total unpolarized cross section for the process 12→ 34 in terms of the centre-
of-mass energy

√
s, K1 and K2 the usual modified Bessel functions and the lower limit of the

integral is given by smin =max �(m� +m2)
2, (m3 +m4)

2
� .5 The integral in s has to be performed

numerically. The reaction rate for a given process in terms of the thermally averaged cross section
is ��v�neq and the condition for chemical equilibrium becomes

��v�neq
�H . (5.36)

It is often advantageous to write the Boltzmann equation in terms of the inverse temperature
z ≡m��T

6 and in terms of the so-called comoving number density,

Y� ≡
n�
s

,

with s the total entropy density of the universe, see Eq. (5.9). Using entropy conservation of the
radiation bath and neglecting the temperature dependence of the effective degrees of freedom

5A quick note about factors of two: this expression comes from the construction of the thermally averaged
cross section in terms of the usual total unpolarized cross section. Since we average over the degrees of freedom
in the initial state to calculate the cross section, we need to include the correct number of degrees of freedom
in the number densities. Furthermore, for processes with two identical particles in the initial state, we need to
include an additional factor of 1�2. The phase-space integral over-counts the configurations of identical particles.
The cross section already takes this into account, since there we integrate over the final state particles and divide
by a factor of 2 for identical final state particles. The difference here is that we need to do the same for identical
initial state particles since we also integrate over their phase spaces (while we do not for the cross section). One
can check that using this definition detailed balance in terms of the thermally averaged cross section reads as
usual

��ij→klv�n
eq

i neq

j = ��kl→ijv�neq

k neq

l . (5.35)

6Note that for numerical solutions of the Boltzmann equation it can in addition be helpful to formulate the
equation in terms of log10 z. We will come back to numerical tricks in Sec. 7.3.3.
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dg∗�dT ∼ 0, the Boltzmann equation then takes the form 7

dY�
dz
= −

s

Hz
���2→34vmøl � �Y�Y2 − Y eq

� Y eq
2 � . (5.38)

5.4.2 Freeze-out and WIMPs

Now that we are armed with the tools required to calculate the evolution of the DM relic density
we will study the standard paradigm for DM production, freeze-out. One assumes that in the
early hot and dense universe reactions were fast enough and all particle species, including the
dark matter, were in thermal equilibrium and shared the same temperature.

To understand the basic physical mechanism, let us for a moment consider a simple toy model,
where we assume that the DM particle interacts with some SM particle species via ��↔ SM SM
and let us assume that this is indeed the only relevant DM number changing interaction. In this
case, the Boltzmann equation for the comoving DM number density reads

dY�
dz
= −

s

Hz
����→SMSMv� �Y 2

� − Y eq2
� � . (5.39)

where we have replaced the distributions of the SM particles by their equilibrium distributions
and we have made use of the principle of detailed balance: The first term on the right hand
side corresponds to SM bath particles annihilating into DM (thus increasing the number of DM
particles), and the second term corresponds to DM annihilations (the inverse process), decreasing
n�. In this simple toy model, DM could be produced by two different mechanisms, namely freeze-
out and freeze-in. For relatively large couplings, such that condition (5.36) is satisfied, the SM
and the DM will interact strongly enough to reach equilibrium in the early universe and the
comoving number density Y� as a function of the inverse temperature stays constant. At some
point the temperature drops below the mass of the DM particle; it becomes more and more
difficult to produce the DM and the production process gets suppressed. The DM particles
continue to annihilate into SM particles – in particular, if nothing happened we would be left
with no DM today. At some point, however, the universe has expanded so much that the DM
particles are too dilute to find each other; they decouple from the plasma and we are left with a
constant number of DM particles. Unfortunately, there are no analytic solutions to this equation;
it has to be solved numerically. Its numerical solution for varying reaction rates is plotted in
Fig. 5.7. However, by making some simplifications, we can obtain a back-of-the-envelope analytic
solution for the DM relic density and get a feeling for the behavior of Eq. (5.40). Performing
the change of variables z = T �m� as above and neglecting the temperature dependence of the
effective degrees of freedom g∗, the Boltzmann equation can be written as [269]

dY�
dz
=
�

z2
(Y eq2
� − Y 2

� ) (Riccati-equation) , (5.40)

where we have defined � ≡ �0s1�H1. We have made several assumptions:
7Note that in the computations we perform in Chap. 7 we take this temperature dependence into account. In

more generality, one can replace the time derivative by a derivative with respect to the radiation temperature via
the relation

dT

dt
= −HT �1 +

1

3

dlog g∗s
dlog T

�

−1
. (5.37)



Dark Matter 161

10�14

10�12

10�10

10�8

10�6

10�4

10�2

1

�0.5 0 0.5 1 1.5

Y
�

=
n

�
/s

log10(z) = log10(m�/T )

10�14

10�12

10�10

10�8

10�6

10�4

10�2

1

�2.5 �2 �1.5 �1 �0.5 0

Y
�

=
n

�
/s

log10(z) = log10(m�/T )

initial abundance 
zero/negligible

SM particles (here top)
freeze outDM gets

non-relativistic

DM and SM in 
chemical equilibrium

production process
gets suppressed

particles so dilute -
annihilation process

 shuts off

Figure 5.7: Freeze-out (left) versus freeze-in (right) for different reaction rates. The figure was produced
assuming the SM fermions produce the DM with a coupling proportional to their masses.

• We assume the universe is radiation dominated, i.e. we have H(z) = H(z = 1)�z2 and
s = s(z = 1)�z3, see Sec. 5.1.

• ��v� will depend on the velocity of the DM and we have expanded ��v� in powers of z
��v� ∼ �0z

−n (where n = 0 corresponds to s-wave, n = 1 to p-wave etc. annihilation). By
considering only the s-wave piece, i.e. ��v� ∼ �0, � becomes a constant.

• As above, we have neglected the temperature dependence of the effective degrees of freedom
g∗.

From Fig. 5.7 we see that for z � 1, Y� will be much larger than Y eq
� (Y eq

� becomes Boltzmann
suppressed) and we can approximate at late times

dY�
dz
≈ −

�Y 2
�

z2

Integrate
⇒

1

Y�,0
−

1

Y�,f
=
�

zf
(5.41)

with zf = Tf �m� the temperature-mass ratio at freeze-out and Y�,0 the DM abundance today.
Further, Y�,f � Y�,0, and therefore

Y�,0 �
zf

�
. (5.42)

Estimating zf ∼ 10 − 20, one finally obtains 8

⌦�h2
� 0.3�

zf

10
�

�
g∗
100

10−37 cm2

��v�
(5.43)

which in fact gives the right DM relic density for a cross-section of the order of the weak inter-
action G2

f ∼ 10−10 GeV−2 and a mass similar to the weak scale. This result is called the WIMP
miracle and the corresponding DM candidate a WIMP (Weakly Interacting Massive Particle)
[269]. Commonly studied WIMP candidates are neutralinos that come from supersymmetric
extensions of the SM. Eq. (5.43) might tell us something – a priori the value of the weak scale is
not provided in deriving Eq. (5.43) – or it might just be a numerical coincidence. Incidentally,
assuming the DM is a strongly interacting particle (like a dark pion or a dark proton) one finds
a similar relation, the SIMP miracle [339].

8For a Dirac fermion the yield would be multiplied by an additional factor of 2.
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The WIMP hypothesis is however severely challenged due to the lack of any experimental evi-
dence despite decades of experimental efforts. In fact, as we saw in Sec. 5.3 (e.g. Fig. 5.4), direct,
indirect and collider searches have ruled out a substantial portion of the parameter space. This
outcome has led to a move away from the standard WIMP produced via thermal freeze-out and
has led people to investigate in alternative production mechanisms [50, 51, 340]. In particular,
much investigation has been put in the freeze-in mechanism and its associated FIMP (feebly
interacting massive particle) [19, 52] which is a particularly simple DM genesis scenario.

5.4.3 Freeze-in

Since the WIMP has not been detected so far one could wonder if alternative scenarios requiring
weaker couplings are also possible. In the freeze-in mechanism, the DM particles interact so
feebly with the SM particles that they never reach equilibrium 9. If one assumes that the
inflaton decays preferably into SM particles (i.e. the DM abundance is zero or negligibly small
after reheating) then the DM will be gradually produced by scattering of SM particles in the
thermal plasma without ever reaching thermal equilibrium, until the temperature drops below
the SM particle mass(es) producing the DM. At this point, the abundance of SM particles gets
Boltzmann suppressed, nSM ∝ e−mSM �T , DM producing processes decouple and the number of
DM particles in the universe remains constant; it freezes in. The DM abundance is then simply
determined by the number of decays or annihilations of SM particles into DM particles.

5.4.3.1 Infrared dominated freeze-in

Let us look again at our simple toy model, Eq. (5.39). As we will see, in the case of a renormaliz-
able DM-SM interaction with g� a dimensionless coupling, DM production is maximized at low
temperatures (IR dominated) and hence insensitive to UV physics, as in the thermal freeze-out
scenario. Let us estimate the DM relic density in this case: Since Y never reaches the equilbrium
value, Y � Yeq and we can omit the Y 2 term. It is then convenient to introduce the reaction
density [21]

� ≡ �� v� �neq
� �

2
(5.44)

in terms of which Eq. (5.39) becomes (let us perform the change of variables T =m��z to make
the temperature dependence explicit)

dY

dT
= −

�

sHT
. (5.45)

Therefore, the yield today at T0 ≈ 0 is given by the integrated reaction density,

Y0 = −�

TRH

T0

�

sHT
dT . (5.46)

The reaction density can be recast into [21]

� = � �v e−E1�T e−E2�T d3p1 d3p2 = 2⇡2T � ds � �s − 4m2
�
√

sK1(
√

s�T ) . (5.47)

9Generically, for freeze-in one requires couplings which are � 10−7 to prevent equilibration with the SM bath.
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At temperatures far above the masses of the involved particles, we have �(s) ∼ g��s with g� some
dimensionless coupling, which results in �� v� ∼ T −2 and � ∼ T 4 by dimensional analysis (since
neq ∼ T 3 for T �m, s ∼ T 3 and H ∼ T 2), hence the integrand decays like T −2. At temperatures
below max(m�,mSM) the integrand is exponentially Boltzmann-suppressed. We can therefore
roughly estimate the order of magnitude of the dark matter yield due to freeze-in from the saddle
point of the integrand:

Y0 ≈ C
�

SH
�
T=max(mSM,m�)

∼
g�

max(mSM,m�)
, (5.48)

where C is a factor of a few. The freeze-in process is infrared-dominated, because it is driven by
renormalizable interactions with dimensionless couplings.

Solving Eq. (5.46) approximately as we did in the last section one obtains [52, 278]

⌦h2
X ≈

2mXYX

3.6 × 10−9GeV
=

1.01 × 1024

gS
∗

�

g⇢∗
g2
� , (5.49)

implying

g� � 10−11 �
m

m�
�

1�2
�

�

⌦�h2

0.12

�

�

1�2

. (5.50)

If the DM particle and the SM particle producing it have similar masses, the required value
for the coupling between the SM and the DM particle is O(10−11), implying that in general
indeed ��v�neq � H throughout DM production and the DM particles never reach equilibrium
10. The freeze-in process is infrared-dominated, because it is driven by effective interactions
with dimensionless couplings. This is advantageous as one does not need to make assumptions
about the physics at high temperatures (UV quantities), such as the reheating temperature after
inflation. In models with higher-dimensional couplings between the DM and the SM particles,
this conclusion would not hold. In the presence of such operators, the contribution to freeze-
in would be UV-dominated and the result would depend on the reheating temperature. This
scenario can be described by the so-called ultraviolet freeze-in and explicitly depends on the
reheating temperature [52, 341].

The evolution of Y for different reaction rates for the (IR dominated) freeze-in versus the freeze-
out mechanism is depicted in Fig. 5.7. Via both mechanisms the observed relic density can be
generated. The essential difference is that in the freeze-out mechanism Y is inversely proportional
to the reaction rate, while it is proportional to ��v� in the freeze-in mechanism. Indeed, this
is what we expect: During freeze-in Y is determined by twice the “number” of pair creations,
during freeze-out Y follows the equilibrium number density until it decouples and stays constant.
Since Yeq decreases with decreasing temperature, the earlier ��v�neq drops below H the more
DM particles will be left over.

5.4.3.2 Ultraviolet dominated freeze-in

As we saw in the previous section, if DM freezes in via renormalizable operators, the DM relic den-
sity is infrared dominated, receiving its largest contribution at temperatures T ∼max(mDM,mprod)

10Again, this can easily be generalized to SM particles decaying into DM. In this case the required coupling is
approximately a factor 10 smaller [19].
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where mprod is the mass of the particles producing the DM [19]. The final relic abundance is
hence independent of UV physics and, in particular, of the reheating temperature at which DM
production from SM particles started. In the case of higher dimensional operators, however,
the DM freeze-in is UV dominated (i.e. its production is maximised at high temperatures) and
depends on the reheating temperature [19, 341]. As we will briefly see in the following, this state-
ment can already be understood from simple dimensional analysis. The idea is the following: In
general, one would expect the distinct sectors of the low energy theory to be connected by the UV
physics via higher dimensional operators. Hence, one might argue that the IR freeze-in scenario
represents a fairly special construction (one would normally expect dimensionless parameters to
be O(1)).

Let us compare the dimensional analysis in the previous paragraph to what happens if the
scattering process is mediated by a higher dimensional operator (for simplicity, let us consider
an example where the DM is produced via a 5-dimensional operator in a 2 → 2 scattering
process). This could for example be an operator O ∼ 1�⇤ ' ̄ �, with ' a scalar DM particle
and  and � fermionic and scalar SM particles, respectively, arising in an effective field theory
with cutoff ⇤ 11. In this case the matrix element scales like

M ∼

√
s

⇤
,

where
√

s is the characteristic energy scale of the process. Hence, the cross section behaves as
�(s) ∼ g�s, yielding � ∼ T 6 and

Y0 ∼ g�TRH .

The DM yield is UV dominated and produced immediately at reheating. Generalising this simple
estimate to a (n + 4)-dimensional operator 1

⇤n�1 . . .�n+3' (with �i scalar particles part of the
thermal bath and ' the DM particle), DM can be produced by processes �1�2 → �3 . . .�n+3'

with many-body final states. Then the matrix element squared and the differential Lorentz
invariant phase space for n-body final states scale, from dimensional analysis, approximately as

�M �2n ∼
1

⇤2n
, DLIPS(n+2) ∼ sn ,

respectively . Using these approximate scaling relations, the integrals on the right hand side
of the Boltzmann equation can be solved analytically and, neglecting combinatorial factors, one
obtains for the DM yield [341]

Y(n) �
90

1.66 × (2⇡)9
�

g⇢∗gS
∗

1

2n − 1
�

n!(n + 1)!

⇡2n−1
��

MPlT
2n−1
RH

⇤2n
� . (5.51)

Two remarks are now in order. Firstly, from Eq. (5.51) we find

Y(2) ∼
T 3

RH

⇤4
, Y(3) ∼

T 5
RH

⇤6
, . . .

i.e. if several higher dimensional operators with the same UV cutoff ⇤ are present, the DM yield
is dominated by the operator with the smallest mass dimension. This is true for cases where all
DM producing processes are driven by higher dimensional operators. However, secondly, if one

11Of course, the reheating temperature has to below the UV scale for the effective theory to be valid.



Dark Matter 165

field involved in the higher dimensional operator acquires a vev then the expansion around the
vacuum gives terms with couplings of different mass dimension. In the case of a 5-dimensional
operator this results in a UV-dominated contribution and an IR-dominated contribution from
an effectively renormalizable operator in the vev expansion. Depending on the vev and the
reheating temperature, the DM yield is then either UV or IR dominated. We will see explicitly
in Chap. 7 that this is precisely what happens in our model where UV contributions arising from
the mixing with the Higgs sector become important for reheating temperatures above the Higgs
vacuum expectation value.

To set the stage for the model we study in this thesis, where the interaction between the SM
and the DM particles are mediated by an axion-like particle, we will continue by giving a brief
introduction to axions, which were proposed as a very natural solution to the strong CP problem.





6 Axions and axion-like particles

In Sec. 2.3.4 we discussed how the solution of the U(1)A problem introduced a new problem
in the SM: the strong CP problem 1. A very prominent and theoretically tempting solution to
the strong CP problem are axions which naturally promote the ✓̄ to a dynamical variable as the
expectation value of a spinless quantum field [53–56]. Axions arise as Nambu-Goldstone bosons
by introducing a new scalar field and by imposing the existence of a global symmetry. The
mechanism will be shortly introduced in the following. For a detailed pedagogical derivation of
the axion solution highlighting many physical properties see the original paper by Peccei and
Quinn [53] or the toy model in [17].

6.1 The axion solution to the strong CP problem

As we saw in Sec. 2.3.4, the phases in the fermion mass matrix and the ✓-parameter in front
of the GG̃ term are intimately related via the axial anomaly. The Peccei-Quinn solution to the
strong CP problem makes use of this relation. In particular, Robert Peccei and Helen Quinn
noticed that if there is an additional global U(1)PQ symmetry which is anomalous under strong
interactions, then one can use a field redefinition to rotate the physical ✓̄-term away. This can be
achieved by introducing chiral fermions which transform under this symmetry and by ensuring
that the symmetry is exact except for the anomaly. In particular, we cannot add a mass term,
otherwise we would get an additional piece proportional to the mass and the ✓̄ term would again
be physical. Unfortunately, there is no anomalous axial symmetry in the SM which is not also
explicitly broken by the mass term.

There is however another way to implement this (anomalous) symmetry, namely with a boson.
The main idea is to add a new spin-0 field with effective Lagrangian [18, 342–344]

La =
1

2
�@µa�

2
+L �@µa, � +

g2
s

32⇡2

a

fa
Ga

µ⌫G̃
aµ⌫ (6.1)

to the SM Lagrangian, with fa a dimensionful parameter. The interaction between the boson
and the gluonic fields mimics the ✓̄-term.

1To introduce this chapter with an anecdote: The axion was named by Frank Anthony Wilczek – an american
physicist and Nobel prize winner – after a detergent for its ability of "whitewashing" the SM from its strong CP
stain.

167



Axions and axion-like particles 168

Under a rotation of angle ↵ this effective Lagrangian possesses a quasi shift symmetry a(x) →

a(x) + ↵fa which leaves the action invariant up to a term

�S =
↵

32⇡2 �
d4x Ga

µ⌫G̃
aµ⌫ , (6.2)

i.e. it shifts exactly like an anomalous term would shift (by a constant times GG̃), so this shift
symmetry is anomalous (although here at tree-level). This field redefinition can then be used
to remove any pre-existing GG̃-term from the Lagrangian. The physics is of course invariant
under this field redefinition and all observables are automatically independent of ✓̄. As we will
see later, what really happens is that low-energy QCD effects dynamically set the parameter to
the correct value, hence removing any strong CP-violating term. In addition, the Vafa-Witten
theorem makes sure that in a theory without this ✓̄ term there is no spontaneous CP breaking,
and we get a CP-conserving theory [345].

Clearly, the effective Lagrangian in Eq. (6.1) can emerge from various different UV-completions.
In order for the PQ solution to work, a few main ingredients are needed [346]:

• A new global U(1)PQ symmetry, spontaneously broken at a high scale fa. This ensures
the low-energy theory has a Goldstone boson, the axion.

• U(1)PQ is anomalous with respect to QCD (@µJµ
PQ ∼ GG̃). This can be achieved by

assigning chiral charges to some coloured fermions, i.e. Q(qL) ≠ Q(qR). The net effect is
the last term in Eq. (6.1), the associated Goldstone boson has a coupling to gluons.

• Finally, non perturbative QCD effects will induce La = L�PT �@µa,⇡,⌘,⌘′, . . .�+

Ve↵ �✓̄ +
a
fa

,⇡, ⌘� with the minimum of the potential at ✓̄ + �a�fa

= 0, hence dynamically
restoring the CP-symmetry.

Typically, in this effective setup one also expects other higher dimensional couplings. In order
for the effective theory to still solve the strong CP problem, we can add terms which do not
spoil this shift symmetry, such as derivative couplings times any current made of SM fields and
higher dimensional couplings to SM gauge fields [18],

La ⊂
1

2
(@µa)2 +

a + ✓̄

fa

g2
s

32⇡2
Ga

µ⌫G̃
aµ⌫
+ ga�

a

fa

↵em

8⇡
Fµ⌫ F̃

µ⌫
+�

f

cf
@µa

2fa
jµ
(a) − q̄Mqq , (6.3)

with jµ
(a) = q̄f�

µ�5qf and we have explicitly kept the pre-existing ✓̄ term from the SM Lagrangian
2. Now, one can perform a (chiral) reparametrization of the fermion fields

q → exp�i�5
a + fa✓̄

2fa
Qa� q , (6.4)

where Qa is a generic matrix and we require Tr(Qa) = 1. This reparametrization has four effects:

• The transformation being chiral, the fermion measure is not invariant and the Jacobian
of the transformation introduces a term which, since Tr(Qa) = 1, exactly cancels the
CP-violating GG̃ term.

2Note that one also expects couplings to the weak bosons, see Sec. 6.3, but they should be suppressed at low
energies.
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• The fermionic kinetic term induces a contribution to the derivative couplings cf → cf−Qa,f .

• The quark mass matrix gets dressed with an exponential of the axion field
Ma = exp �i a

fa

�5
2 �Mq exp �i a

fa

�5
2 �.

• Assuming that QED is also anomalous under U(1)PQ, the coupling to photons gets modified
ga� → ga� −

2Nc

8⇡2fa

Tr �QaQ
2
f� with Qf = diag(Qf) and Qf the electric charge of the fermion

f .

We will see below that the low energy minimum of the axion potential corresponds to a theory
without a GG̃ term.

There are various axion models, the original one proposed by Peccei and Quinn with only two
Higgs doublets as ingredients, however, was quickly experimentally ruled out by rare Kaon
decays [347]. In the original PQ model the vacuum expectation values v1 and v2 of the two
Higss doublets spontaneously break SU(2)L × U(1)Y × U(1)PQ → U(1)em with v2

1 + v2
2 = v2

and tan� = v1�v2. Hence, all axion parameters are fixed from flavour conservation by the
axion decay constant fa ∝ v ∼ 246 GeV with v the scale of electroweak symmetry breaking
[348]. A few years later, two main types of so-called invisible axion models were proposed, the
Kim-Shifman-Vainshtein-Zakharov (KSVZ) [349, 350] and the Dine-Fischler-Srednicki-Zhitnitsky
(DFSZ) [351, 352] models. They could evade the stringent constraints by decoupling the vev
of the scalar fa from the electroweak symmetry breaking scale v. We will briefly introduce the
DFSZ-type axion in the next paragraph.

6.2 DFSZ model

The Lagrangian in eq. (6.3) is non-renormalizable and requires an ultraviolet completion. Here
we will sketch an ultraviolet completion of the DFSZ (Dine-Fischler-Srednicki-Zhitnitsky) type
by which our model will be inspired [351, 352]. In the DFSZ model, the axion couples to the SM
via the Higgs sector. It is based on a two-Higgs-doublet model with two Higgs fields �1 and �2

�1 =

�

�

�

H+1
H0

1

�

�

�

, �2 =

�

�

�

H+2
H0

2

�

�

�

,

and with an additional global U(1)PQ symmetry and an additional scalar �. The scalar will
aquire a vev at a scale fa � v, with v the electroweak symmetry breaking scale. The interaction
Lagrangian between the Higgs doublets and the scalar is

L�1�2� = �1�
†
1�1�

†� + �2�
†
2�2�

†� + ��3(�
†
1�2)�

2
+ h.c.� , (6.5)

which is invariant under U(1)PQ provided one chooses the charges of the scalars appropriately,

�1 → exp (i↵1✓)�1, �2 → exp (i↵2✓)�2, �→ exp(i↵✓)�,

with 2↵ − ↵1 + ↵2 = 0. If ↵ ≠ 0 and by coupling the SM fermions to the Higgs doublets
via Yukawa couplings of type II [353], the SM fermions must be charged under U(1)PQ where
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U(1)PQ is necessarily chiral, ↵1 ≠ ↵2 and hence U(1)PQ is anomalous. Further, one chooses a
typical mexican hat potential for the additional scalar

V� = µ2�†� +
�

2
��†��

2
(6.6)

with µ2 and � chosen appropriately such that U(1)PQ is spontaneously broken and � obtains a
vacuum expectation value ��� = fa�

√
2. The parameters in the Higgs potential must satisfy the

measured 125 GeV mass of the Higgs and a vacuum expectation value vEW =

�

��1�
2
+ ��2�

2

[354], where one defines tan(�) = ��1� � ��2�. As we advertised in the previous section, the
most straight-forward manner is to parametrize the additional scalar in the linear representation
after SSB. Then, the SM fermions couple at tree-level to the axion via a Yukawa-like coupling
(�f

P mf �fa)f̄�5f , where �u
P = 1� tan�, �d

P = �
e
P = tan� and mf is the fermion mass [17, 351, 352].

6.3 A note on anomalies

In the effective Lagrangian for the model in this study, see Sec. 7.2, we include only tree-level
couplings of the axion to SM fermions and do not include any coupling of the axion to gauge
bosons via a trFF̃ terms. This is motivated by a paper by Quevillon and Smith [17]. I would
like to use this note to summarize their findings and to advertise the specific UV completion we
choose.

The nature of the couplings in front of the GG̃ and FF̃ -terms in Eq. (6.3) is often ascribed to
the anomaly of U(1)PQ in the fermionic current: the Goldstone boson couples to its symmetry
current, fapµ

= �0�Jµ
PQ�a(p)� which itself is anomalous, @µJPQ

µ ∼ g2
sNCGG̃ + e2

NemFF̃ (NC and
Nem are the QCD and QED anomaly coefficients, respectively). Applying this argument, one
seems to immediately be able to identify the couplings of axions to gauge bosons as induced by
heavy fermions – without computations. However, as pointed out by Quevillon and Smith in
[17], this identification is wrong. The appearance of the anomaly in the decay of axion to gauge
bosons is traced back to a reparametrization of the fermion fields in the polar representation for
the scalar field in the spontaneously broken theory,

�polar(x) =
1
√

2
(va + �

0
(x))e−ia(x)�va , �linear(x) = va + �

0
(x) + ia(x) ,

with va the vev of the scalar. The reparametrization in the polar representation induces deriva-
tive couplings between the axion and fermions, contributing to the axion-gauge boson decay via
triangle graphs. In fact, the tree-level couplings between axion and gauge bosons arise only in
the polar representation and only serve to cancel the contribution from an anomalous part aris-
ing in the triangle amplitude between the axions and the fermions. In the linear representation
no anomalies show up in the calculation of the decay amplitudes. In the case of axion-photon
couplings (or axion-gluon couplings) this can be understood in terms of the axial-current Ward
identity,

@µ �f̄�
µ�5f� − e2

NemFµ⌫ F̃
µ⌫
= 2imf f̄�5f . (6.7)
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Finally, both representations give the same physical decay amplitude, as expected, since the
physics should not depend on the chosen representation 3.

This remark will become important later once we get to the UV completion of our model in
Chap. 7. While in generic axion models the polar representation is convenient (also because
it makes the shift symmetry of the axion under a U(1)PQ transformation apparent [355] as
it is the only field transforming under the non-linearly realized PQ symmetry, a → a + ✓), as
Quevillon and Smith argue, this representation leads to a proliferation of parameters. In fact, the
non-renormalizable effective Lagrangian naturally arising in generic axion models in the polar
representation for the scalar field would be

L
e↵
NR =

1

2
@µa0@µa0

−
@µa0

2va
�

f=u,d,e,⌫

��f
V  ̄f�

µ f + �
f
A ̄f�

µ�5 f� (6.8)

+
a0

16⇡2va
�g2

sN
eff
C Ga

µ⌫G̃
a,µ⌫
+ g2
N

eff
L Wµ⌫W̃

µ⌫
+ g′2N eff

Y Bµ⌫B̃
µ⌫
� , (6.9)

with va some high scale and N eff
C,L,Y and �f

V,A a priori free Wilson coefficients. It can then be
shown that this Lagrangian is phenomenologically equivalent to the renormalizable Lagrangian

L
e↵
R =

1

2
@µa0@µa0

− i �
f=u,d,e

mf

va
�f

P a0 ̄f�5 f , with �f
P = �

f
A (6.10)

typically arising if the linear representation is chosen. Both Lagrangians are equivalent if one
requires anomaly cancellation and the validity of the naive Ward identities (@µV µ

= 0 and
@µAµ

= 2imP ). The renormalizable effective Lagrangian in Eq. (6.10) is thus the most general
implementation of the PQ (or DFSZ) axion model.

6.4 Properties of the axion at low energies

To study the low energy properties of the axion, let us come back to the more general setup
in Sec. 6.1. In particular, let us restrict ourselves to the axion coupling to gluons in Eq. (6.3),
namely (a+ ✓̄)�faGG̃. The axion propagator receives quantum corrections by the interactions to
QCD, see Fig. 6.1, and gives the axion a mass. By dimensional analysis, and since the axion-gluon
coupling is suppressed by 1�fa, the mass of the axion should scale as O �⇤4

QCD�f
2
a�, where ⇤QCD

is the typical non-perturbative QCD-scale. Strictly speaking, at temperatures below the QCD
phase transition, the axion is therefore not a Goldstone boson since the symmetry is explicitly
broken by the anomaly and Goldstone’s theorem does not apply (it leads to a tilting of the
mexican hat potential). This tilting is exactly what solves the strong CP problem, which gives a
preferred CP conserving value for the axial component and the fact that the axion is not an exact
Goldstone boson is, after all, the whole point of the axion solution of the strong CP problem.
However, as ma � ⇤QCD, the effect of the anomaly can be seen as a small perturbation and we
have spontaneous symmetry breaking of an approximate symmetry, much as in the case of the
pions where the symmetry is explicitly broken by the small quark masses. fa is experimentally

3While the misidentification of axion-gauge-boson decays being induced by the anomaly remains without
consequences for axion couplings to gluons and photons, for chiral gauge theories this shortcut leads to wrong
results: a→ �Z,ZZ,W+W− are in fact independent of the anomaly coefficients due to additional anomalies which
occur for chiral theories [17].
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QCD

1
fa

1
fa

m2
a ∼ ⇤4

QCD�f
2
a

Figure 6.1: Axion-QCD interactions give the axion a mass of O �⇤4
QCD�f

2
a
� (by dimensional analysis).

bounded from below, hence the mass of the axion has to be small, typically below O(eV). This
hierarchy between the mass of the axion and the QCD scale allows the proper use of effective
field theories, i.e. an expansion in hierarchies of different scales. This permits us to determine the
axion properties comparably precisely and an effective theory containing only the three pseudo
Nambu-Goldstone bosons of the broken SU(2)A (the three pions) and the axion works well.

Therefore, at low energy in the XPT EFT framework, the theory can effectively be described
in terms of the axion and the pseudo Nambu-Goldstone bosons of the broken symmetries which
become the relevant degrees of freedom. Let us assume that we have integrated out the heavier
quarks and only look at the 2-flavour theory of the two lightest quarks u and d.

Starting from the Lagrangian in Eq. 6.3 with only the axion-gluon coupling we perform the field
redefinition Eq. 6.4 and remove the GG̃ term. The effective chiral Lagrangian 4 including the
axion then reads [18]

L�PT+a = f2
⇡ Tr �@µU@µU †

� −B0f
2
⇡ Tr �UM†

a +MaU †
� , (6.11)

with f⇡ = 92.07MeV the pion decay constant and

U = exp
�

�
�

�

i

f⇡

�

�

�

⇡0
√

2⇡−
√

2⇡+ −⇡0

�

�

�

�

�
�

�

a matrix containing the neutral and the two charged pion fields, where Ma is the quark mass
matrix dressed with the axion field. Since the chiral Lagrangian for pions is an expansion in
the light quark matrix and since the dependence on the axion is encoded in the quark mass
matrix, we obtain an analytical dependence on the axion field. Choosing Qa = diag(1�2,1�2)

and Taylor-expanding the exponential in a�fa � 1 in the pion ground state ⇡0 = 0 gives an
effective potential for the axion of the form [18]

V (a,⇡0) = −m
2
⇡f

2
⇡

�

�
��1 −

4mumd

(mu +md)
2

sin2
�

a + ✓̄fa

2fa
� , (6.12)

which has a minimum at a�fa = −✓̄ (actually an infinite number of minima a�fa + ✓̄ = 2⇡n).
The coefficient in front of the GG̃-term is consequently dynamically determined by the state of
minimal energy of the axion field. This solves the strong CP problem in a very elegant way,
spontaneously relaxing the CP-violating term to zero and thereby explaining its smallness and
the non-observation of strong CP violation.

4For a general introduction to chiral perturbation theory see for instance [66, 134, 356–358].
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Expanding the potential further in a�fa one obtains an expression for the mass of the axion,

m2
a =

mumd

(mu +md)
2

m2
⇡f

2
⇡

f2
a

, (6.13)

which scales indeed as O �⇤4
QCD�f

2
a�. Including higher order corrections one finds

ma � 5.70(7) µeV�
1012 GeV

fa
�

Note that the coupling to gluons generically also introduces an effective coupling to photons
(e.g. via a quark loop)

↵em

8⇡

ga�

fa
aF F̃ ,

with a model independent contribution ga� = 1.92(4) – it is suppressed by ↵em but still sizeable
at low energies when QCD confines. This coupling allows for the conversion of axions to photons
in the background of an electromagnetic field which is an important mechanism for numerous
axion searches.

Axions themselves could be candidates for dark matter and could have been produced in the
early universe through the misalignment mechanism, decay of topological defects or thermally,
in which case they would constitute hot dark matter. Indeed, they are one of the oldest DM
candidates. Since in our specific model we focus on axion-like particles with masses in the MeV-
GeV range which do not constitute the dark matter but mediate the interactions with the SM,
we will not introduce the theoretical groundwork related to axion DM, or for detection strategies
of the QCD axion with masses below O(MeV). A very nice review can for instance be found
in [359].

6.5 Axion-like Particles

Many extensions of the SM give rise to particles which do not necessarily solve the strong CP
problem but can inherit similar properties and are therefore called “axion-like particles” (ALPs).
If they do solve the strong CP problem they are often referred to as the “QCD axion”. As axions,
ALPs come from an extension of the standard model by a new global U(1) symmetry that is
spontaneously broken by a hidden Higgs mechanism [360].

LALP =
1

2
@µa@µa − gag

a

fa

↵s

8⇡
Ga

µ⌫G̃
aµ⌫
− ga�

a

fa

↵

8⇡
Fµ⌫ F̃

µ⌫
+

1

2

gaf

fa
@µaf̄�µ�5f (6.14)

We have now set the theoretical grounds to finally discuss the ALP-mediated dark matter model
in the following chapter which is the main subject of this study.





7 Axion-like particles as mediators for dark
matter

7.1 Introduction

The last two decades have seen a surge in the theoretical exploration of dark matter (DM) models,
and brought a wealth of new data to constrain them. As we saw in Sec. 5.3, the possibility that
dark matter directly couples to standard model (SM) states via renormalizable interactions is by
now severely constrained. For example, we saw that LHC data and direct detection experiments
rule out vast parts of the parameter space for standard electroweak-scale WIMPs produced via
thermal freeze-out [50, 51]. This has led to a paradigm shift towards various other possibilities for
dark matter candidates, with masses above 1 TeV or below 10 GeV, and with other production
mechanisms. In particular, models where the DM-SM interactions are mediated by additional
particles have attracted much attention.

Among such models are those with a fermionic dark matter candidate and a pseudoscalar medi-
ator a, interacting with the SM via a Lagrangian of the form

L = a�
f

Cf
mf

fa
f̄ i�5f + aC�

m�

fa
�̄i�5� + . . . (7.1)

Here f stands for any SM fermion, and � is the DM particle. One possible motivation for this
type of interaction is that it allows the efficient suppression of direct detection cross sections
while still allowing for large enough DM-SM interactions to create the observed relic abundance
via thermal freeze-out. However, as we saw in Sec. 5.4, freeze-out is of course by no means the
only mechanism for dark matter production. In fact, one of the oldest dark matter candidates
is itself a pseudoscalar state which is extremely light and extremely weakly coupled, namely
a non-thermally produced QCD axion. At intermediate values of the couplings, dark matter
could be produced by the freeze-in mechanism: Assuming that its abundance is initially zero
after reheating, dark matter will be gradually produced by scattering processes in the thermal
plasma without ever reaching thermal equilibrium, until these processes decouple and the DM
abundance remains constant [19, 52].

In this chapter we study a dark matter model with interactions of the type of Eq. (7.1) but
for a range of couplings which are too small to give the correct relic density through freeze-out.
Our motivation is unrelated to direct detection constraints (which are irrelevant for such small
couplings) but are rather guided by top-down reasoning: If there exists a light pseudoscalar a,
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it might well be an axion-like particle (ALP), by which we mean the pseudo-Goldstone boson
of an approximate U(1)PQ global symmetry which is spontaneously broken at a high scale fa;
this provides a reason for it to be light. It is natural to have a emerge from an extended Higgs
sector in some UV completion of the SM, which could explain the flavour-preserving couplings
to SM states of Eq. (7.1). In this case, besides these effectively renormalizable couplings, one
also expects dimension-5 couplings of the form

L = a�
f

Cf
yf
√

2fa

h f̄i�5f + . . . (7.2)

where h is the SM Higgs boson, which will turn out to be important for the dark matter abun-
dance in parts of the parameter space.

If there are additional fermions � charged under U(1)PQ, they would also couple to the ALP.
If there are no additional fermions charged under both U(1)PQ and under the standard model,
there exists a field basis in which no dimension-5 couplings aF F̃ between the ALP and the SM
gauge bosons are induced above the electroweak scale. The only relevant couplings between the
SM and the ALP are then those of Eqs. (7.1) and (7.2). Moreover, since there is no evidence for
new physics close to the electroweak scale, the scale fa should be large, fa � TeV. Hence the
ALP couplings to fermions may be too small to allow for dark matter production via freeze-out,
and other production mechanisms should be studied.

It is tempting to try to identify a in this scenario with a (DFSZ-like) QCD axion itself. However,
if a QCD axion were massive enough to be short-lived on cosmological scales (thus mediating
the SM-DM interactions, rather than being part of the dark matter sector itself), it would be
subject to multiple astrophysical and laboratory constraints, see e.g. [18] for an overview. While
it may be possible to circumvent these constraints by extensive model-building, in this paper we
will not attempt to do so but rather assume that the a mass is mainly due to some explicitly
U(1)PQ-breaking effect other than the anomaly. The usual QCD axion relation between ma and
fa therefore no longer holds, and a does not contribute to solving the strong CP problem.

To summarise our findings, we will show that the observed dark matter abundance can be
produced in this model by several distinct mechanisms, depending on the values of the ALP-
SM and ALP-DM couplings as well as on the ALP and DM masses. It can be produced via
ALP-mediated freeze-in from the scattering of SM particles, via freeze-in from the scattering of
ALPs, via freeze-out of ALP-DM interactions which kept the DM in equilibrium with the ALP,
or finally via standard freeze-out. We will numerically study a number of example scenarios with
regard to the most relevant cosmological, astrophysical and collider constraints.

7.2 Particle content, interactions and relevant processes

Our model contains a single Dirac fermion � and a pseudoscalar ALP a. The Lagrangian is

L = LSM +
1

2
@µa@µa + �̄(i@� −m�)� + i�

f

Cf

fa
�mf +

yf
√

2
h� af̄�5f

−
1

2
m2

aa2
+ i

C�
fa

m� a�̄�5� , (7.3)
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where f is any standard model fermion with mass mf and Yukawa coupling yf and h is the Higgs
boson. This Lagrangian is valid below the electroweak symmetry breaking scale. In App. F we
present a possible ALP-model for the effective Lagrangian (7.3). The purpose was to provide an
explicit UV completion for the simple effective model (7.3) with ALP masses in the MeV-GeV
range and a coupling to the DM particles. The ALP-model is inspired by the DFSZ-axion. As
briefly discussed in Sec. 6.3, from Ref. [17], we see that there is no need to include both the 5-
dimensional gauge terms and fermion mass dependent pseudoscalar terms if there are no heavy
vector fermions integrated out. If the fermion content is only that coming from the SM, then the
anomaly cancellation requirements automatically imply that the contributions from dimension-5
terms cancel to leave only dimension-4, mass dependent terms. Hence, we have not included
any coupling of the ALP to gauge bosons via a trFF̃ terms. Including them would be perfectly
possible but would lead to a proliferation of parameters, so we restrict our analysis to more
minimal models where there are no heavy fermions charged under both the SM gauge group and
U(1)PQ. Nevertheless, effective a�� and agg vertices are induced at one loop by (finite) SM
fermion triangle graphs.

We will often refer to the hidden sector (HS), by which we mean the ensemble of ALPs and DM
particles. For future convenience, we define the effective axion couplings by

gaff =
Cf

fa
, ga�� =

C�
fa

, (7.4)

where we will later refer to ga�� as the hidden sector coupling, and to gaff as the connector
coupling. In this model, dark matter is stabilized by a global U(1) �-number symmetry which
also ensures that it can only be produced in ��̄ pairs. A variant with a Majorana dark matter
candidate stabilized by a Z2 symmetry could also be viable.

From the above Lagrangian we can deduce the various means by which:

• the dark matter can interact with standard model particles, e.g. through interactions with
fermions mediated by the pseudoscalar, ff̄ ↔ ��̄ or ff̄ ↔ h��̄, or via a loop diagram with
gauge bosons, �� ↔ ��̄;

• the ALP can interact with the SM, e.g. via qq̄ ↔ ga, qg ↔ qa, or the (inverse) decay
ff̄ ↔ a, or ff̄ ↔ ha;

• the ALPs and the dark matter can interact, i.e. aa↔ ��̄ or �a↔ �a.

These different interactions, where those responsible for DM and ALP generation are summarised
in Tab. 7.1, give rise to a rich phenomenology. Different DM generation mechanisms are at play
in different regions of the parameter space. The study of these mechanisms was pioneered in a
different model by [21], and more recently refined in [22].

As detailed in the next sections, the mechanisms at play in our model are the following1:

• For sufficiently small ga�� and gaff , and assuming that the HS relic density is negligi-
ble at reheating, dark matter is produced by freeze-in. Depending on the couplings, the

1Note also that if the ALP is coupled to a strongly-interacting hidden sector, the DM can be produced via an
additional, qualitatively different production mechanism, the so-called SIMP mechanism [339].
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Interaction Processes Scaling

SM ↔ ALPs

f a

�f̄

f

� a

f f

f̄

a

a

f

f̄

h

g2
aff

SM ↔ � a

f̄

f �

�̄

f

f̄

h

�

�̄

a (gaff ⋅ ga��)
2

ALPs ↔ �

� a

a�̄

g4
a��

Table 7.1: Different sector interaction processes and their scaling with the hidden sector and connector
couplings. Note that the diagrams ff̄ ↔ �a and f� ↔ fa shown are equivalent to those for qq↔ ga, qg↔ qa,
f̄� ↔ f̄a and q̄g↔ q̄a and therefore the latter are not shown explicitly.

dominant process may be direct freeze-in ff̄ → ��̄ mediated by an off-shell ALP, or ALP
production from SM states followed by aa → ��̄ (where the ALP may or may not be in
equilibrium with the SM). These processes are infrared dominated, since they are induced
by (effectively) renormalizable operators. For large reheating temperatures, the dominant
process for direct freeze-in will be 2 → 3 scattering ff̄ → h��̄, which is suppressed by
phase space but ultraviolet-dominated, i.e. sensitive to the reheating temperature.

• For intermediate gaff , ALPs will be produced abundantly from the SM thermal bath but
will not reach thermal equilibrium with the SM particles. However, if ga�� is sufficiently
large, the hidden sector will form a separate thermal bath at a lower temperature, in which
DM is produced by freeze-out. We study this mechanism of freeze-out from a thermally
decoupled dark sector, or to put it simply, decoupled freeze-out (DFO), in detail.

• For larger gaff and ga��, the entire dark sector will thermalize with the SM, and DM can
be produced via standard freeze-out. Since we are interested in the small-coupling regime,
and since the standard freeze-out phase is already well studied in the literature, we will
not analyse it in detail.

7.3 The phase diagram of production mechanisms

7.3.1 General Boltzmann equations

In order to study the various DM generation mechanisms we start from the covariant form of the
Boltzmann equation for the Friedmann-Lemaître-Robertson-Walker metric, where the momenta
of the particles have been integrated over. The SM particles are in equilibrium with the photon
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bath at temperature T , allowing us to replace the distributions of SM particles by the equilibrium
distributions. We neglect quantum statistical factors, assuming Maxwell-Boltzmann statistics:

feq(p, T ) = e−E�T , (7.5)

such that the particles’ number density, energy density and pressure equilibrium distributions
are given by Eq. (5.26). r

More generally, the hidden sector particles may be in kinetic equilibrium at a temperature T ′

which is different from T :
f(p, T ′) =

n(T ′)

neq(T ′)
e−E�T

′
. (7.6)

Kinetic equilibrium is not reached in the freeze-in phase, where the scattering among hidden
sector particles is not efficient (see [20] for a detailed analysis of freeze-in in a related model).

The Boltzmann equations governing the evolution of the a and � number densities are given by

dn�
dt
+ 3Hn� =�

f
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� �

2
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+ �

i,j,k

�����̄→ijkv� ��neq
� �

2
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�� + ����̄i→jkv2
�neq

i ��n
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� �
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− n2

��� ,

dna
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+ 3Hna = �

i,j,k

��ia→jkv� �neq
a neq

i − naneq
i � + ��a� �n

eq
a − na�

− ��aa→��̄v�n2
a + ����̄→aav�n2

� . (7.7)

Here i, j, k are SM particles which are involved in the relevant processes, as listed in Tab. 7.1.
For example, if all fermion couplings Cf are of the same order and at temperatures where all
SM particles are relativistic, the dominant contribution for ALP production comes from i = g,
j = k̄ = t. The cross sections for the processes entering Eq. (7.7) are given in App. G. Most of
the processes appearing in Eq. (7.7) are 2 → 2 processes, and enter via the typical thermally
averaged cross section ��v�, defined by2

��12→34v� =
C

2TK2(m1�T )K2(m2�T )
�

∞

smin

�(s)
F (m1,m2, s)

2

m2
1m

2
2

√
s

K1(
√

s�T ) ds , (7.8)

where �(s) is the cross section for the process 12→ 34 as a function of the squared centre-of-mass
energy s. Here C is an additional factor of 1�2 for the case of identical particles in the initial
state (C = 1 for non-identical initial state particles). We have further used the abbreviation

F (m1,m2, s) =

�

(s − (m1 +m2)
2)(s − (m1 −m2)

2)

2
(7.9)

and the lower limit of the integral is given by smin =max �(m1 +m2)
2, (m3 +m4)

2
� . Note that,

where appropriate, we have made use of detailed balance,

��ij→klv�n
eq
i neq

j = ��kl→ijv�n
eq
k neq

l . (7.10)

2We have not explicitly stated the temperature dependence of the thermally averaged cross sections in Eq. (7.7)
as this depends on the production regime considered. For example, in the DFO mechanism the hidden sector
interactions take place at the common temperature of the hidden sector which is different from that of the SM,
see below in section 7.3.3.
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For the (inverse) decays which contribute, we define the thermally averaged decay rate to be

��a� = �a
K1(ma�T )

K2(ma�T )
. (7.11)

where �a is the decay rate of the pseudoscalar a. We provide details of the ALP decay rate in
the various decay channels in App. G.4. For the calculation of the DM relic density we restrict
ourselves to (inverse) decay into fermions in the perturbative regime, see Eq. (G.9).3

The Hubble rate in Eq. (7.7) is given in terms of the total energy density of the universe ⇢ =
⇢SM + ⇢HS, via

H = �
8

3
⇡G⇢�

1�2

, (7.12)

where G is the gravitational constant. The energy density of the visible sector is

⇢SM = g∗⇢,SM(T )
⇡2

30
T 4 , (7.13)

with g∗⇢,SM(T ) the SM effective degrees of freedom in energy. The hidden sector energy density
differs according to the production regime as we will explain in more detail in section 7.3.3.
For the SM effective degrees of freedom in energy and in entropy, denoted by g∗⇢ and g∗s,
respectively, we adopt the recent results from an improved analysis, covering a wide range of
temperatures [361]. This analysis is based on state-of-the-art results of perturbative and non-
perturbative calculations of thermodynamic quantities in the SM. In particular, for an improved
description of the QCD phase transition they adopt results from the “Budapest-Wuppertal”-
collaboration [225] in 2 + 1 + 1 flavour lattice QCD. We use the fit functions provided in this
paper in our analysis.

Note that by solving this set of differential equations we only calculate the abundance of �
particles and later set nDM = n� + n�̄ = 2n�. In addition, we point out that later in this section
we will find that it is convenient to make a change of variables from t to z = m��T , and the
differential equations will be written as a function of z instead of t.

7.3.2 Freeze-in

The freeze-in mechanism can generate the observed DM abundance for the case that both gaff

and ga�� are sufficiently small, assuming that the initial abundance of DM particles and ALPs
is zero or negligible. Both a and � will be produced from interactions amongst SM particles
in the thermal bath, but for small gaff and ga�� the DM will not thermalize, neither with the
photons nor with the ALPs. The production stops once the temperature of the particles involved
drops below the DM mass scale, since the abundances become Boltzmann-suppressed and the
production rate becomes negligible compared to the Hubble expansion rate. The co-moving dark
matter number density is effectively frozen from that point on, while the ALPs will eventually
decay back to standard model states.

3For energies in the range ∼ 0.5−1.2 GeV various hadronic decay channels open up. However, when we present
results on the DM relic density, we are either in the perturbative regime or apply a hard cut on the decay width
below T ≤ 600 MeV (see also the discussion in section 7.6.4 and in App. G.4).
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The interplay of the different sectors allows for three different freeze-in regimes, namely freeze-in
of the DM directly from SM particles, freeze-in from the ALPs and sequential freeze-in [20, 22].
All three regimes are characterised by a value of ga�� which is too small for the hidden sector
particles to establish thermal equilibrium among each other. Depending on the range in gaff ,
the ALPs may or may not be in equilibrium with the SM, as described in the following.

7.3.2.1 Freeze-in from SM particles

In this regime, the DM is produced directly from the SM fermions via an s-channel ALP (see
Tab. 7.1). In order to generate the correct relic density via this mechanism, one requires ga��

to be small, such that ��aa→��̄v�∝ g4
a�� is small enough for aa→ ��̄ to be negligible compared

to ff̄ → (h)��̄. In this regime we find that ALPs are in thermal equilibrium with the SM,
i.e. na = neq

a (T ).

In order to calculate the relic abundance we require the appropriate Boltzmann equation for this
region, which we obtain by adapting Eq. (7.7) accordingly. We first define the dark matter yield
Y = Y� as usual by

Y =
n�
s

(7.14)

where s = sSM + sHS is the total entropy density of the universe. The entropy density in the
freeze-in regime is given by

s =
2⇡2

45
g∗s(T )T

3 , (7.15)

with the effective degrees of freedom in entropy given by g∗s(T ) = g∗s,SM(T ) + g∗s,a(T ) and we
can neglect the entropy density of the DM particles.

The ALP abundance plays no role in this freeze-in scenario, so we neglect all terms in Eq. (7.7)
involving na. Since the DM is never in equilibrium, Y � Yeq, we can neglect the back-reaction
as usual. Concerning the contribution to the DM yield from 2 → 2 scattering, it is convenient
to introduce the reaction density for the interaction ij → kl [21]

�ij→kl = ��ij→kl v�n
eq
i neq

j (7.16)

in terms of which the Boltzmann equation Eq. (7.7) for the yield from freeze-in becomes

dY

dT
= −�

f

���̄→ff̄

3Hs2

ds

dT
+ (2 ↔ 3 terms) . (7.17)

Here we have replaced the z dependence by a dependence on T . The corresponding infrared-
dominated contribution to the yield today at T ≈ 0 is therefore obtained by integrating the
reaction density,

Y0,IR = −�
f
�

∞

0

���̄→ff̄

3Hs2

ds

dT
dT . (7.18)

An important point concerns the relative magnitude of the contributions from 2 → 2 interactions
and 2 → 3 interactions. In a hypothetical model with only renormalizable couplings between the
ALP and the SM fermions, as defined by Eq. (7.1), freeze-in would proceed only via ff̄ → ��̄

scattering, which is infrared dominated. However, as we stated previously, in realistic models
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where the ALP-fermion couplings are generated from the ALP mixing with the standard model
Higgs, one also obtains the dimension-5 couplings of Eq. (7.2). These couplings induce 2 → 3

interactions which are phase-space suppressed, but nevertheless cannot be neglected in general,4

because they are ultraviolet dominated and their contributions therefore scale as the reheating
temperature TRH. For instance, if TRH is large enough to neglect all masses of the involved
particles, then the dark matter yield from such a process can be estimated as [341]

Y0,UV ≈
135

(2⇡)9
1

1.66 g3�2
∗

g2
affg2

a�� y2
f m2

� TRH MP . (7.19)

A thorough analysis of ALP production from UV freeze-in, allowing for all possible dimension-5
couplings between the ALP and the SM to be present, was conducted in [362], and models similar
to ours have been studied in both their UV and IR freeze-in phases in [363]. We will eventually
find that, for reheating temperatures TRH � 200 GeV, UV freeze-in via 2 → 3 scattering gives
significant contributions to the dark matter yield; see App. G for details of the computation.

7.3.2.2 Freeze-in from ALPs

In this regime, the ALPs are in thermal equilibrium with the SM, and produce the DM via the
t-channel process aa → ��̄. Obtaining the observed relic density via this mechanism requires a
larger ga�� compared to the case in section 7.3.2.1, and a correspondingly smaller gaff to avoid
overproduction.

Since the ALPs are in thermal equilibrium with the SM particles, this regime is conceptually very
similar to the previous one. We just need to replace the reaction density ���̄→ff̄ in Eq. (7.18)
by the appropriate ���̄→aa:

Y0 = −�

∞

0

���̄→aa

3Hs2

ds

dT
dT. (7.20)

In this regime, there are no direct sizeable UV-dominated contributions to the DM yield. How-
ever, UV-dominated 2 → 2 processes such as ff̄ → ah will contribute to the ALP abundance
and will therefore reduce the value of gaff at which the ALPs reach equilibrium with the SM.
We determine this boundary by numerically solving the Boltzmann equation for the ALPs and
checking whether na � neq

a . For IR-dominated contributions, the yield is essentially insensitive
to the upper integration limit (provided it is chosen above the freeze-out temperature of the
top quark). Since the UV-dominated contributions depend on the reheating temperature, the
appropriate integration limit is at zRH = m��TRH . As always we assume that the universe has
reheated into SM particles only, i.e. na(TRH) ≈ 0. Note that O(1) corrections to the UV con-
tributions can be expected, due to the uncertainty associated with the details of the reheating
mechanism.

7.3.2.3 Sequential freeze-in

In the sequential freeze-in regime, dark matter is again produced from ALPs via aa → ��̄. The
difference with the previous regime is that the ALPs are not thermalized. Nevertheless, the ALP
abundance is sufficient to obtain the correct DM relic density.

4Note on the other hand that the ff̄h→ ��̄ interactions included in Eq. (7.7) can safely be neglected.
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Calculating the DM relic abundance is non-trivial, since the ALPs are not even in kinetic equilib-
rium, and therefore the unintegrated Boltzmann equations governing the individual momentum
modes should be employed for a precise quantitative analysis. This was done in a study dedi-
cated to the freeze-in regime in Ref. [20] for a related model. Due to time limitations, we choose
to follow Ref. [22], where a simplified analysis is proposed employing the integrated Boltzmann
equations

dna

dt
+ 3Hna = �

i,j,k

�eq
ia→jk + ��a�n

eq
a (T ) ,

dn�
dt
+ 3Hn� =���̄→aa , (7.21)

where �aa→��̄ = ��aa→��̄v�(T )n2
a, and na is determined from the first equation. The second term

on the RHS of the first equation describes the production of the ALP via inverse decays. We
have neglected the term −���̄→aa in the first equation since neq

a (T ) � na. The temperature of
the ALPs is taken to be the temperature T of the SM bath.

This gives a rough estimate of the parameter values leading to the observed relic density; however
we stress that this method is relying on several rather crude approximations. Specifically, we
assume that the axions are in kinetic equilibrium in order to be able to define a temperature,
and we then equate this temperature with that of the photons. It should be possible to obtain a
more precise result following the method of Ref. [20], but this is beyond the scope of our work.

7.3.3 Decoupled freeze-out (DFO)

For a sufficiently large hidden sector coupling ga��, the interactions between the HS particles will
be strong enough for them to thermalize. If the ALP-SM couplings gaff are sufficiently small,
then the hidden sector will nevertheless be thermally decoupled from the SM thermal bath, at a
temperature T ′ � T . This regime is somewhat more complicated to analyse than the freeze-in
regime, due to an increased number of interactions playing a role, and due to the non-trivial
interplay between the hidden sector number densities and the temperature T ′. We will therefore
proceed to explain some of the technical aspects in more detail.

As in the case of freeze-in, we assume the initial number density of DM particles and of ALPs to
be negligible. The DM and ALPs will then freeze in until the abundances are sufficient to allow
the particles to thermalize. This happens once the reaction rate for aa ↔ ��̄ scattering exceeds
the expansion rate of the universe,

�aa→�� ≡ ��aa→��̄ v�neq
a (T

′
) >H . (7.22)

While aa ↔ ��̄ is the dominant process for DM and ALP annihilation and production, the
DM and ALP number densities will approximately track their equilibrium values neq

� (T
′
) and

neq
a (T

′
), respectively. After T ′ falls below the mass of the � and a, we allow for the possibility

that n� and na deviate from the equilibrium distributions. The number densities n� and na and
the hidden-sector temperature T ′ are then given by the solution of a system of three coupled
differential equations, as explained in the following.
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Solving the energy transfer Boltzmann equation The temperature T ′ of the hidden sector
is therefore clearly a crucial ingredient in the calculation of the relic density in this regime. It
depends on how much energy is transferred from the SM to the hidden sector. The temperature
T ′ of the hidden sector is calculated from the hidden-sector energy density ⇢′ via the equation of
state. To determine ⇢′, we start from the Boltzmann equation for the phase-space distribution
f(p, t) of either of the hidden sector particle species:

�@t −H p @p�f(p, t) =
1

E(p)
C[f(p, t)] . (7.23)

Here we have used that, by isotropy and homogeneity, f(p, t) can only depend on the modulus
p of its 3-momentum and on time. C[f] is the collision operator and E is the energy. With the
energy density given by Eq. (5.26), we can integrate Eq. (7.23), writing

@⇢′

@t
+ 3H �⇢′ + P ′� =�

d3p

(2⇡)3
C[f(p, t)] (7.24)

where we have integrated by parts and used P ′ = 1
3 �p

@E
@p �. The integrated collision operator for

a 1 2 → 3 4 process is

�

d3p
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C[f] = g1g2 �

d3p1

(2⇡)3
d3p2

(2⇡)3
f1(p1)f2(p2)vMøl E(�p1, �p2) (7.25)

where vMøl is the usual Møller velocity and the energy transfer rate E is, in terms of the matrix
element M and the transferred energy �Etr,

E(�p1, �p2) =
1

2E12E2vMøl
� �

i=3,4

d3pi

(2⇡)3
1

2Ei
�M�

2
(2⇡)4�(4)(p1 + p2 − p3 − p4)�Etr . (7.26)

Solving Eq. (7.24) enables us to obtain ⇢′ as a function of the temperature of the visible sector
T . In the reannihilation region described in Ref. [364], Eq. (7.24) was applied to a model with
fermionic dark matter coupled to both the SM photon and a hidden-sector photon. 5 In that case,
the hidden sector is populated predominantly via ff̄ → ��̄ processes, and the mass degeneracies
of the particles involved allow to analytically simplify the integrated collision operator along the
lines of [23], leaving a single integral to be evaluated numerically. In our model, the 2 → 2

processes ff̄ → a�, �f → af , qq̄ → ag, gq → aq and hermitian conjugates must also be taken into
account, as well as (inverse) decay processes ff̄ → a. To treat the 2→ 2 processes, some work is
needed to cast the integrated collision operator into a form amenable to numerical integration.
For a process 12 → 34, neglecting the back-reaction, the integrated collision operator is given
in Eq. (7.25) in terms of the energy transfer rate E(�p1, �p2) for an initial state with momenta �p1

and �p2, and of the Møller velocity

vMøl =

�

(s − (m1 +m2)
2)(s − (m1 −m2)

2)

2E1E2
≡

F

E1E2
. (7.27)

5Note that while our DFO region is very similar to the reannihilation region of Ref. [364], it differs from the
latter in two ways: the first is that in our case the energy transfer from the SM to the dark sector proceeds via the
SM to ALP transition rather than SM to DM, see figure 7.7. The second is that during freeze-out, the production
of DM from the SM does not become the dominant production mechanism, and as a result we do not observe a
bump in the DM comoving number density as opposed to the case in Ref. [364].
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Assuming the momentum distributions to be Maxwell-Boltzmann-like, the collision term becomes

�

d3p

(2⇡)3
C[f] = g1g2 �

d3p1

(2⇡)3
d3p2

(2⇡)3
e−(E1+E2)�T vMøl E(�p1, �p2) (7.28)

=
g1g2

32⇡4 �
dE+dE−ds e−E+�T F E(�p1, �p2)

where, following Ref. [23], in the second line we have replaced E+ = E1 +E2, E− = E1 −E2 and
s = (E1+E2)

2
−(�p1+ �p2)

2. The energy transfer rate E(�p1, �p2) can be written as in Eq. (7.26). For
the transferred energy �Etr, there are two cases which we need to distinguish: For ff̄ → ��̄,
�Etr = E+, and for ff̄ → a�, �f → af , qq̄ → ag, gq → aq (and the corresponding hermitian
conjugate processes) we have �Etr = E3. It turns out that in the former case, as studied in
Ref. [364], the identical particles in the initial state and �Etr being independent of the final
state result in several simplifications in E(�p1, �p2), absent for the latter. In order to demonstrate
the difference between these two cases let us now perform the integration in p4 (where in the
following discussion we will use the notation pi = ��pi�):

E(�p1, �p2) =
1

4F �
d3p3

(2⇡)3
1

2E32E4
�iM�2(2⇡)�(E1 +E2 −E3 −E4)�Etr

where E4 = (m
2
4+��p1+�p2−�p3�

2
)
1�2. The next steps depend on the value of �Etr. Clearly if �Etr =

E+, it does not affect the integration over p3 and ⌦, resulting in the simple relation E(�p1, �p2) =

�(�p1, �p2)E+. However, when �Etr = E3 integrating in p3 and ⌦ is not so straightforward. For
the latter case, let us consider the argument of the delta function which we will call g(p3) ≡

E1 +E2 −E3 −E4:

g(p3) = E+ −E3 − (m
2
4 +E2

+
− s + p2

3 − 2p1p3 c13 − 2p2p3 c23)
1�2

where cij = cos ✓ij , and we have defined ✓ij to be the angle between the momenta of particles
i and j. Since we perform the integration in c13, we need to replace ✓23 by ✓13 + ✓12, where
c12 = (E

2
+
− s − p2

1 − p2
2)�(2p1p2). In order to obtain the solution p0

3 of the equation g(p3) = 0

analytically, and to speed up the computation, we are obliged to make the assumption E3 = p3.
This assumption is easily justifiable for the dominantly contributing case f = t (and results in
an effect of at most ∼ 1.4%), and we have checked that qq̄ → ga and ff̄ → �a dominate over
f� → fa and qg → qa. We then find

E(�p1, �p2) =
1

8⇡F �
p2
3dp3dc13

1

4E4
�iM�2

�(p3 − p0
3)

�g′(p3)�p3→p0
3

(7.29)

where we have replaced �Etr by E3. The result for the integrated collision operator is then
obtained by inserting Eq. (7.29) in Eq. (7.28) and performing the integration numerically, setting
E3 = p3.

For the case of ff̄ → ��̄, and E(�p1, �p2) = �(�p1, �p2)E+, the integrated collision operator can easily
be simplified to [364]:

�

d3p3

(2⇡)3
C[f3] =

g1g2

32⇡4 �
ds�(s) (s − 4m2

) sTK2 �

√
s

T
� (7.30)
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where we have adopted the limits of integration [23, 364]: s > (m1 + ms)
2, E+ >

√
s and

−
2F
s

�

E2
+ − s < E− +E+

m2
1−m

2
2

s <
2F
s

�

E2
+ − s.

The case of inverse decays, 12 → X, is not identical, and deserves to be studied as it has not
previously been required, starting with

E(�p1, �p2) =
1

2E12E2vMol
�

d3pX

(2⇡)3
1

2EX
�iM�2(2⇡)4�(4)(p1 + p2 − pX)�Etr

=
1

2E12E2vMol

1

2EX
�iM�2(2⇡)�(E1 +E2 −EX)E+ . (7.31)

We can then insert this expression in Eq. (7.28), and find for m1 =m2 =m

�

d3p3

(2⇡)3
C[f3] =

g1g2

32⇡3 �
dE+ e−E+�T �iM�2 2F E+

m2
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32⇡3
mX

�

m2
X − 4m2 �iM�2 K2 �

mX

T
�⇥(m2

X − 4m2
) (7.32)

which in terms of the decay width of particle X can be expressed as

�

d3p3

(2⇡)3
C[f3] =T

g1g2

2⇡2
�X m3

X K2 �
mX

T
�⇥(m2

X − 4m2
) .

Determining the hidden sector equation of state As explained in the previous paragraph,
by first calculating the energy which is transferred from the visible to the hidden sector as in
Eq. (7.24) we can subsequently obtain T ′ from the equation of state of the hidden sector. In this
equation we require the energy density and pressure of the hidden sector, which in general will
be given by the sum of the energy density and pressure distributions of the ALPs and the DM,

⇢′ + P ′ = ⇢a + ⇢� + Pa + P� . (7.33)

The hidden sector temperature becomes meaningful only once the hidden sector particles ther-
malize. Assuming an initially radiation dominated universe in both the visible and hidden
sectors, P ′ = ⇢′�3 and ⇢∝ T 4, and changing variables using @

@t ≈ −HT @
@T , we find that Eq. (7.24)

becomes

@⇢′

@t
+ 4H ⇢′ = −H �T

@⇢′

@T
− 4⇢′� = −HT⇢

@

@T
�
⇢′

⇢
� = �

d3p

(2⇡)3
C[f(p, t)] . (7.34)

As long as the hidden sector particles are relativistic, solving this equation for ⇢′ will provide us
with the temperature of the hidden sector via Eq. (5.26). This will in fact be what we need as
an initial condition for T ′, and to be more precise it can be obtained by iteratively solving

⇢′

⇢
=
⇢eq

a (T
′
) + ⇢eq

� (T
′
)

⇡2

30 ge↵,SM(T )T 4
. (7.35)

However, as we will shortly explain in more detail, as soon as the ALP and DM number densities
deviate from equilibrium, they remain tightly entangled with the hidden sector temperature and
cannot be solved independently. In addition, since the hidden sector particles are massive, we
cannot assume radiation domination at all times, i.e. from thermalization until freeze-out. We
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will therefore have to solve a system of three coupled differential equations in n�, na and T ′.
This is facilitated by rewriting Eq. (7.24) as

z
d⇢′

dT ′
dT ′

dz
= −3(⇢′ + P ′) +

1

H �
d3p

(2⇡)3
C[f(p, t)] . (7.36)

Naturally, the evolution of the DM and ALP number densities depends on T ′. As we will see, the
equation of state and consequently the dynamics of the hidden sector temperature T ′, in return,
will depend on the hidden sector number densities. In particular, we will have to distinguish
between three main regions for the hidden sector equation of state:

• Once thermal equilibrium is achieved between the ALP and the DM, this state is main-
tained at a common temperature T ′ for T ′ >m�,ma. Since we assume Maxwell-Boltzmann
statistics, the ALP and DM energy density and pressure in the equation of state are given
by the equilibrium expressions in Eq. (5.26),

⇢′ = ⇢eq
a (T

′
) + ⇢eq

DM(T
′
) P ′ = P eq

a (T
′
) + P eq

DM(T
′
) (7.37)

and the evolution of the hidden sector temperature is given by Eq. (7.36).

• Once the hidden sector temperature drops below the mass of the DM, T ′ � m�, the DM
equilibrium distribution becomes Boltzmann suppressed, as the production from the ALPs
becomes less efficient. Therefore we allow for the possibility that the DM number density
will start to diverge from the equilibrium distribution:

⇢� =
⇢eq
� (T

′
)

neq
� (T ′)

n� P� =
P eq
� (T

′
)

neq
� (T ′)

n� = T ′n� , (7.38)

where we make the assumption that the DM phase space distribution is proportional to
the Maxwell-Boltzmann distribution, and that the proportionality factor is a function of
temperature only. Note that in general decoupling takes place later after T ′ ≈m��10 [365]
and that the point where we change expressions is therefore chosen conservatively.

• Once the ALP number density becomes Boltzmann suppressed around T ′ � ma, the ALP
number density, too, diverges from neq

a (T
′
) and will eventually decouple. The hidden sector

equation of state is then given by

⇢′ + P ′ =
⇢eq
� (T

′
)

neq
� (T ′)

n� +
⇢eq

a (T
′
)

neq
a (T ′)

na + T ′ �n� + na� . (7.39)

Note that we have verified that kinetic equilibrium is maintained in the hidden sector throughout
freeze out due to the scattering process �a→ �a.

Solving the system of coupled differential equations The arguments given above suggest
that a full numerical solution of the ALP and DM number densities together with the temperature
T ′ seems to be in order. The potentially relevant a-number changing processes are (inverse)
decays into SM particles and 2 → 2 scattering processes, as well as aa ↔ ��̄. The relevant
processes for DM production and annihilation are also aa ↔ ��̄, as well as a-mediated pair
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production ff̄ → ��̄. The quantities n�, na and T ′ are finally obtained as the solutions of a
system of three coupled differential equations, namely Eq. (7.36) in conjunction with the equation
of state, and the Boltzmann equations

Hz
dn�
dz
+ 3Hn� =�

f

����̄→ff̄v� (T )neq
� (T )

2
+ �

i,j,k

����̄i→jkv2
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� �

2

+ ��aa→��̄v� (T ′)n2
a − ����̄→aav� (T ′)n2

�

(7.40)
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(7.41)

with the initial condition for T ′ provided by the solution of Eq. (7.35). Here i, j, k are SM
particles involved in the a-number changing processes, see Tab. 7.1. We have again neglected
the backreaction of the hidden sector abundance on the SM bath because T ′ � T , so neq

a (T
′
)�

neq
a (T ) and neq

� (T
′
)� neq

� (T ).6 To facilitate the numerical solution of this stiff set of equations
we make an approximation for small values of z = m��T by replacing n� by its equilibrium
distribution neq

� (T
′
) in Eq. (7.41). This approximation is highly justified as long as the SM

source terms are negligible and as long as kinetic equilibrium is maintained. Since we do not
know a priori how these effects will influence the dynamics of our system of coupled equations
we use this simplification as long as we can be certain that the ALP and the DM are still in
kinetic equilibrium and as long as the source terms are negligible with respect to the hidden
sector interaction. More precisely, we use neq

� (T
′
) as long as T ′ > m� (which corresponds to

z′ > 1). We further check that ��SM→HSv�n2
HS � ����→aav(T ′)�n2

� which turns out to always be
the case. As we will show in section 7.6, elastic scattering a�↔ a� and a�̄↔ a�̄ remains active
and keeps the hidden sector particles in kinetic equilibrium, thus the point where we change
equations is chosen conservatively.

7.4 Finite temperature effects

We incorporate finite-temperature corrections in our analysis in light of the observation in
Ref. [20] that these have a large impact on the relic density in the case of sequential freeze-in.
Such corrections arise due to the fact that perturbation theory breaks down in the presence of an
additional scale, the temperature of the plasma. Calculations therefore require the resummation
of diagrams, which can be implemented in a simple way, following Ref. [20], on adopting the
hard thermal-loop (HTL) approximation [21], where only loops involving soft momenta ∼ gT � T

are resummed. Within this approximation, it turns out that the masses of fermions and gauge
bosons appearing in the dispersion relations can simply be replaced by temperature dependent
quantities. For the gauge bosons this amounts to adding a mass to the propagators which is
the thermal Debye mass (neglecting differences between the transverse and longitudinal modes),

6This simplification becomes important also from a technical point of view since we are solving the Boltzmann
equations numerically. Adding negligible terms to the already stiff equations leads to instabilities. Note also that
we do not solve the equations numerically in terms of Y = n�s because we would have to deal with derivatives
dhe↵�dT which caused severe numerical instabilities.
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which for the case of gluons is given by [366]

m2
g(T ) =

4⇡↵s(2⇡T )T 2

3
�nc +

nf(T )

2
� , (7.42)

with nf the number of active flavours in the plasma, and for photons [366]

m2
�(T ) =

4⇡↵emT 2nch(T )

3
, (7.43)

with nch(T ) the number of electromagnetically charged particles in the plasma.

For the case of fermions we also add a thermal mass correction to the propagators, neglecting
the difference between particle and hole states [367]. For the leptons this takes the form [368]

m2
l (T ) =

4⇡↵em(2⇡T )T 2q2
f

8
(7.44)

and for quarks

m2
q(T ) =

4⇡T 2
(↵s(2⇡T )�6 + ↵em(2⇡T )q2

f)

8
. (7.45)

In order to capture the effect of thermal corrections on interaction vertices we renormalize the
coupling constants at the scale of the first Matsubara mode, ! = 2⇡T , making use of the renor-
malization group equations in vacuum [367]. Note that we perform this running for the elec-
tromagnetic, strong couplings and Yukawa couplings, although for the latter we found that this
resulted in a negligible effect on the results.

7.5 Testing the model: current constraints on ALPs

In this section we review the most important existing and future experimental constraints on
our model. ALPs can significantly impact astrophysical, cosmological and collider processes,
and the various constraints on ALPs have widely been discussed in the literature (see [369] for
a review). In section 7.6 we will explore the regions of parameter space of our model where the
correct relic density is obtained via different production mechanisms. We will therefore focus on
those collider, astrophysical and cosmological constraints which are relevant in these regions.

While the discussion has been general so far, to discuss the constraints and for the subsequent
numerical analysis we concentrate on the simplest case of strictly flavour-universal axion-fermion
couplings, i.e. universal values of Cf and gaff in Eqs. (7.3) and (7.4).

7.5.1 Astrophysical constraints

7.5.1.1 Horizontal branch stars

The conditions inside horizontal branch (HB) stars in globular clusters would allow a sizeable pro-
duction of ALPs inside the stellar core. HB stars lie in the horizontal branch in the Hertzsprung-
Russell diagram, i.e. they contain little metal and are in the state of a stable helium burning
core and a hydrogen burning shell. Red Giants (RG) evolve to HB stars after their core becomes
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so hot and dense that the helium ignites. The interaction of ALPs with particles in the core
of HB stars could alter the stellar evolution of these stars and in order to avoid conflicts with
observations, constraints must be placed on the ALP parameter space. The constraints coming
from HB stars are two-fold: If ALPs interact very weakly, they mostly escape freely, draining
energy from the star. This puts an upper bound on the coupling. On the other hand, for larger
couplings, they will be trapped inside the source and radiate energy which provides a lower
bound.

Energy Loss Argument The first scenario we envisage is a very weakly interacting ALP,
which would stream out freely of the hot core and accelerate the cooling of the star. A branch
in the Hertzsprung-Russell diagram corresponds to a certain stage in the stellar evolution, de-
pending on the type of nuclear fuel being burnt. Stars inside globular clusters travel along the
different branches of the Hertzsprung-Russell diagram during their stellar evolution. Hence, the
number of stars inside a certain branch is proportional to the time the star “lives” in a certain
branch. The R-parameter which is the ratio of the number of HB stars over RG stars,

R =
NHB

NRG
=
⌧HB

⌧RG
, (7.46)

is a suitable quantity to assess the impact of new particles on HB stars inside globular clus-
ters: An additional energy loss mechanism by ALPs would manifest itself in a contraction and
heating of the core, which would mainly have an effect on the nuclear fuel consumption (he-
lium), hence reducing the star’s Helium burning lifetime and therefore the number of HB stars.
The Helium burning lifetime is related to the energy emitted per unit time and mass averaged
over a typical HB core, �"�, via its luminosity. One usually assumes that the energy emission
caused by additional particles should not exceed the energy emission from Helium burning,
�"a� � �"3↵� ≈ 100 erg g−1 s−1 [25]. The dominant production mechanism for ALPs with a cou-
pling to electrons in HB stars is the Compton process. Here, we consider three possible ALP
production mechanisms, the Compton process, bremsstrahlung and the loop induced Primakoff
process. For the calculation of the energy emitted by ALPs we use Eq. (12) in Ref. [370] for
the Compton process, expression (56c) given in Ref. [371] for the bremsstrahlung process, and
Eq. (A2) in Ref. [372] for the Primakoff process where we replace the axion-photon coupling by
expression J.5, making the approximation of zero momentum transfer.

ALP opacity While in most models ALPs have very weak couplings, one could on the other
hand imagine that the new particle has such a strong coupling that it is trapped inside the stellar
core. In this scenario the ALP will scatter and decay inside the star, transporting heat between
different regions and thereby contributing to radiative energy transfer. Again, observations
indicate that models of stellar structure work well and that a new source of radiative energy
transfer should therefore not exceed that due to photons, parametrized by the so-called Rosseland
mean opacity. The photon opacity in HB stars is typically � ∼ 0.5 cm2/g. We include four
sources for the ALP’s effective opacity, namely (loop induced) decay into photons and the inverse
Primakoff process (using Eqs. (A.2) and (A.6) from Ref. [372], replacing ga�� by expression J.5),
the Compton process and bremsstrahlung (using Eq. (3.8) in Ref. [25]).
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7.5.1.2 Supernova SN1987A

The SN1987A neutrino observations in 1987 in the Large Magellanic cloud provide us with
another strong constraint. The neutrino flux coming from the core collapse, which lasted a few
seconds, was measured. The presence of weakly-coupled particles in supernovae would provide
an additional cooling mechanism. By comparing to data from SN1987A, bounds on the ALP
coupling can therefore be derived. Here, following Ref. [24, 373] we will adopt the “Raffelt
criterion” to obtain these bounds, i.e. we demand that the luminosity emitted due to the ALP
is less than that due to the neutrinos, L⌫ = 3 ⋅ 1052 ergs/s [73]. The cooling time should also be
in agreement with the data. The high temperatures and density provided by SN1987A creates
a conducive environment for the production of weakly-interacting particles such as the ALP.
As the core temperature is around 30 MeV, and taking the Boltzmann tail into consideration,
we could imagine that ALPs of masses up to O(100 MeV) could be generated. As our ALPs
only interact with fermions at tree level, the dominant production mechanism of the ALPs is
via bremsstrahlung. In order to calculate the production rate, we first need to relate the quark
Lagrangian to the nuclear Lagrangian:

L ⊃ −i�
N

mN CN

fa
aN̄�µ�5N , (7.47)

where we sum over the proton and neutron, N = p, n with masses mN and coupling to the
ALP CN respectively. Fortunately, the relation between the ALP-quark couplings and the ALP-
nucleon couplings is well known, and the state of the art results can be found in Ref. [374].
We then obtain Cp = Cn = 0.43Cf . Corrections to the diagrammatic calculation of the nuclear-
scattering bremsstrahlung cross section are obtained using the results for the spin-flip current at
N3LO in chiral perturbation theory. Three multiplicative factors reproducing these corrections
were provided in Ref. [24], and are included in our analysis:

• The factor �f = 1�(1 + nB�np⇡

2! ) acts as a cut-off preventing scattering at arbitrarily low
energies, where nB is the baryon number density, ! is the energy, and �np⇡ � 15 is the
nucleon-nucleon scattering cross section when the pion is massless.

• The factor �p accounts for the change in phase space due to the non-zero pion mass, and is
obtained from s defined in Eq. (49) of Ref. [375], which we multiply by a factor 1�(1−e−x)

to account for the detailed-balance condition, following Ref. [24].

• Finally �h contains the ratio of the mean free path of the weakly-coupled particle calculated
at higher order in �PT to that at Born level, and is given by rYe

given in Eq. (5) of Ref. [376].

Putting these factors together with the Born-level expression, the decay rate is given by:

�a =�
N

Y 2
N C2

N

8f2
a

n2
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�f�p�h

�

1 −
m2

a

!2
, (7.48)

where YN is the mass fraction of the nucleon N (we adopt Yp = 0.3 [373]). Making use of
this decay width, on integrating over the volume V and the ALP phase-space we obtain the
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luminosity using [24]

La = �
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0
dV �

d3ka

(2⇡)3
! e−!�T �a exp�−�

Rfar

0
dr ��a + �abs

all �� (7.49)

where ka is the ALP momentum. The integration limits involve two radii: R⌫ is the neutri-
nosphere radius, � 40 km, beyond which most neutrinos free stream until arriving at Earth, and
the far radius is given by Rfar �100 km. Further the contribution to the absorptive width of the
decay of the ALP to leptons is included explicitly via

�abs
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�
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m2
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f2
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�

�
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4m2
`
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In order to calculate the luminosity, we further require the temperature and density profile of the
proto-neutron star. These profiles are subject to large uncertainties, which have been estimated
in the past by comparing the different profiles proposed in the literature. We adopt the profiles
introduced in Ref. [373], where a detailed study and comparison with other models for the hidden
photon case is available. The comparison of the luminosity in the QCD axion and ALP case can
be found in Ref. [24].

7.5.2 Collider constraints

In this section we review the existing and future experimental constraints on our model. ALPs
can significantly impact astrophysical, cosmological and collider processes. The various con-
straints on ALPs have widely been discussed in the literature (see [369] for a review). In the
next section we will explore the regions of parameter space of our model where the correct relic
density is obtained via different production mechanisms. In this work, we will therefore focus on
those astrophysical, cosmological and collider constraints, which are relevant in these regions.

Let us remark that we focus on constraints on the pseudoscalar mediator since direct and indirect
detection experiments are out of reach for the small couplings considered in this work. On the
contrary, diverse experimental efforts on ALPs possibility to test our model.

7.5.2.1 SLAC E137 electron beam dump experiment

Electron and proton beam-dump experiments are among the accelerator-based experiments
where the ALPs in our model could be produced. Within the parameter region of interest a
strong constraint comes from the E137 beam dump experiment at SLAC [377]. A highly en-
ergetic incident beam of electrons (∼20 GeV) was dumped on Aluminium plates surrounded by
cooling water, the target material. It was followed by an absorber hill of D = 179 m thickness
and a decay volume of L = 204 m. At the end of the decay volume an electromagnetic calorimeter
of transverse size (2 m × 3 m) and (3 m × 3 m) — during Run 1 and Run 2, respectively — was
placed, able to detect photons and charged particles.
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Calculating the number of events In the SLAC E137 electron beam dump experiment no
events were detected [377]. This puts an experimental upper bound on the event rates Ns

Ns <N
up
s = 2.996 for Ns,det = 0 at 95% CL . (7.51)

Following [360, 369, 377] we calculate the theoretically expected event rate to obtain a bound on
the ALP’s coupling and mass. The theoretical number of events can be obtained by an integral
over all possible production cross sections folded with the probability to detect the ALP and
the differential track-length distribution of the shower particles in the beam, multiplied by the
total number of electrons dumped. To obtain the theoretical number of events in a specific decay
channel we additionally multiply by the corresponding branching ratio, yielding

Ntheory(a→XX) =Ne, inc�
i,Z

PZ � dE Ti(E)p(E)�
i→ak
Z (E) B(a→XX) . (7.52)

Ne, inc is the total number of electrons dumped (∼ 30 Coulomb), PZ is the number density of
atoms per cm3 of atomic number Z and �i→ak

Z are the cross sections for the different production
processes with i the initial particle. Ti is the corresponding track-length distribution of the
initial incoming particles, i ∈ {�, e+, e−}. p(E) is the probability for the ALP to decay visibly.
The differential track-length distributions for the secondary shower particles can be estimated
in the Weizsäcker-Williams approximation which allows one to relate the incident electrons in
the initial state to the distributions of photons, electrons and positrons which are produced in
electromagnetic shower cascades. Intuitively, the differential track-length T (E) is the length a
particle with given energy E will travel. One then directly considers the interactions of these
particles with the target [378]. We extract the track-length distributions for photons, electrons
and positrons in the beam dump (Fig. 14 of Ref. [377]) which have been calculated using the
SLAC EGS program [379]. This spares us from finding an analytic expression for the Weizsäcker-
Williams approximation. Through interactions of the shower particles with the target material,
the ALPs in our model are predominantly produced by the Primakoff process (Z� → Za), by
bremsstrahlung (Ze± → Ze±a) and by (non-)resonant positron annihilation (e+e− → �a and
e+e− → a). The Feynman diagrams for these processes are shown in Fig. 7.1. We can sum over
the production channels since all other final state particles produced in the process are absorbed
in the shielding. The ALP subsequently decays and its decay products can be detected in the
electromagnetic calorimeter. Therefore, in order to obtain the theoretically expected number
of events, we include the branching fraction for the decay channel a → �� (loop induced) and
a → e+e−, which opens up for ma > 2me. The various decay channels of the ALP in our model
are summarised in appendix G.4.

Following [360] we include the probability p(E) for the ALP to be detected. Taking the exper-
imental layout into account, we can envisage five scenarios where the ALP could have decayed
invisibly: Either none or only one of the decay particles reaches the detector or both of them
reach the detector but the opening angle is too small and the two final state particles are indis-
tinguishable. For instance, if the ALP is highly boosted and its lifetime is long, it will certainly
decay behind the detector. We will thus have to take the ALP decay probability into account to
obtain a final result for the theoretically expected number of events. Details on the calculation
of the probability for the ALP to decay visibly can be found in App. I. We assume that most of
the ALPs are produced in the cooling water [369].
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Figure 7.1: Feynman diagrams for the four different production mechanisms of ALPs in our model in the
E137 beam dump experiment: (a) Primakoff production (b) bremsstrahlung (both off a target nucleus of
atomic number Z) (c) non-resonant e+e− annihilation (d) resonant e+e− annihilation.
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Figure 7.2: ALP yield per incident electron Nprod�Ne, inc = ∑Z ∫ dE �i→ak

Z
Ti(E)PZ for the various

production processes of the ALP in our model in electron beam dump experiments, namely Primakoff pro-
duction (Z� → Za), bremsstrahlung (Ze± → Ze±a), non-resonant (e+e− → �a) and resonant (e+e− → a)
positron annihilation.

Details about the ALP production processes As mentioned above, the relevant produc-
tion processes for our model in electron beam dump experiments are the Primakoff process,
bremsstrahlung and (non-)resonant positron annihilation (see Fig. 7.1). In the Primakoff pro-
cess, depicted in Fig. 7.1a), a secondary photon emits an ALP in the vicinity of the nucleus.
Since the ALP in our model does not couple to photons at tree level, the process is induced at
one-loop level, with a loop function depending on the momentum transfer. Details about the
cross section and the loop calculation relevant for this process can be found in Apps. H.1 and
J.1, respectively. In bremsstrahlung (see Fig. 7.1b), the electron is scattered off the mass shell
of the nucleus and returns to the mass shell by emission of an ALP. Lastly, the ALP can be
produced by (non-)resonant positron annihilation, see Figs. 7.1c) and 7.1d). The cross sections
for bremsstrahlung and positron annihilation can be found in Apps. H.2 and H.3.

It is interesting to look at the interplay of the different contributions as a function of the ALP
mass. From Eqs. (H.1) and (H.10) we see that for models where the ALP couples to both electrons
and photons at tree level the Primakoff and the bremsstrahlung processes scale approximately
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as

��→a
Z ≡ �(Z� → Za) ∼ ↵emg2

a�� and (7.53)

�e→ae
Z ≡ �(Ze± → Ze±a) ∼ ↵2

emg2
aff

m2
e

m2
a

, (7.54)

for me � ma � Ei, with Ei the energy of the initial particle. This means that bremsstrahlung
is suppressed by a factor �e→ae

Z ���→a
Z ∼ ↵emm2

e�m
2
a (see also Ref. [380]). Interestingly, in our

model, due to the loop suppression in the Primakoff process, see Eq. (J.5), the cross sections
scale as

�e→ae
Z ���→a

Z ∼m2
e�(m

2
a↵em) (7.55)

and the Primakoff process becomes dominant only for larger ALP masses. This can be observed
in figure 7.2 where we plot the ALP yield per incident electron from the various production
processes depicted in figure 7.1,

Nprod�Ne, inc =�
Z
� dE �i→ak

Z Ti(E) PZ , (7.56)

as a function of the ALP mass ma, for an ALP-electron coupling gaff = 1 GeV−1 and ignoring
the detection probability of the ALP. The range of accessible positron energies limits the range
of producible ALPs to those with masses ma,min ∼ 35 MeV for the resonant case and ma,max ∼

135 MeV for production by both resonant and non-resonant positron annihilation. For small
ALP masses non-resonant positron annihilation scales approximately as �e→a�

∼ m2
a. While in

the original analysis [377], ALP production by non-resonant positron annihilation was included,
in later analyses positron annihilation is often neglected altogether since the positrons arise as
secondary particles in the beam. Yet, the number of secondary positrons can be large enough
for positron annihilation to become important for large ALP masses. To be precise, it turns
out that it indeed dominates over the often considered bremsstrahlung for ALP masses around
50 − 100 MeV and clearly cannot be neglected in models where the Primakoff process is highly
suppressed, see also Ref. [381] for a related discussion in the case of dark photons. In our
case, however, the ALP coupling to photons arises from fermion loops and the suppression of
photoproduction is such that positron annihilation is non-negligible, but not large enough for it
to become dominant.

7.5.2.2 Exotic Higgs decays at the LHC

Production of the ALP in Higgs decays would be mainly via h→ aa (for ma ≤mh�2) or h→ Za

(for ma <mh −mZ � 85 GeV). While it is possible to write extra effective operators for the haa

as well as the hZa coupling, we assume for this work that the only new terms are those in the
Lagrangian in Eq. (7.3). Therefore both these Higgs decay channels are mediated by a fermion
loop and dominated by the top-quark contribution.

Higgs exotic decay searches at the LHC currently include h → Z(a → gg) [382] and h → aa

with (1) both a → bb̄ [383], (2) both a → `+`− [384], and (3) aa → bb̄µ+µ− [385]. A detailed
study of these reveals (see App. J for further details on the sensitivity of each of these) that
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current searches are not sensitive to coupling regimes that would correspond to gaff � 1�GeV.
We therefore can safely ignore limits from these searches.

7.5.2.3 Production in decays of mesons

For intermediate mass ranges (2me � ma � 5 GeV), the best chance for detecting an ALP
could be via decays of heavy mesons. Dedicated experiments provide the possibility to obtain
rather precise measurements of branching fractions and thereby constrain couplings to very small
values. We consider constraints on the emission of an ALP in rare B and K flavour-changing
neutral current processes, proceeding at the quark level via b → sa or s → da. Depending on
the decay mode and the lifetime of the ALP, such decays could be constrained by B →K(∗)`+`−

and K → ⇡`+`− or B → K(∗)⌫⌫̄ and K → ⇡⌫⌫̄. For ALP masses smaller than 2me, the only
decay possible is to photons, and the lifetime of the ALP is long enough that it decays outside
the detector volume of current experiments. In this case, it would show up as an invisible decay
mode of the said meson with the accompanying products identifiable.

The main experimental constraints that we consider in this work are therefore:

• B+ → K+X(→ µ+µ−) for long-lived scalar X (LHCb [386]), the 95% C.L. upper limits on
the branching ratio are given as a function of the lifetime of X in the range 0.1 to 1000 ps.

• B0
→K∗0X(→ µ+µ−) where X is a scalar particle with mass in the range 214 to 4350 MeV

(LHCb [387]), the 95% C.L. upper limits on the branching ratio are given as a function of
the mass and lifetime of X. The limit is of the order 10−9 over the majority of this range.

• B0
→K(∗)X(→ µ+µ−) at fixed target experiments, limits can be extracted from CHARM

results as described in Ref. [388].

• K+ → ⇡+⌫⌫̄ from NA62 [389], where 90% C.L. upper limits are given for the K+ → ⇡+X

branching ratio, where X is a long-lived scalar or pseudoscalar particle decaying outside
the detector, for lifetimes longer than 100 ps.

• K± → ⇡±e+e−, where NA48/2 [390] provides a 90% C.L. upper limit (here we assume the
lifetime should be less than 10 ns).

• K± → ⇡±X(→ µ+µ−) for long-lived X (NA48/2 [391]) , the 90% C.L. upper limits on the
branching ratio are given as a function of the lifetime of X in the range 100 ps to 100 ns.

We currently do not apply the K → ⇡�� (which only dominates near 100 MeV) and Bs → µ+µ−

(which only dominates for non-minimal flavour violation and for ma ∼ 3 − 10 GeV). Further the
B → K⌫⌫̄ from BaBar [392] is not included as the relevant parameter space is covered by the
K+ → ⇡+⌫⌫̄ search.

In order to obtain the constraints on our parameter space, we first calculate the B → K(∗)a

and K → ⇡a branching ratios. For the former, the expression can be found in Refs. [393] and
[394]. Form factors for the B → K transition are taken from Ref. [395] and for B → K∗ from
Ref. [396]. For the Kaon decay and K → ⇡a, we follow Ref. [397], taking into account the octet
enhancement in non-leptonic Kaon decays.
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For each point in parameter space, we then verify the ALP lifetime, which allows us to impose the
appropriate limit, and then for the charged lepton channels multiply by the branching ratio for the
necessary ALP decay, as given in App. G.4. For the B →K(∗)X(→ µ+µ−), K+ → ⇡+X (where X

is long lived) and K± → ⇡±X(→ µ+µ−) channels, the experimental constraints are directly given
for the contribution of a new particle X, as a function of the mass and lifetime of X, such that
we do not require the SM branching ratio. These limits can easily be translated from the ma−⌧a

to the (ma, gaff)-plane. For K+ → ⇡+e+e− however we need to include the SM contribution, for
which we adopt the chiral perturbation theory result from Ref. [398], taking into account the
associated theoretical uncertainty. The constraints from the CHARM experiment [399, 400] are
extracted in Ref. [388], by first calculating the B meson production spectra and then convoluting
it with the branching ratio for B →K(∗)a. In order to be detected, the ALP produced must then
decay to muons within the detector volume. Making use of the probability of this occurring, a
limit on the ALP coupling to fermions gaff was obtained for a given mass ma, for further details
about this procedure see Ref. [388].7

7.5.3 Cosmological constraints

If a substantial number of ALPs are produced in the very early universe, they can affect the
successful predictions for big bang nucleosynthesis (see for example [372, 401, 402]). Whether or
not this is a concern depends on the ALP abundance, mass, and lifetime.

If the ALPs and the DM are still relativistic during the time of BBN (occuring at a photon
temperature between T ∼ 1 MeV and T ∼ 10 keV), these additional relativistic degrees of freedom
will contribute to the energy density of the universe, cf. Eq. (7.13), which increases the speed at
which it expands (see Eq. (7.12)). A faster expansion causes an earlier freeze-out of neutrons,
manifesting itself in a change of the neutron-to-proton ratio and changing the abundances of
Helium-4 and Deuterium. The number of additional relativistic degrees of freedom around the
time of BBN, �NBBN

eff , is thus constrained by measurements of these light element abundances
[403]. In most of the scenarios we envisage, however, the hidden sector particles are frozen out
before the QCD phase transition, and the hidden sector temperature is generally lower than the
photon temperature.

Heavier ALPs with masses larger than ∼ 1−10 MeV can still be constrained if they are abundant
and long-lived. Out-of-equilibrium decays of ALPs after neutrino decoupling will heat up the
plasma and therefore decrease the effective number of neutrinos �NCMB

eff observed in the CMB.
Since neutrino decoupling takes place just before BBN, comparably strong constraints on the
ALP lifetime can also be inferred from �NBBN

eff [401].

The combined constraints from �Neff rule out axion-like particles with either masses below O(10
MeV) or with lifetimes above O(0.01 s) when assuming that the ALPs couple predominantly to
photons [401, 402]. However, this is not the case in our model.

Finally, for heavier ALPs, electromagnetic showers produced in ALP decays during or after BBN
can destroy the newly created nuclei and thus directly alter the light element abundances, see
[28, 404] for recent studies. For ALP masses above the GeV scale, hadronic showers give rise to

7We are very grateful to the authors of Ref. [388] for providing us with the bounds they obtained in the
ma − gaff plane via private communication.
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additional constraints, excluding abundant hadronically decaying particles with lifetimes down
to about O(0.1 s). This is because cascade hadrons can scatter off background protons, which
once again increases the neutron-to-proton ratio [405]; see [406] for a recent numerical analysis.

7.5.4 Constraints on the DM

7.5.4.1 DM relic density constraint

Our model should explain the DM relic density measured today and thus has to satisfy the relic
density constraint. The DM relic density today measured by Planck is [270]

⌦DMh2
=

⇢DM

⇢crit�h2
= 0.120(1) . (7.57)

Throughout the following sections, when calculating the DM relic densities for the different DM
production mechanisms, we solve the Boltzmann equations until the comoving � number density
Y� = n��s stays constant. We then solve for the couplings which lead to the observed DM relic
density today, where we assume that � and its antiparticle �̄ make up all the DM. Once the
number changing interactions stop, the DM number density will become redshifted due to the
ongoing expansion of the universe. Using entropy conservation in a comoving volume, we relate
the number densities after freeze-out (of either the DM, see section 7.3.3 or the bath particles
annihilating into DM, see section 7.3.2) and the measured density parameter of DM today by

⌦�h2
≡

⇢�
⇢crit�h2

=
m�n�,1

⇢crit�h2

s0

s1
=

m�Y�s0

⇢crit�h2
, (7.58)

with ⇢crit�h
2
= 1.053672(24) × 10−5 GeV cm−3 and s0 = 2891.2 cm−3 [2] and where we have used

the subscript “0” for quantities today and the subscript “1” for quantities after freeze-out, when
we stop the simulation. Note that for our model ⌦� = ⌦DM�2 (see section 7.2).

7.5.4.2 (No) constraints from dark matter phenomenology

We have verified explicitly that, as one would expect, the couplings between the DM particle and
the SM are too small to lead to an observable signal at current and near future direct or indirect
detection experiments, in both the freeze-in and the DFO region. In particular, the present limits
from AMS02 on the DM annihilation cross section into SM particles [407, 408] would need to
improve by several orders of magnitude to become relevant for our model. The same is true for
present limits on dark matter-nucleon interactions in effective field theory for direct detection
experiments [299]. Below we will detail the calculations which led to this conclusion.

Indirect detection Constraints from indirect detection experiments provide stringent bounds
on Dark Matter models, particularly from the detection of diffuse gamma rays from Dwarf
spheroidal galaxies. While the annihilation cross section in our model is suppressed by the fact
that the couplings we consider are small, we nonetheless preferred to verify whether the current
limits result in any exclusion of the parameter space we consider. At tree level the annihilation



Axion-like particles as mediators for dark matter 199

of the DM would proceed via the ALP mediated diagram to SM fermions ��̄→ ff̄ :

��(��̄→ ff̄)v� ∼
g2

affg2
a��m2

fm4
�Nc

�

1 −
m2

f

m2
�

2⇡ �m2
a − 4m2

��
2 , (7.59)

involving the factor g2
affg2

a��. The current limits from AMS02 on the annihilation cross section
can be found where the annihilation is 100% into leptons [407] or hadrons [408], where limits are
of the order of ��v� � 10−28 − 10−26 cm3 s−1, and from these results we can estimate the limit on
our model. We therefore can confirm that for the couplings in the freeze-in and the DFO regime
annihilation cross sections lie O(10) orders of magnitude below the current constraints.

Direct detection Here we adopt the constraints from Ref. [299] on our model. The authors
work in a non-relativistic effective field theory basis to analyse direct detection experiments
for various possible DM-nucleon interactions, making the approximation of a heavy and a light
mediator as compared to the typical momentum transfer ��q� between the nucleon and the DM. In
this approximation they calculate the scattering cross section as a function of a constant reference
cross section at some arbitrary �qref �, where �qref � = 100 MeV was chosen. They subsequently
provide bounds on this reference cross-section. For our Lagrangian (7.3), the relevant interaction
is a pseudoscalar-pseudoscalar interaction with a local interaction term �̄�5�N̄�5N leading to a
scattering amplitude

APS−PS ∝
gPS
� fPS

n

���q�2 +m2
a�
�̄�5�N̄�5N ,

� and N are the DM and nucleon spinors, respectively. The differential cross section for the
light mediator case (ma � �qref �) then reads

d�PS−PS
T, light

dER
= �PS−PS

ref
mT

2µ2
T v2

µ2
T

µ2
N

4
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�
�
�
�
�
�

�Sp,T � +
fS

n
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p

�Sn,T �

�
�
�
�
�
�

2

F 2
SD,T , (7.60)

whereas the differential cross section for heavy mediators ma � �qref � can be obtained from the
previous one via

d�PS−PS
T, heavy

dER
=

��q�4

���q�2 +m2
a�

2

�

�

d�PS−PS
T, light

dER

�

�
. (7.61)

The authors also estimate the sensitivity of various future potential experimental configurations.
Here we compare the constraints from figs. (3) and (4) from Ref. [299] on a PS-PS interaction
between the DM and the nucleon for the values of our couplings which give the correct relic
density in the freeze-in and the DFO regions (cf. secs. 7.6.3 and 7.6.4), adopting the expression
for the ALP-nucleon coupling from section 7.5.1.2, Cn = Cp = 0.43 Cf . We then find

�ref =

�
����
�
����
�

µ2
N

16⇡
�0.43ga��gaff�

2
for ma � �qref �

µ2
N

16⇡ �
0.43ga��gaffq2

ref

m2
a

�

2

for ma � �qref �
. (7.62)

Again, the couplings in the freeze-in and in the DFO region are too small to lead to an observable
signal at current and near future experiments.
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Self interactions The standard ⇤CDM scenario of cold collisionless DM has proven to be
extremely successful at large distances. However, predictions from DM-only N-body simulations
have revealed certain discrepancies in structure formation at small scales when compared to
observations [331]. DM self-interactions were proposed to reconcile predictions from simulations
with observations at galactic scales [331, 409, 410]. Since our DM candidate has self-interactions
via the axion couplings, it is interesting to ask whether it could resolve any of the small-scale
structure problems plaguing the standard ⇤CDM scenario. Along with possible hints for self-
interacting DM come a variety of constraints from merging clusters (among them the Bullet
cluster) or halo shapes, see Ref. [331] for a summary. Most of the possible hints suggest a self-
interaction cross section per DM mass of the order of ��m� ∼ 0.1−1 cm2

�g. Interestingly, existing
constraints turn out to be weaker or roughly of the same order as the cross sections needed to
alleviate the tensions. Since the hidden sector particles are in equilibrium in the DFO region,
the interaction strength might become large enough to lead to an observable signal in our model.

To quantify the self interaction strength in our model, we consider the momentum transfer cross
section as proposed by [411] 8

�T = � d⌦(1 − � cos ✓�)
d�

d⌦
. (7.63)

We find that, in the weakly coupled regime and at small velocities where the Born approximation
is valid, the cross sections are too small to lead to sizeable interactions. In the non-relativistic
strongly coupled regime for very light mediators, i.e. for

g2
a��m3

�

4⇡ma
> 1 ,

the cross section has been claimed to be Sommerfeld-enhanced [412–414]: If two DM particles
move slowly enough they can exchange a light mediator multiple times. This leads to a long
range self interaction. Sommerfeld-enhanced processes are therefore non-perturbative and have
to be resummed. However, as we will see in section 7.6.4, the largest possible DM-ALP coupling
in the DFO region is of the order of ga�� ∼ 2.5 ⋅ 10−2 GeV−1, such that if we keep the ratio
m��ma = 10 fixed, this condition is never met. Additionally, as shown recently in Ref. [415]
(see also Ref. [416]), the potential arising from a pseudoscalar exchange does not lead to any
significant Sommerfeld enhancement at small velocities. Hence, the DM particles in our model
do not self-interact sufficiently to explain the discrepancies in structure formation observed at
small scales.

7.6 Results

In this section we will first present the results of the relevant constraints on our model, providing
bounds on the ALP-fermion coupling, gaff , as a function of the ALP mass, ma. As introduced in
section 7.5, we focus on constraints from the electron beam dump experiment E137 at SLAC, from
the supernova SN1987A, from horizontal branch stars and flavour constraints from heavy meson

8Alternatively, the viscosity cross-section �V = ∫ d⌦ sin2 ✓d��d⌦ weighting forward and backward scattering
equally is sometimes used.
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Figure 7.3: Full constraint plot on the ALP-fermion coupling gaff as a function of the ALP mass ma

for an ALP which only couples to SM fermions at tree level. We show collider and astrophysical constraints
discussed in section 7.5.

decays. Armed with the tools discussed in section 7.2 we subsequently study the generation of
DM in the early universe, calculating the dark matter relic density generated for a large range of
ALP-SM and ALP-DM couplings for a specific set of masses. This requires solving the Boltzmann
equations in various different production regimes. We focus on the regions of parameter space
needed to reproduce the observed DM abundance in the freeze-in and in the DFO regions, i.e. in
DM genesis scenarios where the DM and the SM remain out of equilibrium, for a large range of
ALP and DM masses. Finally, we compare these regions to the constraints on the ALP to study
the phenomenological implications of our model. Throughout this section, when calculating the
DM relic density, we fix the ratio m��ma = 10.

7.6.1 Collider and astrophysical constraints

Fig. 7.3 summarises the experimental bounds on ALPs discussed in section 7.5 we obtained for
the model considered in this work, see Eq. (7.3), where the ALP only couples to SM fermions at
tree level.

We have considered a number of collider constraints coming from SLAC E137, NA62, NA48,
LHCb and CHARM. For the electron-beam dump at SLAC we solve Ntheory(ma, gaff) =N

up
s =

2.996, with Ntheory given by Eq. (7.52), for different values of ma. The ALP can be produced by
the Primakoff process, by bremsstrahlung or by electron-positron annihilation. It can decay into
two photons or, for ma > 2me, into an electron-positron pair. For even larger ALP masses, various
other decay channels open up, cf. Fig. G.1. The original analysis [377] considers separately
1) Primakoff production with decay into either two photons or into e+e−, 2) bremsstrahlung
production with decay into e+e− and 3) non-resonant positron annihilation with subsequent decay
into e+e−. In the present work, we provide a complete analysis without making assumptions on
dominant production and/or decay channels. In order to provide a combined bound, we sum
over all possible production processes, since the only observable final-state particles are the decay
products of the ALP (additional final-state particles from the production process are absorbed
in the beam dump absorber). In Fig. 7.3 we depict in light and dark blue the constraints from a
decay of the ALP into two photons and an electron-positron pair, respectively. As explained in
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more detail in section 7.5, a too large ALP-fermion coupling would lead to an overproduction of
ALPs, whereas ALPs with too small couplings are long-lived and would escape the detector. The
upper bound thus stems from the fact that the detection probability of ALPs decaying too early
becomes exponentially suppressed, leading to the typical nose-like shape in both SLAC beam
dump constraints. Comparing our results to Fig. 19 of Ref. [57], we find that the combination
of several production processes excludes a slightly larger region of parameter space. This stems
from the dominant Primakoff production process for larger ALP masses, cf. Fig. 7.2. Since the
loop interaction is kinematically suppressed, the bounds on the ALP-fermion coupling gaff for an
ALP decaying into two photons are shifted towards larger couplings compared to the constraints
on a tree-level ALP-photon coupling, see for instance Fig. 2 in Ref. [369].

Flavour constraints also have an important impact on the parameter space considered. The
calculation of the bounds from rare B and K decays shown in Fig. 7.3 was discussed in section 7.5.
Rare B decays provide access to the parameter space for masses up to ma ∼ mB −m(∗)K . The
LHCb bounds from B+ →K+X(→ µ+µ−) are shown in cyan, and from B0

→K∗0X(→ µ+µ−) in
dark cyan, for a long-lived scalar X, as indicated. We further show the CHARM bound coming
from the B0

→K(∗)X(→ µ+µ−) analysis in pink. Together, these form a powerful probe of gaff ,
excluding almost completely couplings down to O(10−5) GeV−1, as pointed out in Ref. [388].
Coming to rare K decays, we show the NA48/2 limits on K± → ⇡±e+e− in light green and from
K± → ⇡±X(→ µ+µ−) for long-lived X in dark green as well as the NA62 limit from K+ → ⇡+⌫⌫̄

in purple. These three bounds are highly powerful and complementary probes of the parameter
space, providing complete coverage down to gaff ∼ 10−5 for ma �mK−m⇡. Note that the uneven
nature of certain constraints from B and K meson decays is a direct artefact of the experimental
limits, and the gaps in the constraints are due to the fact that in regions where ma corresponds
to the mass of certain mesons, a reliable limit cannot be obtained.

The astrophysical constraints from SN1987A and from HB stars in globular clusters are depicted
in orange and yellow respectively. The most stringent constraint relevant for the freeze-in region
is from SN1987A. This restricts the coupling gaff to be less than ∼ 4 ⋅ 10−9 GeV−1 for ALP
masses up to O(100) MeV. The only constraint which probes lower couplings is that from HB
stars, but this is only relevant for very small values of ma. As described in section 7.5.1.2, the
bound is obtained, following Ref. [24, 373], by demanding that the luminosity emitted due to
the ALP is less than that due to the neutrinos, L⌫ = 3 ⋅ 1052 ergs (i.e. the “Raffelt condition”).
The upper line in the constrained region comes from the fact that if the coupling is too large the
ALPs would not escape from the Supernova, and the lower line comes from the fact that if the
coupling is too low, fewer ALPs would be produced. Note that our bound is obtained by following
the calculation in Ref. [24, 373], which involves several updated nuclear physics calculations, as
well as including the energy dependence of the optical depth such that the energy loss at large
couplings is correctly accounted for, and the bound therefore differs by an order of magnitude
from previous work. We have verified that multiplying or dividing this luminosity by a factor
two would result in a change in the limit on the coupling of less than 50%.

The constraint coming from HB stars excludes a wide region of parameter space for small ALP
masses (1 eV < ma < 10 keV) and small couplings gaff � 3 × 10−9 GeV−1 (yellow), by requiring
�✏a(ma, gaff)� � 100 erg g−1 s−1. Not surprisingly, since the dominant production mechanism in
HB stars for ALPs with a coupling to fermions is the Compton process and since the Primakoff
process in our model is loop-suppressed, we essentially obtain the same bound as in Fig. 4 in
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Figure 7.4: Hidden sector coupling ga�� as a function of the product of the hidden sector and the ALP-
fermion coupling, ga�� ⋅ gaff , for m� = 10 GeV and ma = 1 GeV. The dashed line corresponds to the
combination of couplings which give the correct DM relic density ⌦DMh2

= 0.12 as measured by the Planck
telescope. Left: Contour plot of the DM relic density as a function of ga�� ⋅ gaff and gaff , giving the so-
called “Mesa” phase diagram: For our choice of masses six different DM genesis scenarios are possible, namely
freeze-in from the SM, freeze-in from ALPs, sequential freeze-in, decoupled freeze-out (DFO), freeze-out from
the hidden sector and freeze-out from the SM. Right: Different phases of the diagram, corresponding to equi-
librium relations between the three sectors. The equilibrium relations essentially determine the production
mechanism.

Ref. [25], which the authors calculated considering the Compton process only. It was pointed out
in Ref. [25] that radiation is not the dominant mechanism for heat transfer inside HB stars and
that indeed convection is more efficient. Let us stress that this analysis is a crude estimate of the
bound for our model and therefore most likely subject to large uncertainties. Making dedicated
simulations is beyond the scope of this paper, in particular since we are mainly interested in
ALPs with masses ranging in the MeV-GeV range for which the number densities are Boltzmann-
suppressed in HB stars. For more recent analyses of constraints on the ALP-photon coupling
from HB stars see for instance Refs. [417–419]. A global analysis from HB stars, red giants and
white dwarfs suggests a non-zero ALP-SM coupling (HB-hint) [420]. Other strong astrophysical
constraints on an ALP-electron coupling come from the delay of Helium ignition in red giants,
see for example [421, 422].

It is worthwhile mentioning that we have not made any assumptions about the branching ratios
or preferred decay modes for the calculation of the bounds on our model. Since the ALP only
couples to fermions at tree level, the branching ratios for the various production and decay modes
follow naturally.

7.6.2 Phase diagram

As described in detail in section 7.2, the interplay between the three different sectors in our
model, namely the SM particles, the ALP and the DM, gives rise to various DM production
mechanisms. Solving the Boltzmann equations in a large range of hidden sector and connector
couplings and plotting the final abundance as a function of these couplings gives what in [21]
(and later in [22] for the massive mediator case) was dubbed a “Mesa” phase diagram. For our
model, this phase diagram is shown in the left panel of Fig. 7.4 for an ALP with mass ma = 1 GeV
and the DM with mass m� = 10 GeV. The dotted line indicates the combination of couplings
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ga�� and gaff such that the final abundance corresponds to the observed DM density.9 To aid
the understanding of what follows, we also plot in the right panel of Fig. 7.4 the different phases
of the diagram, corresponding to equilibrium relations between the three sectors, as these essen-
tially determine the production mechanism. Let us have a look at the various regimes in more
detail:10

SM⇢ �

(a
T
←→ SM)

Freeze-in from SM. Starting from the bottom-left (small ga�� and ga�� ⋅

gaff ) of the phase diagram in Fig. 7.4, the dominant process is ff̄ → ��̄

and, for reheating temperatures above TRH � 200 GeV, ultraviolet-dominated
2 → 3 interactions. DM is produced from scattering of SM fermions in the
thermal bath without ever reaching equilibrium. From Eq. (7.18) we realise
that the final relic density is proportional to (ga�� ⋅ gaff)

2 (cf. Tab. 7.1).
The size of each term individually is a free parameter, however, gaff is large
enough to ensure a-SM equilibrium. Hence, we expect a vertical line in the
(ga�� ⋅ gaff , ga��) phase diagram.

a⇢ �

(a
T
←→ SM)

Freeze-in from ALPs. Going upwards in the phase diagram, i.e. increasing
the value of the hidden sector coupling, while still keeping gaff large enough
for efficient ALP-SM scattering, collisions of thermal ALPs become more
likely than collisions of thermal SM particles. Following the same arguments
as above, Y� scales like g4

a�� and is therefore independent of gaff . Hence, we
expect a horizontal line in the (ga�� ⋅ gaff , ga��) phase diagram, appearing
as a plateau in Fig. 7.4.

SM⇢ a

a⇢ �

(a��)

Sequential freeze-in. The relic abundance is obtained by a chain of se-
quential reactions ∑i,j,k ij → ak (with {i, j, k} SM particles) followed by
aa → ��̄. Hence, Y� ∝ ��aa→��̄v�n2

a, i.e. Y� ∝ (ga��)
4. Similarly, na ∝

∑i,j,k ��ia→jkv�neq
a (T )n

eq
i (T ), i.e. na ∝ (gaff)

2. Finally, Y� ∝ (gaff ⋅ ga��)
4

and we expect a vertical line, but shifted to the left because the ALPs and
the DM are now both out of equilibrium. Note that our calculation in this
region is subject to uncertainties (see section 7.3.2.3). On performing a full
analysis as in Ref. [20] we would expect the line in Fig. 7.4 to move to the
right since as our approximation may overestimate the production of ALPs
up to a factor of two. Consequently, a larger ALP-fermion coupling would be
needed in order to produce the observed DM relic density.

a
T ′
←→ �

(SM⇢ a)

(SM⇢ �)

DFO. As explained in section 7.3.3, the ALP-SM and the SM-DM processes
enter the final relic density only weakly via T ′ (see also section 7.6.4 for an
extended discussion). The dependence on gaff is mild, hence the almost
horizontal line in the phase diagram. For increasing gaff , more hidden sector
particles are produced and the strength among the hidden sector particles
has to slightly increase to ensure a later freeze-out of �− particles.

9Note that we plot the abundance as a function of ga�� and the product of ga�� ⋅ gaff as these are the
proportionality factors for the competing DM production processes, cf. Tab. 7.1.

10This is extensively discussed in Ref. [22], and we will therefore only briefly comment on the different shapes
of the regions.
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Figure 7.5: ALP-fermion coupling gaff as a function of ma for lines of constant hidden-sector coupling
ga�� (plotted in dashed black) which reproduce the observed DM relic density via freeze-in from SM and
freeze-in from ALPs as indicated for reheating temperatures TRH = 200 GeV (left) and TRH = 2000 GeV
(right). We fixed the ratio m��ma = 10. The lower line indicates the value of gaff for which the ALPs
and the SM reach equilbrium. In grey, we have included the relevant constraints on our ALP model on the
connector coupling gaff in this parameter region (cf. Fig. 7.3).

a
T
←→ �

(a
T
←→ SM)

Thermal freeze-out from ALPs. Going further to the right in the phase
diagram, i.e. further increasing gaff , the ALPs and the SM and then also
the SM and DM will equilibrate and all three sectors will share a common
temperature. In the right half of the phase diagram DM will therefore be
produced by freeze-out. However, gaff is still small enough for aa ↔ ��̄ to
be the more efficient process. The behaviour is as in DFO except that the
weak dependence on gaff disappears completely, since the hidden and the
visible sector share the same temperature.

SM T
←→ �

(a
T
←→ SM)

Thermal freeze-out from SM. This is the usual thermal freeze-out from
2 → 2 DM-SM scattering which in our model is set by ff̄ ↔ ��̄ scattering
and hence by the product (ga�� ⋅gaff)

2. As in freeze-in from SM we expect a
vertical line, except that the final relic abundance depends now inversely on
(ga�� ⋅ gaff)

2.

7.6.3 Freeze-in region

Having discussed collider and astrophysical constraints on the mediator in our model in the
previous section, we now investigate the phenomenological implications of a feebly interacting
DM particle. The freeze-in region is defined by the couplings of the DM to both the ALPs and
the visible sector being so tiny that the DM particles never reach thermal equilibrium. Their
initial abundance being zero or negligible, the DM particles are gradually produced by out-of-
equilibrium scattering of particles in the thermal bath. The ALPs, on the other hand, are in
thermal equilibrium with the SM in the conventional freeze-in scenario. (We do not consider
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Figure 7.6: Relative contributions of infrared-dominated interaction ff̄ → ��̄ (solid) and ultraviolet-
dominated 2 → 3 interactions (ff̄ → h��̄) + 2(fh → f��̄) (dashed) to the final �-abundance as a function
of the ALP mass in the freeze-in from SM regime for reheating temperatures TRH = 200 GeV (red) and
TRH = 2000 GeV (blue). We fixed the ratio m��ma = 10.

DM production via sequential freeze-in as its description is subject to theoretical uncertainties,
as described in section 7.3.2.3.) Hence the reaction rates satisfy

�

i,j,k

��ia→jkv�neq
i (m�) + ��a� >H(m�) (equilibrium of ALP-SM) ,

�

i,j,k

����̄[k]→ijv
[2]
� [neq

k (m�)] neq
� (m�)

����̄→aav�neq
� (m�)

�
��
�
��
�

<H(m�) (DM out of equilibrium) , (7.64)

where, in the second line, the symbols in square brackets pertain to 2 → 3 interactions. De-
pending on the relative size of the couplings gaff and ga��, DM generation by either ij → ��̄[k]

(where i, j, k are SM particles) or aa → ��̄ scattering will be more efficient. This results in two
distinct regimes which we label freeze-in from SM particles (cf. section 7.3.2.1) and freeze-in from
ALPs (cf. section 7.3.2.2). In these regimes, the DM relic abundance is given by Eqs. (7.18) and
(7.20), respectively. Since the relic density is proportional to the couplings entering the matrix
element squared of the dominant process, it suffices to factorize the couplings and solve for those
couplings satisfying the relic density constraint in Eq. (7.57).

As discussed in section 7.3.2.1, ultraviolet-dominated contributions to the DM relic density
from a-mediated 2 → 3 scattering processes ff̄ → h��̄, fh → f��̄ and f̄h → f̄��̄ become
important for reheating temperatures above a few hundred GeV. These contributions introduce
a dependence on the reheating temperature since the final relic abundance scales with TRH , see
Eq. (7.19). Here we consider two representative scenarios: For TRH = 200 GeV, UV-dominated
processes are practically negligible; the DM abundance will therefore be independent of the exact
value of TRH if it is chosen even lower (but above the temperature of top quark freeze-out). By
contrast, for TRH ∼ 2000 GeV, the result is fully dominated by the UV-dominated processes.
This behaviour can be observed in Fig. 7.6 where we compare the relative contribution of the
IR- and UV-dominated processes to the final DM abundance as a function of the ALP mass in
the freeze-in from SM scenario, i.e. where aa → ��̄ scattering is negligible. We keep the ratio
m��ma = 10 fixed. Indeed, for TRH = 200 GeV, the DM abundance is set by ff̄ → ��̄ scattering,
except for large ALP masses where the 2 → 3 interactions always dominate. By contrast, for
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reheating temperatures of the order of a few TeV, it is the ultraviolet contributions that set the
final DM abundance.

In Fig. 7.5 we depict the results for these two scenarios in a large range of ALP masses, together
with the constraints derived in the previous section. We plot the value for the ALP-SM coupling
gaff as a function of the ALP mass ma for lines of constant hidden sector coupling ga�� (dashed
black lines). Inside the yellow region DM production from SM fermion scattering is more effi-
cient (freeze-in from SM particles), and inside the yellow hatched region production from ALP
scattering (freeze-in from ALPs). These freeze-in regimes span a vast region of parameter space
in the (ma, gaff)-plane. We cut the plot at the upper theoretical bound Cf � 4⇡ which results
in gaff = Cf �fa � 1 GeV−1 since fa � v with v the electroweak scale, cf. App. F. Below the lower
boundary the �-particles are produced via sequential freeze-in or decoupled freeze-out (DFO)
because the ALPs and the visible sector cease to share the same temperature.

The point where the ALPs equilibrate with the SM plasma is affected by O(1) finite-temperature
corrections and by UV-dominated processes entering the equilibrium conditions Eq. (7.64), no-
tably ff̄ → ah. These can enhance ALP production at earlier times. As a consequence, the
simple conditions in Eq. (7.64) are only approximately true and in fact, equilibration can be
attained for some T � m�. To obtain the lower boundary in Fig. 7.5, we solve the Boltz-
mann equation for the ALP number density numerically and determine the couplings for which
na(T ) = neq

a (T ) for some TRH � T �m�.

In general, the ALP-SM interaction strength gaff must be comparably large if thermal equi-
librium is to be reached, and is therefore likely in reach of upcoming experiments. For gaff �

10−6 − 10−5 GeV−1 and ma below a few GeV, the parameter space is ruled out by constraints
from rare B and K decays and the electron beam dump experiment at SLAC. For masses below
∼ 0.2 GeV, the remaining parameter space is covered by the SN constraint, see also Fig. 7.3.
However, we remark that the relic density constraint inhibits large hidden sector couplings: ga��

has to be as small as ∼ 10−15 GeV−1 for the largest connector couplings and for large ALP
masses as in this parameter region DM production is controlled by ff̄ → ��̄ + (2 → 3 terms)
and therefore by the product of couplings gaff ⋅ ga�� (see Tab. 7.1).

When the DM is dominantly produced by freeze-in from ALPs, we expect the contours in con-
stant ga�� in the (ma, gaff)-plane to be vertical because the relic density is independent of the
connector coupling and proportional to (ga��m�)

4. In the freeze-in from SM scenario the relic
density is both proportional to m2

� ∝m2
a and to g2

aff . For TRH = 200 GeV and DM masses above
the mass of the top quark, this dependence is weakened by the Boltzmann suppression of the
particles predominantly producing the DM via tt̄→ ��̄, leading to an upwards bending of lines of
constant hidden sector coupling. Here, interactions have to become stronger; between reheating
and freeze-out of the top there is barely enough time to produce the heavy DM particle. For the
ultraviolet-dominated case, the lines of constant ga�� get shifted towards smaller values of gaff

since more DM is produced at earlier times. Not surprisingly, the freeze-in from the mediator
scenario is independent of the two reheating temperatures since aa → ��̄ is infrared dominated
and the ALPs belong to the SM bath. We would like to add that, depending on the temperature,
finite-temperature corrections can influence the DM production from fermion scattering by up
to O(100%), resulting in a change in the final relic density of ∼ 10% for TRH = 200 GeV and
∼ 5% for TRH = 2000 GeV.
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Figure 7.7: Illustrative example of the evolution of the number densities and the reaction rates in the
DFO scenario for m� = 10 GeV and ma = 1 GeV and for a set of couplings which give the measured dark
matter relic abundance: gaff = 9.44 ⋅ 10−12 GeV−1 and ga�� = 1.06 ⋅ 10−2 GeV−1. Left: Evolution of the
different terms competing on the right hand side of the Boltzmann equations for n� and na as a function
of log10(z) = log10(m��T ). We also plot the evolution of the reaction rate for elastic scattering among the
hidden sector particles, a� → a�. Right: The evolution of the comoving number density of � (red) and
a (blue) as a function of log10(z) = log10(m��T ). The equilibrium distributions Y�,eq(T

′
) (dotted red)

and Ya,eq(T
′
) (dotted blue) and Y�,eq(T ) (dotted orange) are also shown for reference. We plot along the

evolution of the hidden sector temperature T ′ (green).

Note that, in principle, ALPs with masses ma � MeV which are still relativistic during big
bang nucleosynthesis are severely constrained by cosmology, see section 7.5. We do not include
these bounds in our analysis since the relevant parameter space is already excluded by collider
experiments or astrophysics. For larger masses, lifetimes above ⌧ ∼ 0.01 s can be excluded [401];
yet in the freeze-in regime the ALP-fermion coupling strength is large such that lifetimes are
< 0.01 s.

In summary, we find that for feebly interacting dark matter, which has tiny couplings to the
mediator, the correct relic density can be obtained in a large region of unexcluded parameter
space, likely within the reach of future experiments.

7.6.4 DFO region and cosmological constraints

As the hidden sector coupling ga�� increases, the interactions among the ALPs and the DM
become frequent enough to bring them into thermal equilibrium, however at a temperature T ′

which is distinct from that of the photons, T . These now constitute a dark sector which is
thermally decoupled from the visible sector. Energy is gradually transferred to the hidden sector
by rare scatterings of SM particles into both the ALPs and the DM. The DM relic density is
set by aa ↔ ��̄ interactions and the mechanism resembles ordinary freeze-out but occurs at
a different temperature, i.e. by decoupled freeze-out (DFO). To obtain the relic density in the
DFO regime we proceed as outlined in section 7.3.3 and section 7.5.4.1. The calculation is more
involved than for freeze-in, since now a stiff system of coupled differential equations (7.36), (7.40)
and (7.41) has to be solved, which we have accomplished using the stiff solver package dvode
[423]. We track the evolution of Y� ≡ n��s until the DM particles freeze out and Y stays constant
(more precisely, we require the relative change in Y� to be smaller than " = 5 ⋅ 10−4). As in the
case of freeze-in, here too, UV contributions to SM-DM and SM-ALP interactions can introduce
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a dependence on the reheating temperature. However, these only enter indirectly via the energy
transfer from the SM. We have checked this explicitly and find that for reheating temperatures
below O(TeV) they do not significantly influence the final DM relic abundance. To be more
specific, we find that a variation of TRH = 200 GeV and TRH = 2000 GeV leads to a change of
∼ 22% in the final DM relic abundance and a change ∼ 7% in the required value of ga��. Hence,
the DFO scenario retains very little sensitivity to the ultraviolet for reheating temperatures
below a few TeV, and in the following we can neglect these contributions. However, we do add
finite-temperature corrections to both ALP and DM production from the SM, which result in
O(1) corrections, mainly originating from thermal mass effects.

In the left panel of Fig. 7.7 we present an illustrative example of the evolution of the various
reaction rates at play in the DFO regime, together with the Hubble rate, for m� = 10 GeV and
ma = 1 GeV and for a set of couplings which give the measured dark matter relic abundance
(gaff = 9.44 ⋅ 10−12 GeV−1 and ga�� = 1.06 ⋅ 10−2 GeV−1). For reactions faster than the Hubble
rate, i.e. lines above the turquoise dotted Hubble line, the particles involved achieve equilibrium.
Once the reaction rates drop below the Hubble rate, the particles become so dilute that they
no longer collide sufficiently often and the process shuts off. We also distinguish between the
infrared- (solid) and ultraviolet- (dashed) dominated SM-ALP and SM-DM interactions. A few
observations can be made: Firstly, aa↔ ��̄ interactions are the dominant DM number changing
interactions throughout the evolution. The mechanism which sets the relic abundance is therefore
conceptually very similar to the simpler freeze-out scenario, however governed by T ′ rather than
T . Secondly, neither the SM-ALP nor the SM-DM reaction rates ever exceed the Hubble rate,
and the hidden sector is indeed decoupled. Nevertheless, the SM slowly transfers energy to
the hidden sector both via SM-ALP and SM-DM interactions, with the dominant contribution
coming from SM-ALP interactions. Lastly, elastic scattering a�(�̄)↔ a�(�̄) stays active until
after freeze-out of the �-particles, as assumed in section 7.3.3. For the same parameters, in the
right panel of Fig. 7.7 the evolution of the comoving number densities of the DM and the ALP are
shown, as well as the hidden sector temperature T ′. We also plot the equilibrium distributions
Y�,eq(T

′
) and Ya,eq(T

′
) as dotted lines, and, for comparison, Y�,eq(T ). As in the simpler thermal

freeze-out scenario, Ya and Y� follow the equilibrium distributions, Ya,eq(T
′
) and Y�,eq(T

′
),

respectively. For rapid interactions the right hand side of the Boltzmann equation vanishes and
Y� stays constant.11 The ALPs and the DM separate from the equilibrium distributions at the
same time, around T ′ �m��10, since no other particles are around to maintain frequent number
changing interactions. Since T ′ < T the inverse SM freeze-out temperature can be as small as
z ∼ 2 − 3.

In Fig. 7.8 we show the region of parameter space where the correct relic density is obtained for
a large range of masses and couplings, again keeping the ratio m��ma = 10 fixed, together with
the constraints derived in the previous section. We have checked that the observations made in
the previous paragraph hold for the whole set of parameters depicted in Fig. 7.8. The region in
the (ma, gaff)-plane is shaped by a number of conditions:

• Relic density For connector couplings, gaff , which are too small, the hidden sector does
not become sufficiently populated. Although ga�� might be large enough to establish

11Due to the relation between T and T ′, affected by the rate of energy transfer to the hidden sector, Y� and
Ya ostensibly increase in the plot; this is because the plot shows the evolution of the comoving number densities
as a function of the SM temperature T .
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equilibrium between the hidden sector particles, neq
� (T

′
) can never reach the amount of

DM density observed today. This is indicated by the lower boundary.

• a ↔ SM On the other hand, if the connector coupling gaff is too large, the interactions
between the hidden sector and the SM become strong enough to establish thermal equi-
librium. Depending on the hidden sector coupling, the DM is then either produced by
freeze-in (see section 7.6.3) or thermal freeze-out. We remark that the numerical solution
close to the transition between the freeze-in and the DFO regime is challenging and we
chose this upper boundary conservatively.

• ga�� The DM-mediator interaction is (cf. Eq. (7.3))

C�
m�

fa
a�̄�5� ≡ ga��m�a�̄�5� . (7.65)

Our effective theory is valid only below the scale fa. Thus, the reheating temperature TRH

should be below this scale to safely ignore UV contributions. On the other hand, TRH

has to be higher than m�. We consequently need a hierarchy fa � TRH � m�, i.e. small
ga�� = C��fa, and this is the reason why the DM (the ALP for a fixed mass ratio) should
not be too heavy.

• QCD Finally, we employ a perturbative description of the strong interactions, only conver-
gent at high enough energies. The DM abundance should therefore be set by interactions
happening at temperatures before the QCD phase transition. In practice, we set the up-
per boundary labelled “QCD” by requiring that the �-particles freeze out at temperatures
above the threshold Tpert = 600 MeV.

The shape of the contours of constant ga�� can be understood as follows. By increasing the
strength of the ALP-fermion coupling, more energy will be transferred to the hidden sector and
heat up the hidden sector particles. This will increase the amount of DM particles, neq

� (T
′
). In

order to satisfy the relic density constraint (7.57), the interaction strength among the hidden
sector particles has to increase to keep ��̄ → aa active for longer, such that the �-particles can
continue to annihilate. The DM-ALP interaction is proportional to the product (ga�� ⋅m�)

4.
For increasing ma, ga�� has to decrease to compensate the effect of increasing m�. We find
that in this scenario gaff enters only via SM → a processes because the energy transfer and DM
production from the connector process ff̄ → ��̄ is always subdominant. The dependence on
gaff is therefore very mild. Furthermore, we observe that ga�� has to be large compared to the
freeze-in scenario to maintain equilibrium among the hidden sector particles.

It turns out that it is extremely challenging to test the DFO region with collider searches for
ALPs: in this scenario the visible sector and the mediator barely talk to each other, such that
the sensitivity of experiments probing the relevant mass range, in particular the SN bound and
the bounds from rare B and K decays, would have to improve by several orders of magnitude.
However, the tiny coupling between the SM particles and the ALP makes the ALP relatively long
lived, and since the ALPs are abundantly produced along with the DM particles (cf. Fig. 7.7)
their decay can have important implications for the cosmological history during and after big
bang nucleosynthesis, as briefly discussed in section 7.5. Of course, the imprint ALPs will leave
on cosmological observables strongly depends on its decay products and its lifetime. In the range
of ALP masses we consider, the dominant decay channel varies, see Fig. G.1. For ALPs with
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Figure 7.8: Contour plot of the hidden-sector couplings ga�� in the (ma, gaff )-plane which give the
observed DM relic density via decoupled freeze-out (DFO). We fixed the ratio m��ma = 10. We have
included the relevant constraints on our ALP model on the connector coupling gaff in this parameter region
(cf. Fig. 7.3). We additionally plot the region excluded by cosmological constraints of additional particles
decaying electromagnetically (light grey) and decaying hadronically (dark grey). For explanations about the
boundaries of the DFO region and the constraints from electromagnetic and hadronic decays see the main
text.

masses ma � 2mµ, i.e. ALPs which dominantly decay into photons and e+e−, the constraints
are very similar. Here, we apply the bounds from Ref. [28] on very long-lived ALPs in the sub-
GeV mass range. Generically speaking, they exclude sufficiently abundant particles decaying
electromagnetically with lifetimes ⌧a ∼ 103

− 105 s. The bound labelled “electromagnetic decays”
in Fig. 7.8 was obtained by applying the bounds on the ALP’s lifetime from Figs. 4 and 5
in Ref. [28], interpolating between the mass of the decaying particle and the dominant decay
channel of the ALP. For masses in the range 2mµ �ma � 1 GeV, the ALP dominantly decays into
muons. In principle, the applicable constraints are the electromagnetic ones here – see also the
discussion in Ref. [372] – and the lifetime is short enough for them not to matter. For hadronic
decays the bounds become more severe, cf. section 7.5, and lifetimes above ⌧ ∼ 0.1 s can be
excluded. In Ref. [406] bounds are provided on hadronically decaying particles with masses in
the GeV-TeV range. The smallest mass for which results are available is 30 GeV. We apply the
corresponding bound to our model, extrapolating from the given shapes that the bounds will
remain approximately constant for lower masses. We have checked that, taking into account
the branching ratios of the various decay channels, the energy injection from ALPs is sufficient
in the DFO region for these constraints to apply. However, as outlined in section 7.5, photo-
dissociation is clearly not the only possible scenario. For instance, ALPs decaying into photons
can re-equilibrate with the SM, a scenario which was studied in depth in Ref. [401], excluding
much shorter lifetimes. However, as studied in Ref. [404], since the temperature of our hidden
sector T ′ is in general well below T , we expect these bounds to be alleviated in our case. In order
to obtain precise cosmological bounds a detailed analysis of the evolution of the ALP number
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density and its imprint on cosmological observables would hence be necessary, yet beyond the
scope of this paper.

We conclude this section by remarking that, as mentioned above, the upper left boundary labelled
“QCD” arises due to a theoretical limitation. It might be interesting to describe the processes
involved at low energies using non-perturbative techniques in order to explore the remaining
parameter space. In doing so, we should be able to close the gap between the “QCD” line and
ALP-SM equilibrium condition in Fig. 7.5.

7.7 Conclusion

To conclude, we study a fermionic DM model with a pseudoscalar (ALP) mediator coupled to
SM and DM fermions at tree level. In this model, different production mechanisms can set the
relic abundance, depending on which interactions are most important. In fact, we find that,
similar to the case of a fermionic DM model with a massive dark photon mediator studied in
Ref. [22], six different production mechanisms are possible for the set of ALP and DM masses
we have considered, namely freeze-in from SM particles, freeze-in from mediators, sequential
freeze-in, decoupled freeze-out (DFO), freeze-out from mediators and freeze-out from the SM.
We numerically solve the general set of coupled Boltzmann equations for a range of ALP-fermion
and ALP-DM couplings to obtain the phase diagram for a fixed ALP and DM mass (ma = 1 GeV,
m� = 10 GeV). We focus on two cases where the hidden sector, comprised of the DM and ALP,
does not thermalise with the visible sector: freeze-in (from the SM or from ALPs) and DFO.

In the freeze-in and DFO regimes, we determine the relic density by solving the relevant Boltz-
mann equations. This is most challenging in the DFO region, as discussed in sec. 7.3.3, where a
set of three coupled differential equations must be solved (the Boltzmann equations for the ALP
and DM number densities and the Boltzmann equation governing the energy transfer from the
SM to the dark sector), and a variety of processes contribute to ALP and dark matter production.
We derive for the first time the energy transfer Boltzmann equation for the case where there is
a single hidden sector particle in the final state, and present a new strategy for determining the
hidden sector temperature from the evolution of the energy density. Throughout our work we
take into account thermal effects by implementing temperature-dependent corrections to the SM
masses and couplings, as these can alter the results at the O(1) level, in particular in the case
of the production of ALPs. The dominant contribution stems from the increased masses of the
in medium SM particles.

In a model where the ALP-fermion couplings arise from an extended Higgs sector in the UV,
both infrared-dominated and ultraviolet-dominated processes contribute to freeze-in, and either
of them may dominate depending on the hierarchy of the reheating temperature and the elec-
troweak scale. In particular, we find that UV-dominated 2 → 3 interactions play a role for the
production via freeze-in from the SM for reheating temperatures TRH � 200 GeV. We therefore
choose to study one typical infrared-dominated (TRH = 200 GeV) and one ultraviolet-dominated
scenario (TRH = 2 TeV). In the DFO region all ultraviolet-dominated processes enter only at the
subleading level via the energy transfer to the hidden sector, such that the final DM abundance
is largely insensitive to the ultraviolet contributions for reheating temperatures below a few TeV,
and these are therefore neglected.
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We also pay particular attention to calculating the experimental bounds on the relevant pa-
rameter space, including collider, astrophysics, cosmology and DM constraints. Some of the
most powerful constraints come from collider experiments, particularly beam dump constraints
coming from SLAC E137 and flavour constraints notably from NA62 and LHCb, together con-
straining masses up to the B meson mass and the gaff coupling down to O(10−6 GeV−1). For
the beam dump experiment we improve previous analyses by including all dominant ALP pro-
duction processes, namely the Primakoff process, bremsstrahlung and (non-)resonant positron
annihilation. In particular, we show that positron annihilation can become the dominant pro-
cess for larger ALP masses in models where the ALP coupling to photons is highly suppressed
and in this case clearly cannot be neglected. For the scenario considered, where the only tree-
level couplings of the ALP are to fermions, we added the different production scenarios since
they cannot be distinguished by experiment. Our analysis excludes a large part of the param-
eter space in the (ma, gaff)-plane and puts upper and lower bounds on the coupling. For the
flavour constraints, we implement the state-of-the-art bounds for the most constraining channels
from NA62, NA48/2, LHCb and CHARM, which together rule out a large section of parameter
space, down to gaff ∼ O(10−5 GeV−1) for masses up to ma ∼ mK+ −m⇡+ , and in the range
gaff ∼ O(10−4 GeV−1) to O(10−2 GeV−1) up to ma ∼mB −mK(∗) .

Out of all the constraints considered, astrophysics provides the most stringent bounds on our
parameter space. In particular SN1987A and HB stars strongly probe the parameter space for
ma � O(0.1 GeV), extending down to gaff ∼ O(10−9 GeV−1). For the former constraint, we adapt
the state-of-the-art analysis [24, 373] to the scenario we consider, including N3LO corrections in
chiral perturbation theory. While we do consider DM direct detection, indirect detection and
self-interactions, due to the pseudoscalar nature of the mediator, as expected, none of these
provide relevant constraints.

The tiny coupling between the SM and the mediator which is required to reproduce the observed
DM relic density in the DFO region is responsible for making the new sector so difficult to
probe. It therefore seems that current and near future experiments cannot access this region of
parameter space, yet cosmology can provide a powerful tool to constrain secluded dark sectors.
Here we carry out an estimate of the consequences that the presence of ALPs would have on
cosmology for the DFO region: Applying the constraints from Refs. [28] and [406], we exclude
very long lived (⌧a � 103

− 105 s) electromagnetically decaying ALPs and short lived (⌧a � 0.1 s)
hadronically decaying ALPs as their decay products would photodissociate light elements.

In sections 7.6.3 and 7.6.4 we present the regions of parameter space in the (ma, gaff)-plane where
the correct relic density is obtained, with contour lines showing the required value of ga��. For
freeze-in, as seen in Fig. 7.5, we find a large unexcluded region, extending to gaff ∼ 10−9 GeV−1 for
10−4 GeV <ma < 102 GeV. For larger values of gaff and ma, smaller values of ga�� are required.
Probing this region, for the largest values of ga��, would require the flavour constraints to improve
substantially, or low-mass resonance searches at ATLAS or CMS. For the DFO regime, as seen
in Fig. 7.8, the correct density is obtained for relatively low values of gaff ∼ 10−13 −10−10 GeV−1

and large values of ga�� (∼ 10−2 GeV−1). Again it appears that cosmology offers the only means
of probing such small values of gaff . Moreover, it turns out the DFO region is disfavoured by
the standard BBN scenario.
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In the first part of this thesis we presented a precision calculation of the hadronic contribution
to the running of the electromagnetic coupling based on lattice QCD simulations within the SM
of particle physics. In the second part, we discussed the study of a dark matter model as an
extension to this standard model. To conclude, let us briefly comment on the various possible
improvements and future prospects of both projects.

While the data-driven approach to determine the hadronic vacuum polarization has so far pro-
vided the most precise determinations, it requires experimental input from e+e− → hadrons
cross-section data. Lattice QCD as an ab-initio tool to calculate these hadronic contributions
has now reached a comparable precision. Our result for the hadronic running of ↵ in the space-
like region up to 8GeV2 is on the same level of precision as recent data-driven calculations.
However, to compete with the experimental precision on electroweak observables expected from
future collider experiments, the current precision will have to be halved. We now discuss how
we plan to improve our current precision even further.

We have already reached sub-percent precision for the discrete steps in the step scaling function
at short distances above Q2

= 1GeV2 in the dominant light and strange connected contribution.
The precision on our final result, ⇧̂(5)had, is limited by the result of the long-distance contribution
to ⇧̂l

(1GeV2
). Taste-breaking effects complicate the continuum extrapolation of this quantity

by introducing a large curvature. While the SRHO formalism can be used to reduce discretiza-
tion errors efficiently, we would like to undertake a more in-depth investigation of those effects
using other low-energy effective models, such as NNLO chiral perturbation theory. Another
possibility would be to break the computation of this quantity up into at least two additional
windows. In the intermediate t-range between 0.4 − 1.0 fm, where the integrand of ⇧̂l

(1GeV2
)

is peaked, the leading effects of taste-breaking, associated with 16 taste pairs of pions, remain
small enough to allow for a controlled continuum extrapolation without improvement based on
effective models. Most importantly, however, we plan to include two new ensembles bracketing
the physical point at an even smaller lattice spacing a ≈ 0.048 fm, which should greatly reduce
the error originating from the continuum extrapolation. Finally, while the continuum extrapo-
lations from fits to uncorrected data and data corrected using LO staggered PT agree well for
short-distance quantities and the coefficient of the logarithmically-enhanced discretization term
that we obtain from fits to uncorrected data is similar to the one that we computed analytically
in LO staggered perturbation theory, this additional lattice spacing should also help constrain
those discretization effects which become important at small a.

We also plan to compare our non-perturbative running results to those obtained in perturbation
theory, with the objective of finding precise agreement over a significant range of virtualities.
Such a matching onto perturbation theory would then allow to run ↵ perturbatively all the way
up to the Z-boson mass. An implementation of the running in four-flavour perturbative QCD to
O(↵4

s) is underway. However, it may be necessary to push our non-perturbative calculations to
higher virtualities to convincingly show a matching to perturbative running at the sub-percent
level. If those virtualities are large on the scale of our present lattice cutoffs, new techniques will
have to be developed. These questions will be addressed in future work.

Up to now in this thesis, we have not explored the close relationship between the hadronic running
of ↵ and the leading hadronic contribution to the anomalous magnetic moment of the muon,
aLO,had

µ . Both are determined by the hadronic vacuum polarization, but emphasize very different
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kinematical regimes. Such a discussion has become particularly important in light of BMW’s
result for aLO,had

µ , which is larger than the result obtained using the data-driven approach [7].

On the lattice, aLO,had
µ can be obtained by integrating the HVP over Euclidean momenta, con-

voluted by a Q2-dependent kernel that is peaked around (mµ�2)
2
∼ (50 MeV)2. Taking an

average of the latest independent lattice determinations of the intermediate window contribu-
tion to aLO,had

µ [7, 37–40], one arrives at a difference of 4.2� with the data-driven result. Since
both the data-driven and lattice approaches aim at computing the same quantity, it is crucial to
understand the origin of the disagreement in aLO,had

µ . The two approaches are mathematically
related by a Laplace transform. The running of ↵ and the (discrete) Adler function are suitable
observables to pinpoint the energy range in which the largest disagreement appears.

Since the lattice result for aLO,had
µ is larger than that of the reference approach, one may ask

whether this higher value implies an increase in the tensions in EW global fits [45–49]. As we
saw in the last section, the recent determination of the running of ↵ by the Mainz group also
indicates a slight excess in the low energy region. Their result for ↵(5)had(MZ) is however not in
significant tension with EW fits [8]. It would be interesting to use our result for �↵(5)had(8GeV2

)

as a prior in global electroweak fits to determine the Higgs mass indirectly and compare this
value to the measured Higgs mass.

Our current lattice sizes and spacings allow us to obtain the running of ↵ up to ∼ 8 GeV2. Our
final aim is to obtain the running up to the mass of the Z-boson and ↵(M2

Z). If matching to
perturbative QCD expression can be achieved at such virtualities, we will employ perturbation
theory at O(↵4

s). On a longer timescale, we are further investigating strategies to obtain the
running all the way up to the Z-scale non-perturbatively using step-scaling techniques [424].
Several members of the BMW collaboration have performed a first study in the two-dimensional
Schwinger model (QED2) to test the step scaling strategy which now has to be extended to QCD
[425].

Finally, on the experimental side, future possible direct measurements of the effective electro-
magnetic coupling in the space-like region from µ−e scattering (MUonE-experiment) would give
direct access to the Euclidean HVP [426, 427]. These measurements would in fact provide a
third approach that is independent of both the reference and the lattice approach.

Likewise, our work on ALP mediated DM has raised several questions which we would like to
tackle. First we would like to improve the accuracy of our calculation in the sequential freeze-
in region, by solving the unintegrated Boltzmann equation. It would also be interesting to
compare our results in the DFO region to those obtained using the unintegrated Boltzmann
equations. Furthermore, it might be worthwhile to use non-perturbative methods to investigate
the DFO mechanism in the region above the QCD boundary. Finally, for our work, we took
into account thermal effects by implementing temperature-dependent corrections to the SM
masses and couplings. It would be interesting to undertake a more involved analysis of possible
additional finite temperature effects which might play an important role.

We further presented brand-new calculations of constraints on the ALP, in particular for SN,
beam-dump and flavour constraints which are crucial for the parameter space of interest. Large
regions in both the freeze-in and DFO regimes remain unexplored, and while the former could
be probed by prospective collider experiments, the latter would be difficult to access. However
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as the standard model of cosmology is very successful it does not leave much room for new
relativistic degrees of freedom during the time of BBN. Cosmological bounds are at present
the only way to probe the DFO region, therefore an updated more detailed analysis of the
effect of these on our parameter space is crucial. It is worth noting that the sensitivity of
the CMB stage IV observations on �Neff is expected to improve by more than one order of
magnitude and will hence either strengthen existing constraints or hint towards the existence of
new degrees of freedom [428]. In this work we focus on a Dirac fermion dark matter particle
but, as previously mentioned, a Majorana fermion is an equally well-motivated possibility which
could merit a detailed study, although one should expect qualitatively similar results. Finally,
the potential sensitivity of future experiments is of utmost interest, and in this view it should be
worthwhile to assess the sensitivity of planned future flavour experiments and upgrades, beam
dump experiments and cosmology measurements.
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Appendices: running of ↵

A Compilation of current precision

Group, year, Ref. �↵(5)had(MZ) Remarks
Geshkenbein+Morgunov (1995) [429] 0.02780(6) O(↵s) resonance model
Swartz (1996) [430] 0.02752(46) data-driven, include correlations
Krasnikov, Rodenberg (1998) [431] 0.02737(39) data-driven and semi-analytical

ansatz for
√

s > 2.3 GeV
Kühn+Steinhauser (1998) [210] 0.02775(17) data-driven and pQCD

full O(↵2
s), for

√
s > 1.8 GeV

Erler (1999) [205] 0.02779(20) data-driven and pQCD
to O(↵3

s) for
√

s > 1.8 GeV
unsubtracted dispersion relation

Groote et al. (1998) [432] 0.02776(41) QCD sum rule with less data O(↵3
s)

Martin (2000) [433] 0.02738(20) includes new BES data, O(↵3
s) pQCD

Troconiz+Yndurain (2005) [434] 0.02749(12) pQCD for s > 2GeV2

Burkhardt+Pietrzyk (2005) [435] 0.02758(35) data-driven (new BES data)
pQCD for

√
s > 12 GeV

HMNT (2006) [436] 0.02768(22) data-driven
Jegerlehner (2008) [203] 0.027594(219) data-driven/pQCD to O(↵4

s)

0.027515(149) Adler function (√s0 = 2.5 GeV)
DHMZ (2010) [437] 0.02742(10) pQCD from 1.8 <

√
s < 3.7 GeV

and for
√

s > 5 GeV
Jegerlehner (2011) [438] 0.027498(135) Adler function (√s0 = 2.5 GeV)

alphaQED package
HLMNT (2011) [439] 0.027626(138) data-driven

pQCD for
√

s = 2.6 − 3.7, > 5 GeV
Bodenstein (2012) [440] 0.02757(08) heavy quark contributions in pQCD
Jegerlehner (2017) [441] 0.027738(158) includes � − ⇢ mixing, corrected ⌧

data and perturbative Adler function
KNT (2018) [14] 0.027611(111) new data combination method

pQCD for
√

s > 11.2 GeV
DHMZ (2019) [4] 0.02761(10) pQCD from 1.8 <

√
s < 3.7 GeV

and for
√

s > 5 GeV
KNT (2019) [5] 0.027609(112) data-driven with updates in R-ratio

data and pQCD for
√

s > 11.2 GeV
Mainz (2022) [8] 0.02773(15) LQCD up to Q2

= 7GeV2 and O(↵2
s)

pQCD in Jegerlehner’s scheme [438]

Table 7.2: Compilation of results for �↵(5)had(M
2
Z
) from different groups over almost twenty years. We also

provide remarks about the analysis. Note that the last entry is the first full lattice QCD calculation of the
hadronic running.

223



224

B Staggered leading order lattice perturbation theory

We discuss results at leading order in staggered perturbation theory. In the following, we drop
the subscript “LO” for better readability.

B.1 Current correlators

Let us work out the free, staggered fermion expression for the current-current correlators in the
TMR for all the different staggered tastes. At leading order in perturbation theory, we can
work with naive quarks and, to obtain the staggered result, take the 16th root (16 since we use
staggered quarks and take the 4th root of the fermion determinant). We recover the correct
factors for staggered, QCD results in the final expressions. We use again the notation from
Ref. [108] and work in lattice units, i.e. with a = 1. We restore the lattice spacing in the final
expressions. Then, the generic form of a current with spin s and taste t is given by

J t
s,x =

1

N�x
�

�x

 ̄xB†
t̄,x�s x+�x , (B.1)

with B†
t̄,x = (−1)

t̄⋅x�†
t = ei⇡t̄⋅x�†

t the taste transformation, �t = ∏µ �
tµ
µ , and �x ∈ {−1,0,1} such

that (�x = s + t)mod 2, and N�x the number of �x. Then, the connected contribution to the
current correlator from the origin is:

C(x) = �J t
s,xJ t

s,0� =
1

N�xN�x′
�

�x,�x′
� ̄xB†

t̄,x�s x+�x ̄0B
†
t̄0
�s �x′�

= −
1

N�xN�x′
�

�x,�
x′

Tr�B†
t̄,x�sM

−1
x+�x,0B

†
t̄,0�sM

−1
�
x′,x� ,

(B.2)

with S(p) the momentum space and M−1
xy the position space propagator, related via

M−1
xy = �

p
eip⋅(x−y)S(p) . (B.3)

Let us define
F (p) =

1

N�x
�

�x

eip�x
=�

µ

1

N�xµ

�

�xµ

eipµ�xµ =�
µ

Fµ(p) , (B.4)

in terms of which Eq. (B.2) can be rewritten as

C(x) = −�
pq

ei(p+⇡t̄−q)xF (p)F (q)Tr��†
t �sS(p)�

†
t �sS(q)� , (B.5)

where we have also inserted the expression of the taste transformation. To obtain the correlator
in the time momentum representation we sum over spatial components,

C (x0) =�
�x

C(x) = −�
pq0

ei�p0+⇡t̄0−q0�x0F (p0, �p)F �q0, p̃ + ⇡�̄t�

× Tr ��†
t �sS (p0, �p)�

†
t �sS �q0, �p + ⇡�̄t�� .

(B.6)
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Now (see also App. A of Ref. [108]) S �q0, �p + ⇡�t� = B†
�r,0S (q0, �p)Br̄,0 where we denote r̄ = (0, �̄t)

and Br̄,0 = �r so

C (x0) = −�
pq0

ei�p0+t̄0⇡−q0�x0F (p0, �p)F �q0, �p + ⇡�t� ×Tr��r�
†
t �sS (p0, �p)�

†
t �s�

†
rS (q0, �p)� (B.7)

where we consider a spatial component of the EM current along the axis ı̂, s = (0, ı̂), and we
average over the three spatial directions. Now, Eq. (B.4) yields

Fµ(p) =
�
��
�
��
�

1 if (t + s)µ mod 2 = 0

cospµ if (t + s)µ mod 2 = 1

and

Fµ(q0, �p + ⇡�t) =

�
��������
�
��������
�

1 if (t + s)µ mod 2 = 0

cos q0 if µ = 0 and (t + s)0 mod 2 = 1

cospj if µ = j, (t + s)j mod 2 = 1 and t̄j = 0

− cospj if µ = j, (t + s)j mod 2 = 1 and t̄j = 1

.

Let us first work out the time-local correlators. These have (s0 + t0)mod 2 = 0 and since s0 = 0,
we have t0 = 0 and F (p0, �p) = F (0, �p) for all p. Then

C (x0) = −(−1)
t̄0x0

1

3
�

i
�
�p
F (0, �p)F (0, �p + ⇡t̄)
����������������������������������������������������������������������������������������������������������������

A

×Tr��r�
†
t �iS(x0, �p)�

†
t �i�

†
rS (−x0, �p)�

�������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
4B

. (B.8)

Let us work out the free propagator and its time-momentum representation. The momentum
space propagator is

S̃(p) = M̃−1
(p) =

−i�µp̂µ +m

p̂2 +m2
with p̂µ = sinpµ . (B.9)

So, the time-momentum propagator is given by

S(x0, �p) = �
p0

eip0tS̃ (p0, �p) (B.10)

For x0 > 0, let z = eip0 so p̂0 =
1
2i
�z − 1

z
�. Performing the contour integration we find for the

naive fermion propagator in time-momentum representation

S(x0, �p) =� dp0e
ip0x0M−1

(p0, �p) (B.11)

=
e−Et

sinh(2E)
��0 sinh(E) − i�� ⋅ sin(�p) +m� −

�−e−E�
x0

sinh(2E)
��0 sinh(E) + i�� ⋅ sin(�p) −m� .

We write
S(x0, �p) = �0S0 (x0, �p) + �iSi (x0, �p) + Sm (x0, �p) , (B.12)

where the sum over the spatial index i is implied. Note that S (−x0, �p) ≡ Ŝ(x0, �p) = −�0S0 +

�iSi + Sm and we denote

S↵ (x0, �p) = �↵ (x0, �p)�1 + ⇣↵(−1)
x0� , with ⇣↵ =

�
����
�
����
�

−1 for ↵ = 0

1 for ↵ = i,m
(B.13)



226

where

�0 (x0, �p) =
sinhE

sinh2E
e−Ex0 , �i (x0, �p) = −

ip̂i

sinh2E
e−Ex0 , �m (x0, �p) =

m

sinh2E
e−Ex0 . (B.14)

Explicitly, we have for instance for the conserved current (ID V in Tab. 4.4) s = (0, ı̂), t = (0,�0)

and hence t̄ = (0,�0). Then A = cos2 pi and B = S2
0 + 2S2

i −
�S2
+ S2

m and one obtains

CVtl
(x0) = −

8

3
�

i
�
�p
cos2 pi ��

2
0 + 2�2

i − ��
2
+ �2

m + (−1)
x0 �−�2

0 + 2�2
i �

2
+ �2

m�� . (B.15)

The remaining staggered correlators for the time-local currents can be obtained along the same
lines and we collect the expressions below. Now, in the case of time non-local currents we have,
from Eq. (4.25),

C(x) = ��Js,t(x)�tnl
�Js,t(0)�tnl

�

= −
1

4N��xN��x′
�

��x,��x′
Tr�B†

t̄,x�sM
−1
x+0̂+��x,0

B†
t̄,0�sM

−1
0̂+��x′,x + (−1)

t̄0B†
t̄,x�sM

−1
x+0̂+��x,0̂+�x′�sB

†
t̄,0M

−1
0,x

+ (−1)t̄0�sB
†
t̄,xM−1

x,0B
†
t̄,0�sM

−1M−1
0̂+��x′,x+0̂+�x +�sB

†
t̄,xM−1

x,0̂+��x′�sB
†
t̄,0M0,x+0̂+��x� . (B.16)

Let us define here

G(�p) =
1

N�x
�

��x

ei�p⋅�x =�
i

1

N�xi

�

�xi

eipi�xi =�

i

Gi(�p) (B.17)

in terms of which Eq. (B.16) becomes

C(x0) =�
�x

C(x) = −
(−1)t̄0x0

2 �
p
G(�p)G(�p + ⇡�t)
�������������������������������������������������������������������������������

A

Tr�B†
t̄,0�sS(x0 + 1, �p)B†

t̄,0�s�
†
rŜ(x0 − 1, �p)�r�

���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
4B

+ (−1)t̄0G(�p)2

��������������������������������������������������������������
C

Tr�B†
t̄,0�sS(x0, �p)�sB

†
t̄,0�

†
rŜ(x0, �p)�r�

������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
4D

. (B.18)

For instance, for the time non-local analogue of the conserved current (ID Vtnl in Tab. 4.5) we
have s = (0, ı̂), t = (1,�0), hence t̄ = (0,1,1,1) and t̄0x0 = 0. We then obtain for the various terms
in Eq. (B.18)

B = cos2 pi = −A (B.19)

C = − �S0 (x0 + 1) S0 (x0 − 1) + 2Si(x0 + 1)Si (x0 − 1)

− �S (x0 + 1) ⋅ �S (x0 − 1) + Sm(x0 + 1)Sm (x0 − 1)� (B.20)

D =�S2
0 (x0) + 2S2

i (x0) −
�S2
(x0) + S2

m (x0)� . (B.21)

Thus, the oscillating cross terms cancel in AB +CD and we get

CVtnl
(x0) = −

8

3
�

i
�
�p
cos2 pi ��

2
0 + 2�2

i − ��
2
+ �2

m� (B.22)

which is the result of Eq. (B.15), without the oscillatory term, and, when integrated over a finite,
fixed, physical interval in x0, it has the same continuum limit. The remaining currents can be
calculated analogously.
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abbrev. J spin�taste fJ
(pi, pj , pk) BJ BJ,TL

V �i�1 cos(api)
2 Ê2

− p̂2
i p̂2

i

IV �i� ⇠i 1 Ê2
− p̂2

i p̂2
i

X �i� ⇠i⇠j ∑j≠i cos(apj)
2 Ê2

− p̂2
i p̂2

i

XI �i� ⇠i⇠j⇠k cos(apj)
2 cos(apk)

2 Ê2
− p̂2

i p̂2
i

XV �i� ⇠j ∑j≠i cos(apj)
2 cos(api)

2 Ê2
− p̂2

i p̂2
i

XX �i� ⇠j⇠k ∏j cos(apj)
2 Ê2

− p̂2
i p̂2

i

Vtnl (25) �i� ⇠0 cos(api)
2 Ê2

− p̂2
i 0

IVtnl (24) �i� ⇠i⇠0 1 Ê2
− p̂2

i 0
Xtnl (30) �i� ⇠i⇠j⇠0 ∑j≠i cos(apj)

2 Ê2
− p̂2

i 0
XItnl (31) �i� ⇠i⇠j⇠k⇠0 cos(apj)

2 cos(apk)
2 Ê2

− p̂2
i 0

XVtnl (35) �i� ⇠j⇠0 ∑j≠i cos(apj)
2 cos(api)

2 Ê2
− p̂2

i 0
XXtnl (40) �i� ⇠j⇠k⇠0 ∏j cos(apj)

2 Ê2
− p̂2

i 0

Table 7.3: Expressions of the different terms in Eq. (B.23) for the various staggered currents. We use the
labelling of Ref. [132].

By performing the calculations for the remaining staggered currents we obtain a general expres-
sion for the LO current-current correlators in the TMR for the different staggered tastes. To
obtain staggered, QCD results for a quark of flavour f with electric charge Qf = eqf we have to
multiply the previous expressions by q2

fNc�16. In the following we set x0 = t to use the notation
from Sec. 4.3.1.4. Let us denote p̂i = sin(api)�a, Ê = sinh(aE)�a, E = arcsinh(a

�

∑i p̂2
i +m2)�a

and Ė = Ê
�

1 + (aÊ)2. The different staggered current correlators then take the form

CJ
(t) =

Ncq
2
f

3
�

i
�

⇡�a

−⇡�a

d�p

(2⇡)3
e−2EtfJ

�pi, pj , pk�

4Ė2
�BJ
− (−1)tBJ,TL

� , (B.23)

where the oscillatory term (−1)tBJ,TL only appears for the time-local currents. This expression
can be decomposed into a contribution which approaches the continuum result in the limit a → 0

and in case of the time-local currents a part which is oscillating around this solution. For the
currents, we use the definitions from Ref. [132]. The results are summarized in Tab. 7.3. For
instance, the expression for the conserved time-local current correlator V reads

CV
(t, a) =

Ncq
2
f

3
�

i
�

⇡�a

−⇡�a

d�p

(2⇡)3
cos(api)

2e−2Et

4Ė2
�Ê2
− p̂2

i �1 + (−1)
t
�� . (B.24)

The disconnected contributions vanish at leading order. There are also contact terms which
are proportional to �t,0 and therefore do not contribute to the TMR integral for our set of
observables.

B.2 HVP and (discrete) Adler function

Here we give the results for our observables using the traditional kernel function k0(Q, t). The
results using the lattice momentum Q̂ can be derived straight-forwardly in a similar fashion. For
simplicity, we use lattice units in this section, a = 1, and recover the lattice spacing in the final
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expressions. The different kernel functions then read

k⇧
(t,Q) =

cos(Qt) − 1

Q2
+

t2

2

kD
(t,Q) = −12⇡2

�
cos(Qt) − 1

Q2
−

t sin(Qt)

2Q
�

k�⇧
(t,Q,QR) =

cos(Qt) − 1

Q2
−

cos(QRt) − 1

Q2
R

.

(B.25)

Our observables are obtained via the modified Fourier transform

OJ
l (Q

2, a) = 2
∞

�
t=0

kO
l (t,Q)C

J
(t, a) , (B.26)

i.e. by the sum over t of the correlator multiplied by some kernel function. Here, we calculate
the result in infinite volume and infinite time. Inserting the results obtained in the previous
section for CJ

(t) we obtain

OJ
l = 2q2

fNc
1

3
�

i
�

d�p

(2⇡)3
fJ
�pi, pj , pk�

4Ė2

∞

�
t=0

kO
l (t,Q)e

−2Et
�BJ
− (−1)tBJ,TL

� . (B.27)

In particular, operators with time-local currents IV, V, X, XI and XV take the form

OJ
l = 2q2

fNc �
d�p

(2⇡)3
fJ
�pi, pj , pk�

4Ė2
�
t

kO
l (t,Q)e

−2Et
�Ê2
− p̂2

i �1 + (−1)
t
�� (B.28)

while for the time non-local operators IVnl, Vnl, Xnl, XInl and XVnl we simply have

OJ
l = 2q2

fNc �
d�p

(2⇡)3
fJ
�pi, pj , pk�

4Ė2
�
t

kO
l (t,Q)e

−2Et
�Ê2
− p̂2

i � . (B.29)

Hence, we have a contribution common to all current tastes and one particular to the time-local
operators. We therefore define

AO
l ≡�

t

kO
l (t,Q)e

−2Et , AO,TL
l ≡�

t

kO
l (t,Q)e

−2Et
(−1)t . (B.30)

To obtain the results for the various observables, this leaves a number of sums to calculate. We
denote them by12

c1 ≡�
t

cos(Qt)

Q2
e−2Et c2 ≡�

t

cos(Qt)

Q2
e−2Et

(−1)t (B.31)

e1 ≡�
t

−
1

Q2
e−2Et e2 ≡�

t

−
1

Q2
e−2Et

(−1)t (B.32)

t1 ≡�
t

t2

2
e−2Et t2 ≡�

t

t2

2
e−2Et

(−1)t (B.33)

s1 ≡�
t

t sin(Qt)

2Q
e−2Et s2 ≡�

t

t sin(Qt)

2Q
e−2Et

(−1)t . (B.34)

In infinite volume and infinite time these sums can be calculated analytically by using a geometric
series. We collect our results below.

12Again, we will restrict ourselves here to the kernel functions k0 employing Q. The corresponding expressions
for the kernel functions k1 using Q̂ can be obtained along the same lines.
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HVP For the term common to all discretizations of the current we find

A⇧̂(Q2
)
= (c1 + e1 + t1)

=
aĖ

8(aÊ)2
�

�

1

(aÊ)2
−

4

(aQ)2
cos(aQ) − 1

−2(aÊ)2 + cos(aQ) − 1

�

�
.

(B.35)

The one specific to time-local operators reads

A⇧̂(Q2
)

TL = (c1 + e1 + t1)

=
(aÊ)4

8(aĖ)3

�

�
�

�

−

4(cos(aQ) − 1)�(aÊ)2 + 1�

(aQ)2 �2(aÊ)2 + cos(aQ) + 1�
− 1
�

�
�

�

.
(B.36)

Discrete Adler function For the one common to all discretizations of the current we obtain

A�⇧
= c1(Q) + e1(Q) − [Q → QR]

=
aĖ

(aÊ)2

�

�
�

�

1 − cos(aQ)

2(aQ)2 �−2(aÊ)2 + cos(aQ) − 1�
− [Q → QR]

�

�
�

�

.
(B.37)

For the term specific to time-local operators we get

A�⇧
TL = c2(Q) + e2(Q) − [Q → QR]

=
(aÊ)2

aĖ

�

�
�

�

1 − cos(aQ)

2(aQ)2 �2(aÊ)2 + cos(aQ) + 1�
− [Q → QR]

�

�
�

�

.
(B.38)

Adler function The one common to all discretizations of the current reads

AD
= e1 + c1 + s1

= −12⇡2

�

�
�
�

�

aĖ sin(aQ)

2aQ �−2a2Ê2 + cos(aQ) − 1�
2 +

(1 − cos(aQ))aĖ

2(aÊ)2(aQ)2 �−2a2Ê2 + cos(aQ) − 1�

�

�
�
�

�

.
(B.39)

For the one specific to time-local currents we obtain

AD
TL = e2 + c2 + s2

= −12⇡2

�

�
�
�
�

�

aĖ

2(aQ)2

�

�
�
�

�

4(aÊ)2 − aQ sin(aQ) + 2 cos(aQ) + 2

�2(aÊ)2 + cos(aQ) + 1�
2 −

(aÊ)2

(aĖ)2

�

�
�
�

�

�

�
�
�
�

�

.
(B.40)

The final expressions are then obtained by numerically evaluating the integral

OJ
l =

2q2
fNc

3
�

i
�

⇡�a

−⇡�a

d�p

(2⇡)3
fJ
�pi, pj , pk�

4Ė2
�BJAO

l −BJ,TLAO
l,TL� . (B.41)



230

B.3 Coefficients of the leading logarithmically-enhanced cutoff effects

In this section we explicitly derive the coefficient of the logarithmically-enhanced cutoff effects
for the various staggered currents in leading order lattice perturbation theory. We outline the
derivation for the conserved current (current V, see Tab. 7.3) for two definitions of the kernel
functions.

To summarize our findings, this coefficient is the same for all observables (Adler function, discrete
Adler function and HVP). Similarly, the coefficient does not change for the time-local and time-
non-local currents. The calculation can be performed in the massless limit, since in the massive
case the same coefficient is found but an additional term arises which can however be absorbed
in the (aQ)2 coefficient.

Let us briefly outline the calculation and the various sources of logarithmically-enhanced cutoff
effects in our observables OJ

l (Q
2, a). All observables can be obtained from the modified Fourier

transform
OJ

l (Q, t, a) = 2�
∞

0
dt kl(t,Q, a) CJ

(t, a) . (B.42)

Upon expansion of CJ
(t, a) in powers of a we obtain

CJ
(t, a) = G(t)�

a0 + a2
�G(t)�

a2 + GJ
(t)�

a2
� +O �a4

� , (B.43)

where the first two terms, G(t)�
a0 and G(t)�

a2 are common to all staggered currents and the
third term is a contribution specific to current J . This contribution stems from the specific
prefactors fJ

(pi, pj , pk) that we calculated in App. B.1. For example, for the conserved current
V we have fJ

(pi, pj , pk) = cos(api)
2. In general, if one uses the kernel function k1(Q, t) with

lattice momentum Q̂, the kernel function contributes cutoff effects, too. Note that k2(Q, t),
which we briefly introduced in Eq. (4.58), does not contribute to logarithmically-enhanced cutoff
effects at O(a2

). However, they show up at O(a4
). Similarly, note that in general a whole

tower of logarithmically-enhanced cutoff effects are generated. One can easily convince oneself
by expanding the kernel function k1 and k2 to higher orders in a. Similarly, from a heuristic
argument, one also expects a whole tower of such cutoff effects originating from the correlator.
We give an intuitive argument below. These effects are not seen in our simulations and we do
not calculate their coefficients. Hence, the cutoff effects to order a2 for any of our observables in
LO LPT read

OJ
l �Q

2, t, a��
a2
= kO

l (t,Q, a)�
a0
�G(t)�

a2 + GJ
(t)�

a2
� + kO

l (t,Q, a)�
a2

G(t)�
a0 (B.44)

Example calculation for �⇧V
0 (Q

2,Q2
R) and �⇧V

1 (Q
2,Q2

R) While our previous derivations
were fairly general, let us now perform the calculation for a particular observable, current and
kernel function to set the stage. Here we choose to derive the coefficient of the a2 lna2 term
for the discrete Adler function for the conserved current (J =V) using: 1) the traditional kernel
function k0 with Q and 2) the kernel function k1 containing the lattice momentum Q̂, because
this example is particularly simple and instructive. Any other choice can be obtained along the
same lines. Here we restrict ourselves to the massless limit, m → 0. Performing the calculation
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in the massive case one obtains the same logarithmic cutoff effect, albeit with an additional
contribution that can be absorbed in the pure a2 term.

For this specific example J =V the current correlator takes the form

CV
(t, a) =

Ncq
2
f

3
�

i
�

⇡�a

−⇡�a

d�p

(2⇡)3
cos(api)

2e−2Et

4Ė2
�Ê2
− p̂2

i �1 + (−1)
t
�� , (B.45)

and the kernel functions read

k�⇧
0 (Q,QR, t) =

�

�
�
cos(Qt) − 1

Q2
� − [Q→ QR]

�

�
,

k�⇧
1 (Q,QR, t) =

�

�

�
�
�
�
�

cos(Qt) − 1

Q̂2

�
�
�
�
�

− [Q→ QR]
�

�
,

(B.46)

with Q̂ = (2�a) sin(aQ�2). In the following we set Nc = 3. First, let us expand the current
correlator in powers of a. By carrying out the sum and the angular integrals we obtain,

G(t)�
a0 = −

q2
f

4⇡2 �

2⇡ a

0
dp p2 e−pt (B.47)

G(t)�
a2 =

q2
f

16⇡2 �

2⇡�a

0
dp p4 e−pt

�1 −
4

15
pt� (B.48)

GV
(t)�

a2
=

q2
f

80⇡2 �

2⇡�a

0
dp p4 e−pt . (B.49)

Similarly, expanding k�⇧
1 (Q,QR, t, a) for a → 0 yields

k�⇧
1 (Q,QR, t, a)

a→0
��→

�
�
�
�
�

cos(Qt) − 1

Q2
+ �

1

12
(cos(Qt) − 1)�a2

�
�
�
�
�

− [Q→ QR] +O(a
4
) . (B.50)

The integrals in t are easily carried out. For the cutoff effects common to all staggered currents
one finds

�⇧0(Q,QR, t, a)�
comm

a2 =
q2
f

48⇡2 �

2⇡�a

0
dp p4 3p2

+ 11Q2

15p(p2 +Q2)2
, (B.51)

whereas the cutoff coefficient specific to current V is

�⇧0(Q,QR, t, a)�
V

a2 =
q2
f

40⇡2 �

2⇡�a

0
dp

p4

p(p2 +Q2)
. (B.52)

and is hence logarithmically divergent as a→ 0. However, this term still contains subdominant,
non-logarithmic terms. To obtain the logarithmically-enhanced cutoff effect we only keep the
dominant terms. Hence, at O(a2

) for �⇧0(Q,QR, t, a) (i.e. with kernel k0) we find

�⇧0(Q,QR, t, a)�
a2

a→0
���→
m→0

q2
f

⇡2
�−

1

48
+

1

80
�

�
�
�
�
�
�

Q2 ln�
aQ

2⇡
�

2

−Q2
R ln�

aQR

2⇡
�

2�
�
�
�
�
�

. (B.53)

Including also the cutoff effect originating from the kernel function k1 we obtain

�⇧1(Q,QR, t, a)�
comm

a2 =
q2
f

48⇡2 �

2⇡�a

0
dp

2p3Q2

(p2 +Q2)2
, (B.54)
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and hence

�⇧1(Q,QR, t, a)�
a2

a→0
���→
m→0

q2
f

⇡2
Q2
�−

1

48
+

1

80
+

1

48
�

�
�
�
�
�
�

Q2 ln�
aQ

2⇡
�

2

−Q2
R ln�

aQR

2⇡
�

2�
�
�
�
�
�

, (B.55)

where the first fraction in the paranthesis is common to all staggered current correlators, the
second is specific to the conserved current and the last originates from the kernel function.
Interestingly, the leading-order coefficient in front of the O(a2

) logarithmically-enhanced cutoff
effect for �⇧1 has an opposite sign to the one for �⇧0, as now also k1(Q, t) receives O(a2

)

corrections.

Notice that for instance OIV
1 , i.e. the local staggered current IV together with the kernel k1

containing the lattice momentum Q̂, is absent of any a2 ln(a2
) enhanced artefacts at LO in lattice

perturbation theory. They show however up at O(a4
) but are small enough to be neglected.

We conclude this appendix by a brief remark concerning higher order logarithmic terms in the
expansion. As already mentioned, by expanding the kernel function k1 to higher orders in a,
it follows trivially that a whole tower of (aQ)2n ln(aQ)2, n ≥ 1, terms is generated. Here we
would like to argue that we expect the same to happen for k0 due to higher order terms in the
expansion of the correlator. Expanding the kernel functions to higher orders in t, one obtains
terms ∼ (Qt)2(n+1)�Q2 which combined with terms ↵n(a�t)

2n from the expansion of the correlator
are logarithmic in a. For instance, for n = 2,

C(t)
t→0
∼

a�t

1

t3
�↵0 + ↵1

a2

t2
+ ↵2

a4

t4
+�� (B.56)

O �Q2, a��
a4
∼ �

a
dt Q4t6C(t) ∼ a4Q4

�
a
dt

t6

t7
∼ a4Q4 lna2 . (B.57)

C Continuum results in leading order perturbation theory

C.1 Current correlator

Let us first look at the leading-order result in the continuum. The propagator can be calculated
in the time momentum representation using contour integration. We find for the zero-momentum
projected current correlator of a quark of flavour f with charge Qf = eqf

C(t) =
q2
fNc

(2⇡)3
2

3 �
d�p �

i

e−2Et

E2
(E2
− p2

i )

=
1

⇡2

Nc

3
q2
f �

∞

0
dr r2

(2r2
+ 3m2

f)
e
−2
�

r2+m2
f
t

r2 +m2
f

,

(C.1)

with mass mf , electric charge qf and Nc number of colours.
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C.2 HVP and (discrete) Adler function

For the Adler function of a quark of flavour f with charge Qf = eqf

D(Q2
) = 24⇡2

�

∞

0
dt�−

t sin(Qt)

2Q
−

cos(Qt) − 1

Q2
�

1

3

3

�
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Cii(t)
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2
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�

�
�
�

�

−
6m2
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−

24m4
f log � 1

y −

�
1
y2 − 1�

Q3
�

4m2
f +Q2

+ 1

�

�
�
�

�

,

(C.2)

where y = 2mf �

�

4m2
f +Q2. In the massless case D(Q2

)
mf→0
���→ Ncq

2
f which counts the number

of degrees of freedom of a quark of flavour f multiplied by its electric charge. For the HVP we
obtain

⇧̂(Q2
) =

Ncq
2
f

36⇡2Q3

�

�

�

6(2m2
f −Q2

)

�

4m2
f +Q2 log

�

�

1

y
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�
1

y2
− 1
�

�
+ 12m2

fQ − 5Q3
�

�

�

. (C.3)

The discrete Adler function follows trivially from Eq. (C.3).

D Removal of an additional discretization error

Discretization errors for our short distance observables take the form

O �Q2, a� = O �Q2
�

�
��
�
��
�

1 + �(aQ)2 ln�
aQ

2⇡
�

2

+O �(aQ)2�
�
��
�
��
�

. (D.1)

O(Q2
) is the observable in the continuum and can itself be expanded in powers of ↵s(Q

2
) and

� receives ↵s(1�a) corrections:

� = �LO + �NLO↵s �
1

a
� +O �↵2

s� (D.2)
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s� . (D.3)

Expanding equation (D.1) in powers of ↵s(Q
2
) and ↵s(1�a) we obtain
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(D.4)

with OLO(Q
2
) and ONLO(Q

2
) the LO and NLO results in the continuum, respectively. OLO(Q

2, a)

is the result for the observable in LO lattice perturbation theory (LPT). Adding the LO contin-
uum result and removing the result from LO LPT we remove all discretization errors at LO. We
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are hence left with the following, improved Ō(Q2, a)
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Since �LO and ONLO �Q
2
� are known, we can define an additionally subtracted O �Q2, a� that

will have yet formally smaller discretization errors,
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with

A �Q2
� = �NLO

OLO �Q
2
�

O (Q2)
= �NLO �1 − ↵s �Q

2
�

ONLO

OLO
�Q2
� +O �↵2

s �Q
2
��� (D.7)

so that the Q2-dependence of A �Q2
� only appears as a higher order in ↵s in the expansion of

Ō �Q2, a�. Now the one-loop running of ↵s is given by

↵s �
1

a
� =

4⇡

b0 ln(1�a⇤)2
(D.8)

with b0 = 11 − 2�3nf (see Eq. (2.58)). Hence,

↵s �
1

a
� ln(aQ)2 �

4⇡ �lnQ2
�⇤2
− ln � 1

a⇤
�
2
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b0 ln(1�a⇤)2
=
�

�

↵s �
1
a
�

↵s (Q2)
− 1
�

�

4⇡

b0
(D.9)

and there are no longer any log enhanced discretization errors, except for ↵s suppressed terms,
such as

∼ (aQ)2 ln(aQ)2 ��LODNNLO �Q
2
�↵2

s �Q
2
��

and higher orders, that should be small. All the other terms are regular (aQ)2, (aQ)2↵s �
1
a
� or

higher order terms. At this point, logarithmically-enhanced discretization errors can probably
be ignored.

E Continuum extrapolations and distributions

We collect below the remaining plots of continuum extrapolations and cumulative and probability
distribution functions which we did not show in Sec. 4.3.3.
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Figure E.4: Same as Fig. 4.17, but for ⇧l
(4GeV2

) −⇧l
(2GeV2

)

0.00375

0.0038

0.00385

0.0039

0.00395

0.004

0.00405

0.0041

0.00415

0.0042

0.00425

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

⇧̂
s
(1

G
eV

2
)

a2 [fm2]

kernel k0

kernel k1

no improvement
tree-level improvement (t < 0.4 fm)
statistical and combined statistical and systematic error

Figure E.5: Same as Fig. 4.14, but for ⇧̂s
(1GeV2

)

Figure E.6: Same as Fig. 4.17, but for ⇧̂s
(1GeV2

)



237

0.00155

0.0016

0.00165

0.0017

0.00175

0.0018

0.00185

0.0019

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

⇧
s
(2

G
eV

2
)
�

⇧
s
(1

G
eV

2
)

a2 [fm2]

kernel k0

kernel k1

no improvement
tree-level improvement
statistical and combined statistical and systematic error

Figure E.7: Same as Fig. 4.14, but for ⇧s
(2GeV2

) −⇧s
(1GeV2

)

Figure E.8: Same as Fig. 4.17, but for ⇧s
(2GeV2

) −⇧s
(1GeV2

)

0.0012

0.0014

0.0016

0.0018

0.002

0.0022

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

⇧
s
(8

G
eV

2
)
�

⇧
s
(4

G
eV

2
)

a2 [fm2]

kernel k0

kernel k1

no improvement
tree-level improvement
statistical and combined statistical and systematic error

Figure E.9: Same as Fig. 4.14, but for ⇧s
(8GeV2

) −⇧s
(4GeV2

)



238
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Appendices: ALP mediated DM

F Effective ALP-DM Lagrangian from a two Higgs doublet
model

The model we are considering contains an axion-like particle a and a fermionic dark matter can-
didate �. We assume that a is the pseudo-Goldstone boson of an approximate global symmetry
U(1)PQ which is spontaneously broken at some high scale fa (and anomalous with respect to
the standard model gauge group). A second crucial assumption is that any new fermions with
standard model charges should be vector-like under both U(1)PQ and the standard model, such
that any effective aF F̃ couplings at low energies are induced by standard model fermions only.
This class of models includes e.g. the Weinberg-Wilczek axion and the DFSZ axion (and more
generally all models in which an axion-like particle arises from an extended Higgs sector with
no additional fermions) but not the KSVZ axion. We moreover assume that � is massive and
charged under U(1)PQ. It could obtain its mass, for instance, from a coupling to a standard
model singlet scalar � whose vacuum expectation value ��� = fa breaks U(1)PQ, as contained in
the DFSZ model.

The effective Lagrangian Eq. (7.3) can be UV completed by a renormalizable model containing
additional Higgs doublets and singlets, with the flavour-diagonal couplings of the ALP being a
consequence of the Higgs coupling structure. Here we present a simple example for pedagogical
purposes.

Our starting point is the Lagrangian of a type-I two Higgs doublet model with an extra scalar
singlet,

L = Lkin − �y
d
ijQ̄Li�2DRj + ye

ijL̄Li�2ER + yu
ijQ̄Li�̃2URj + h.c.� − m̃2

1 ��1�
2

− m̃2
2 ��2�

2
+M2

���2 −
�̃1

2
��1�

4
−
�̃2

2
��2�

4
−
��
2
���4 − �̃3 ��1�

2
��2�

2

− �̃4 (�
†
1�2)(�

†
2�1) − 1 ��1�

2
���2 − 2 ��2�

2
���2 − �̃12 ��

†
1�2�

2
+ h.c.� . (F.1)

Here Lkin contains all the gauge-kinetic terms for the SM gauge and fermion fields as well as for
the scalars �1, �2 and �. �1 and �2 are two Higgs doublets with the gauge quantum numbers
of the SM Higgs, and � is a complex scalar which is neutral under the SM. This is the most
general renormalizable Lagrangian allowed by a U(1)PQ global symmetry under which �2 and
the SM fermions are neutral, while �1 and � are charged. Note that this symmetry is not a PQ
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symmetry in the stricter sense of being anomalous with respect to QCD, and therefore unsuitable
for solving the strong CP problem.

For M2
> 0, � will take a VEV ��� = fa�

√
2, which can be taken real and positive. We define

real scalar fields � and a by

�(x) =
1
√

2
�fa + �(x)� e

i a(x)
fa . (F.2)

We anticipate that �1 and �2 will also take vacuum expectation values of the order v � fa.
This parameterization is useful to extract leading-order effects in v�fa; to leading order we have
fa =

�
2
��

M . The fields � and a are approximate mass eigenstates, up to mixing with the �-like
fields with mixing angles of order v�fa.

At low energies, � (whose VEV is zero to leading order) can be integrated out. The effective
�1,2 mass parameters and quartic couplings at low energies will be modified according to suitable
matching conditions from replacing ���2 → f2

a�2 in the above Lagrangian and from four-point
interactions with � exchange, such that m̃2

i → m2
i and �̃k → �k. Up to higher-dimensional

operators, the effective Lagrangian is now that of a type-I two-Higgs doublet model with an
additional field a(x),

L = Lkin − �y
d
ijQ̄Li�2DRj + ye

ijL̄Li�2ER + yu
ijQ̄Li�̃2URj + h.c.� −m2

1 ��1�
2

−m2
2 ��2�

2
−
�1

2
��1�

4
−
�2

2
��2�

4
− �3 ��1�

2
��2�

2

− �4 (�
†
1�2)(�

†
2�1) −

�12 f2
a

2
��†

1�2 e2ia�fa + h.c.� . (F.3)

With the a-dependent field redefinition �1(x) → e2ia(x)�fa�1(x), a disappears from the poten-
tial. However, the �1 kinetic term is not invariant,

�Dµ�1�
†
Dµ�1 → �Dµ�1�

†
Dµ�1 − 2i

@µa

fa
�†

1

←→
Dµ�1 +O �

a2

f2
a

� .

The “Higgs basis” in the space of �1 and �2 is defined by rotating (�1,�2) → (H,�) by an
angle � such that the Higgs VEV is contained in one doublet H only, tan� = ��2����1�. In
general, � is independent of the mixing angle ↵ which parameterizes the mixing between the
mass eigenstates. However, in the decoupling limit, these two angles are aligned and the fields
H and � contain the mass eigenstates as

H(x) =
�

�

�

G+(x)
v+h(x)+iG0

(x)
√

2

�

�

�

, �(x) =
�

�

�

H+(x)
H0
(x)+iA0

(x)
√

2

�

�

�

. (F.4)

We assume that the �-like states are also heavy, so they can be integrated out as well. (This step
can in principle be interchanged with integrating out � or performed simultaneously, depending
on the mass hierarchies.) The effective Lagrangian becomes

L = Lkin − �Y
d
ijQ̄LiHDRj + Y e

ijL̄LiHERj + Y u
ij Q̄LiH̃URj + h.c.�

+m2
�H �2 −

�

2
�H �4 − 2i

@µa

fa
cos2 �H†←→DµH (F.5)
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where Y u,d,e
= yu,d,e sin�.

Commonly, one then transforms to the “Georgi-Kaplan-Randall basis” in which a only couples
derivatively, up to aF F̃ terms. However, as discussed in the note on anomalies 6.3 these aF F̃

terms are spurious and, in the end, need to be transformed away again. For completeness we
explicit what one would do. By performing another a-dependent field rephasing of the fermions
fields according to their PQ charges as

QL(x)→ eia(x)�(2fa)QL(x), LL(x)→ eia(x)�(2fa)LL(x),

DR(x)→DR(x)e
−ia(x)�(2fa), ER(x)→ ER(x)e

−ia(x)�(2fa), UR(x)→ UR(x)e
−ia(x)�(2fa) ,

the axion disappears from the Yukawa couplings. The fermionic kinetic terms are not invariant,
hence the transformation induces the operators

L ⊃ −
1

2

@µa

fa
�Q̄L�

µQL + L̄L�
µLL − D̄R�

µDR − ĒR�
µER − ŪR�

µUR�

Since the transformation is anomalous the path integral measure is not invariant and the Jacobian
has to be included, giving rise to a�faFF̃ terms in the Lagrangian. The advantage of this basis
is that the Goldstone nature of a is manifest: it couples only derivatively and is the only field
transforming under the non-linearly realized PQ symmetry, a→ a + ✓.

Instead of transforming to the GKR basis, we keep the Lagrangian of Eq. (F.5). The (@a)H†←→DH

term would cause a to mix with the Z boson after electroweak symmetry breaking, which is
avoided by another field redefinition:

H(x) → H(x)e−2i cos2 � a(x)�fa . (F.6)

The Yukawa terms will shift accordingly, and one obtains for the final axion couplings in this
field basis at leading order in 1�fa

L = Lkin +m2
�H �2 −

�

2
�H �4 − �Y d

ij Q̄LiHDRj + Y e
ij L̄LiHERj + Y u

ij Q̄LiH̃URj + h.c.�

− 2 cos2 �
a

fa
�i Y d

ij Q̄LiHDRj + i Y e
ij L̄LiHERj + i Y u

ij Q̄LiH̃URj + h.c.� . (F.7)

The second line corresponds to the ALP-fermion couplings in Eq. (7.3) with Cf = cos2 �, after
switching to four-spinor notation.

Other models where an ALP is obtained by more general extensions of the Higgs sector will
induce different axion-fermion couplings. For example, choosing a type-II two-Higgs doublet
model (as in the standard DFSZ model for QCD axions [351]) would yield different couplings
for up-type and down-type quarks and leptons, unless tan� = 1.

As we saw above, it is possible to transform the dimension-5 couplings in Eq. (F.7) into @µa jµ
PQ

terms, with aF F̃ couplings appearing due to the anomaly. These are usually eliminated again
after electroweak symmetry breaking, using the equations of motion to transform the @µa jµ

PQ

terms into the Yukawa-like couplings of Eq. (7.3), which involves precisely the same anomaly
term. We emphasize that additional aF F̃ terms are never induced at high scales, unless there
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are heavy fermions with charges under both PQ and the standard model (such as in the KSVZ
model for a QCD axion).

To obtain our dark matter model, we now add two more features. The first is a mass term for
a which explicitly breaks the PQ symmetry; we assume ma � fa and write

�Lmass =
m2

a

4
�� − �∗�

2
. (F.8)

The second is the dark matter candidate �, for which there are several possibilities. In this paper
we focus on a Dirac dark matter candidate � = �L +�R with PQ charges allowing for a coupling

�L� = − �y� ��L�R + h.c.� (F.9)

which, after PQ breaking, gives rise to a Dirac mass m� = y�fa�
√

2 and an axionic coupling:

�Le↵ = −m� �� − i
m�

fa
a��5� . (F.10)

In this simple model, the reduced ALP-fermion couplings gaff tend to be of the same order of
magnitude as the reduced ALP-DM couplings ga��, unless cos� � 1. As we show in the main
text, hierarchically different couplings can lead to interesting effects. They are well-motivated
in UV models with multiple axions and a clockwork-like structure for the couplings, leading to
exponentially different effective decay constants for different sectors of the theory [442]. One
might speculate, for instance, that the DM sector and the SM are localized on different lattice
sites in theory space, giving rise to a large hierarchy gaff � ga��.

Moreover, this model predicts C� = 1 and therefore ga�� =
1
fa

. The DFO phase as discussed in
sections 7.3.3 and 7.6.4 will therefore not be realized in this simple scenario, since DFO requires
significant connector couplings ga�� ∼ (100 GeV)−1. A mass scale fa ∼ 100 GeV is of course ruled
out by observation. We emphasize nevertheless that there is no obstacle in principle to raising
C�, although doing so with the particle content of the present minimal model would require
fine-tuning (by adding an additional explicitly PQ breaking term, namely a bare Dirac mass
term for � which could partially cancel the Dirac mass from spontaneous PQ breaking).

We finally remark that another possibility for the dark matter candidate would be a single Weyl
dark matter candidate � = �L, coupled to � according to

�L� = −
1

2
�y� ��

T
LC�L + h.c.� . (F.11)

This coupling translates into a Majorana mass after PQ breaking. A third possibility would be
a model with two Weyl fermions and a see-saw-like structure where both a Dirac mass and a
Majorana mass are allowed, with the dark matter phenomenology depending on the hierarchy
between the two.
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Process Feynman-diagram

��̄→ aa
Eq. (G.1)

� a

a�̄

� a

�̄ a

��̄→ ff̄
Eq. (G.2)

a

�̄

� f

f̄

a� → ff̄ , ag → qq̄
eqs. (G.4), (G.5)

a f

f̄�

a q

q̄g

af → �f , aq → gq
eqs. (G.6), (G.7)

f

a �

f q

a g

q

ah→ ff̄
Eq. (G.8)

a

f

f̄

h

ff̄ → h��̄, fh→ f��̄,
f̄h→ f̄��̄
Eq. (G.3)

f

f̄

h

�

�̄

a

f

h

f

�

�̄

a

f̄

h

f̄

�

�̄

a

a→ ff̄
Eq. (G.9)

f

f̄

a

Table 7.4: Feynman-diagrams of the annihilation of the DM via the hidden sector and connector processes,
as well as the co-annihilation of ALPs at tree level.

G Cross sections and input for Boltzmann equations

In Tab. 7.4 we collect the different annihilation processes for the DM and the ALPs which govern
the Boltzmann equations in Eq. (7.7). In this section we provide expressions for the cross sections
for the required 2→ 2 processes and the collision term for the relevant 2→ 3 processes.
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G.1 Hidden sector process

For the annihilation of the DM particles to ALPs, i.e. annihilation in the hidden sector (for which
the Feynman diagrams at tree level are shown in Tab. 7.4), the total unpolarized cross section
in the centre of mass frame is given by

�(��̄→ aa) =
(ga��m�)

4

16⇡s

�
s − 4m2

a
�

s − 4m2
�

�

�

�

− 2 −
m4

a

m4
a − 4m2

am2
� +m2

�s

6m4
a − 4m2

as + s2

(s − 2m2
a)
�
(s − 4m2

a)(s − 4m2
�)

ln
s−2m2

a
+

�

(s−4m2
a
)(s−4m2

�
)

s−2m2
a
−

�

(s−4m2
a
)(s−4m2

�
)

�

�

�

(G.1)

G.2 Connector processes

The Feynman diagram of the ��̄ → ff̄ connector process is depicted in Tab. 7.4. For the total
cross section in the centre of mass frame we find at tree level

�(��̄→ ff̄) =
(ga��m�)

2
(gaffmf)

2nc
fs
�

s − 4m2
f

16⇡ �m2
a − s�

2�
s − 4m2

�

, (G.2)

with nc
f the number of colour degrees of freedom of the fermion. For reheating temperatures

above a few hundred GeV contributions from the ultraviolet-dominant 2→ 3 processes ff̄ → h��̄,
fh → f��̄ and f̄h → f̄��̄ become important. Following Ref. [341], but calculating the matrix
element explicitly and including the final state masses one finds (the fact that not all involved
particles are scalars does not change the integral because we neglect Fermi/Bose factors)

ṅ� + 3Hn� =
(ga��m�)

2
(gaffmf)

2

v2

nc
f T

(4⇡)7
×

�

∞

smin
ds�

1

0
dx2 �

1

x2

dx1 s3�2 K1 �

√
s

T
�

4p2
as

�p2
a −m2

a�
2 (G.3)

with p2
a = (x1 − x2)s +m2

h and smin = 4m2
f(T ) for ff̄ → h��̄ and p2

a = (x1 − x2)s +m2
f and

smin = (mf(T ) +mh)
2 for fh→ f��̄, f̄h→ f̄��̄.

G.3 SM-ALP processes

For the co-annihilation of ALPs to SM particles, the Feynman diagrams at tree level are shown
in Tab. 7.4. Here we collect the results for the total unpolarized cross section in the centre of
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mass frame:

�(a� → ff̄) =
(gaffmf)

2 ↵em q2
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�(ag → qq̄) =
1

6
�(a� → ff̄)(↵em → ↵s, q2

f → 1, m� →mg) , (G.5)

�(af → �f) =
(gaffmf)

2 ↵em q2
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�(aq → gq) =
4

3
�(af → �f)(↵em → ↵s, q2

f → 1, m� →mg) , (G.7)

with nc
f the number of colour degrees of freedom of the fermion and electric charge Qf = eqf .

Note that expressions (G.6) and (G.7) are equivalent to the ones for f̄a→ f̄� and q̄a→ q̄g.

For reheating temperatures above a few hundred GeV contributions from the ultraviolet-dominant
process ah → ff̄ become important. In this case we find for the cross section in the centre of
mass frame

�(ah→ ff̄) =
(gaffmf)

2nc
f

8⇡v2

�

�
��

�(s,m2
f ,mf2)

�(s,m2
a,m2

h)
. (G.8)

G.4 Decay width of the ALP

The total decay width of the ALP plays an important role at various points in our work, partic-
ularly for the collider and cosmological constraints. For example, for the collider constraints it
is important because the ALP lifetime determines whether it can be triggered on, or if it decays
within the detector or outside (leading to invisible decay). At tree level, the ALP decays into
leptons or quarks, however at loop level it may decay into photons or gluons. Our calculations
for the leading partial decay widths are summarised below. In the perturbative regime the decay
width of an ALP decaying to fermions is

�(a→ ff̄) =
(gaffmf)

2nc
fma

8⇡

�

�
��1 −

4m2
f

m2
a

, (G.9)

with nc
f the number of colour degrees of freedom of the fermion. This expression is used for

leptons and for decays into heavy quarks cc̄ and bb̄, provided ma is above the threshold for the
decay into a pair of D or B mesons respectively. For the contribution of the light quarks, we
take into account the decays of ALPs to hadrons via
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Figure G.1: Branching fractions of the ALP into photons, leptons and hadrons as indicated, as a function
of the ALP mass.

• If the mass of the ALP is less than 1.2 GeV, the decay width is calculated using code
obtained by private communication, created for Ref. [443]. This code was written for
the decay of an NMSSM CP-odd Higgs, but with an appropriate choice of parameters
(P11 =

√
2vgaff , tan� = 1 and decoupled neutralinos, charginos and heavy Higgs bosons)

this particle can be identified with our ALP.

• Above 1.5 GeV, the decay width into light quarks is given by [57]

�(a→ hadrons) = g2
aff

9m3
a↵

2
s

32⇡
�1 +

83↵s

4⇡
� , (G.10)

as in this regime the strong coupling is taken to be perturbative.

• Between 1.2 and 1.5 GeV we interpolate between the above determinations of the decay
widths, in order to obtain a smooth result for the total decay width of the ALP, important
particularly for the cosmological constraints.

This concludes the discussion of the tree-level decays of the ALP. In order to take into account
experimental constraints on ALP decays to photons, we further require the decay width into two
photons via a fermion loop. This is given by

�(a→ ��)loop =
↵2
�T (m2

a)�
2

4⇡3ma
, (G.11)

where the triangle loop function is

T (s) =�
f

gaff m2
f nc

f q2
f arcsin2

�
√

s�(2mf)� , (G.12)

where Qf = eqf is the electric charge of the fermion. In Fig. G.1, we provide the branching ratios
for all the above mentioned decays.
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G.5 DM self-interaction cross sections

For the momentum transfer cross section for particle particle scattering via a t- or u-channel
exchange of an ALP we obtain
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while for particle-antiparticle scattering with an s- or t- channel ALP exchange we obtain for
the momentum transfer cross section
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with E2
∗
=m2

�(1 + v2
).

H Axion production cross sections in SLAC E137 experi-
ment

H.1 Primakoff production

The differential cross section for the production of ALPs via the Primakoff mechanism (see
Fig. 7.1a) is given by Eq. (A1) in Ref. [377],

d��→a
Z

d⌦
= 8↵em

�(a→ ��)

m3
a

� F (t) �2
✓2

�✓2 + 1
4 �

ma

E�

�
4
�

2 , (H.1)

where �(a→ ��) is the loop induced ALP decay width to two photons (see app. J.1 for details),
t = (pa−p�)

2 is the momentum exchange with p� the four-momentum of the incoming electron and
pa the four-momentum of the outgoing ALP. ⇥ is the scattering polar angle in the laboratory
frame. Z and F (t) are the target atomic number and target form factor, respectively. For
t ≤ 3 × 10−6 GeV2 we use the atomic form factor, given by eqs. (A5) – (A6) in [377],

�Fatomic(t)�
2
= Z2

�
a2
�t�

a2�t� + 1
� +Z �

a′2�t�

a′2�t� + 1
�

2

(H.2)
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with the parameters

a =
�
��
�
��
�

122.8�me for hydrogen
111 Z−1�3�me for oxygen

(H.3)

a′ =
�
��
�
��
�

282.4�me for hydrogen
773 Z−2�3�me for oxygen .

(H.4)

For t > 3 × 10−6 GeV2 the elastic scattering form factor of the nuclei is used. The dipole form
factor for the proton and the elastic form factor for oxygen are given by [444]

Fdi,H(t) =
1

(1 + �t�
q2
0
)2

(H.5)

Fel,O(t) = Z �1 −
a2
0 t

8
� e−a

2
0 t�4 , (H.6)

with q2
0 = 0.71 GeV2 and a0 = 8.97 GeV−1. To obtain an expression for the momentum exchange

t we need to find the relation between the energy of the incoming photon and the energy of the
outgoing axion. Following [360], the momentum exchange can be expressed as

t = (p� − pa)
2
= −

m4
a

4E2
a

−E2
a ✓

2 . (H.7)

under the assumption that ✓ � 1, ma � Ea,mN and pt ≈ 0. However, since both the photon
track-length distribution and our expression for the Primakoff cross section are given in terms
of the photon energy, we have to find an expression for the transverse momentum squared t

in terms of E� . To first order approximation we have E� ≈ Ea. As pointed out in [360], the
term proportional to m4

a is negligible since we are considering small axion masses. Expanding
to second order and inverting gives

Ea ≈ E� −
(E�✓)

2

2mN
(H.8)

and consequently

t = (p� − pa)
2
= −2mN(E� −Ea) ≈ (E�✓)

2 . (H.9)

For our largest ma = 1 GeV we get a relative error of 0.1% for the photon energy which is
negligible considering the fact that we extract the track-length distribution from a graph.

H.2 Bremsstrahlung

The differential cross section for axion production by bremsstrahlung (see Fig. 7.1 b) is given by
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with U = E2
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where tmin = �U�(2Ee(1 − x))�
2

is the minimal momentum transfer squared and l = E2
e✓

2
a�m

2
e

and a and a′ are to a reasonable approximation given by eqs. (H.3). me is the mass of the
electron, Ee is the energy of the incoming electron and positron and Ea the energy of the ALP
in the laboratory frame.

H.3 Positron annihilation

Non-resonant case The non-resonant cross section for positron annihilation in the centre of
mass frame is given by (see Fig. 7.1c)

d�e+→a�

d cos(✓∗)
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affm2

f↵em
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, (H.12)

where ✓∗ is the scattering polar angle of the ALP in the centre of mass frame and � =
�

1 − 4m2
e�s

is the speed of the electron target [377]. s = 2E+me + 2m2
e is the centre of mass energy squared.

The maximal opening angle for the ALP to be detected is given in the laboratory frame (see
appendix I). We therefore have to relate the ALP’s scattering angle in the centre of mass frame,
✓∗, with ✓labmax, the angle in the laboratory frame. This can be achieved by expressing the
Mandelstam variable t which is Lorentz invariant in the laboratory frame and in the centre of
mass frame. We find

cos(✓lab) =
Elab
+

Elab
a −E∗

+
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where the asterix denotes quantities in the centre of mass frame. The ALP’s energy in the the
laboratory frame is

Elab
a =

s +m2
a + (s −m2

a)� cos(✓∗)

4me
. (H.14)

In the centre of mass frame the energies of the ALP and of the positron are

E∗a =
4E∗2
+
+m2

a

4E∗+
E∗
+
=
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2

√
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1

2

�

2(m2
e +meElab

+ ). (H.15)

We have now all the ingredients to express the differential cross section in terms of the scattering
angle and the positron energy in the laboratory frame over which we integrate. To deal with the
infrared divergence in the cross section for s→m2

a, i.e. small photon energies, we apply a cut on
the centre of mass energy around

√
s = 3 MeV as proposed in Ref. [377].



254

Resonant production The resonant positron annihilation production cross section (see Fig. 7.1d)
can be obtained from the Breit-Wigner formula and is in the centre of mass frame given by [446]

�e+→a
(E∗a) =
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2E∗2a

�(a→ e+e−)�(a→XX)

(E∗a −ma)
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a�4
, (H.16)

with �a the total decay width of the ALP and

�(a→XX) =
�
��
�
��
�

�loop(a→ ��) for the ALP decaying into two photons
�(a→ e+e−) for the ALP decaying into e+e−.

(H.17)

Since the Breit-Wigner formula contains the decay width of the ALP which is strongly peaked
compared to the step size in the positron energy the cross section is approximated by a delta
function, i.e.

�e+→a
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e+→a
tot �(E∗a −ma) (H.18)

where
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and hence independent of the positron energy. The number of events in a specific decay channel
can therefore be approximated by
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where T+(E) is the track-length distribution of positrons. The energy of the positron and of the
ALP are in the laboratory frame given by

Elab
+
=

m2
a −m2

e

2me
, Elab

a = Elab
+
+me (H.21)

respectively.

I Details on the ALP’s detection probability

In this appendix we will give details about the probability for the ALP in the SLAC electron beam
dump experiment to decay invisibly, i.e. we consider the cases where the ALP could have been
produced but not been detected. In these cases the non-observation of axions in the experiment
does not allow us to set bounds on the ALP’s coupling and mass. To determine whether the
ALP decays inside or outside the decay volume we need its decay length. The decay length of
the ALP in the laboratory frame is

la = ��a⌧a =
��a

�a
≈

Ea

ma�a
(I.1)
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Figure I.1: Different scenarios for the ALPs to decay invisibly (here schematically shown for photons).

where we assume Ea � ma [360]. In the following discussion we consider the case where the
axion decays into two photons.13 Taking the experimental layout into account, the ALP cannot
be detected if (the scenarios are summarised in Fig. I.1):

• the opening angle of the ALP is too big, p(✓a > ✓max) = 0. The detector which is approxi-
mated as cylindrical with radius R = 1.5 m can detect photons with a maximal separation
angle of sin(✓max) = R�(D +L) ≈ ✓max (see definition in Fig. I.1), which for the dimensions
of E137 corresponds to ✓E137, max = 0.22 deg.

• the ALP decays too early and/or the opening angle between the photons is too large, so
that both photons would miss the detector. The opening angle between the two photons
is determined by the boost of the ALP. The minimal opening angle for high ALP boosts
is given by ✓�, min ≈ 2��a [360, 369]. The distribution of the number of photons dN�d✓� is
peaked at this minimal ✓�, min and the typical separation between the two photons arriving
at the detector is therefore given by

d�� = sin �✓�, min(D +L − la)� ≈ ✓�, min(D +L − la) =
2(D +L − la)

�a
, (I.2)

where D + L − la is the distance from the detector at which the ALP decays. d�� should
not exceed the dimension of the detector, p(d�� > 2R) = p(D +L − la > REa�ma) = 0.

• the ALP decays inside the absorber and the photons get absorbed or the ALP decays
behind the detector. The probability that the ALP decays inside the decay volume is given
by

p(la) = p(la >D) − p(la >D +L) = e−D�la − e−(D+L)�la . (I.3)

Indeed, we find that this significantly reduces the number of detectable particles.

• the ALP decays in front of the detector but the separation between the two photons is
too small. The typical separation between the photons has to be larger than the minimal
resolution of the detector, RE137, min ≈ 3 mm, which would lead to an indistinguishable
signal, p(d�� < Rmin) = 0.

13In principle, the same arguments can be applied for the case where the ALP decays to an electron-positron
pair. Some approximations may not be reasonable as the decay products are massive (concerning boost, typical
opening angle). To derive the bounds, we have used the same expressions and obtain very good agreement with
the results presented in [377] (based on a Monte-Carlo simulation) and [57].
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To sum up, the probability to detect both photons is given by [360]

p(la) =

�
�����
�
�����
�

e−D�la − e−(D+L)�la if Ea < 2ma ⋅L�Rmin,

Ea > (L +D) ⋅ma� �R + 1��a� and ✓ < ✓max

0 otherwise .

(I.4)

J Details on constraints from exotic Higgs decays

To understand the sensitivity of the LHC exotic Higgs decay searches, it is first important to
calculate the decay table for the axion. A detailed calculation is available in the appendix and the
branching fractions are plotted in Fig. G.1 for a range of ALP masses from 10 MeV to 100 GeV.
What is relevant for our discussion here is that the branching fraction into two photons remains
consistently smaller than 10−3 as soon as the ALP mass is large enough to allow a→ µ+µ−. Next,
as expected, once each new massive fermion mode turns on, it quickly dominates as the width
in that channel is proportional to m2

f . We also assume that as soon as the mass threshold is
above 1.5 GeV (� 2m⇢), decays into hadrons via loop-mediated a→ gg open up. Therefore, once
hadronic decays become allowed, any branching into muons becomes again vanishingly small.
Our calculation (assuming a → gg open only above 1 GeV) gives B(µ+µ−) < 10−3 as soon as
⌧+⌧− and cc̄ modes open (i.e. ma � 1.8 GeV). Since all current exotic Higgs decays look for
ma � 10 GeV only, we can safely assume that none of the muonic searches will be able to see
the signatures of our model. We therefore need only think about the h→ aa→ 4b channel. The
limits on h → aa → 4b are only able to exclude branching ratios less than one in the small mass
range between 18-22.5 GeV. However, this would still require a branching fraction of 0.75 of the
SM Higgs into this one channel alone. Given that in our model, these channels are dependent on
1-loop contributions only the decay width of the Higgs into these modes cannot be of comparable
size to the usual tree-level 2-body SM decays. We therefore conclude that none of these searches
unfortunately have any sensitivity to our model.

The current limit [382] in h→ Z(a→ gg) is in principle sensitive to our model in the very narrow
range 0.5 GeV < ma � 2.7 GeV. However, this is precisely the mass range where theoretical
calculations are wildly unpredictable due to hadronic contributions and we choose not to apply
these.

Lastly, the h → Z� searches can be used in certain phase space regions where the two photons
from a-decay are collimated, i.e. h → Z(a → ��). The h → ZZ∗ → 4` measurements can also be
used to place a limit on new physics contributions as the off-shell Z decaying into two leptons
can also be interpreted as a new particle that decays into two leptons. A study of the collimated
di-gamma decay was done in [447]. However, interpreted in our model, it corresponds only to
coupling values Caff � 102

�GeV. Since this lies wildly outside the self-consistent EFT regime,
we assume that the h → Z� measurements are currently not sensitive enough to provide a
useful constraint. Similarly, the 4` decay mode of the Higgs currently carries the signal strength
accuracy µ = 1.44 ± 0.4 [448] which translates to an upper limit on the decay width �(h →

Za)×B(a→ 2`) � 0.44 ×�(h→ ZZ∗ → 4`). Again, due to the loop suppression in our decay, we
end up with exclusions on Caff � 1 only and there is no usable limit from this measurement.
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� a

Figure J.1: Left: Feynman diagram of the Primakoff production process via a fermion loop. Right:
Feynman diagram of the amplitude we need to calculate to replace ga�� by gloop

a��
in the Primakoff production

process.

J.1 Loop diagrams relevant for constraint calculations

The ALP in our model can only decay into photons via a fermion loop. Applying the constraints
from the effective axion-photon coupling, ga�� , to the axion-fermion coupling, gaff , demands
more theoretical groundwork. The main task is to calculate the Primakoff cross section for this
coupling. The resulting cross section can then be inserted into the expression for the ALP yield
for the beam dump constraint and the expressions for the total energy outflow and the ALP
opacity for the HB stars constraints. The approach we adopt is to replace the expression for the
axion-photon coupling in the “decay width” in Eqs. (H.1) by an expression for the axion-photon
coupling induced by a fermion loop. This coupling will now depend on the momentum transfer
squared, t = (p� − pa)

2. The Feynman diagram of the Primakoff process induced by a fermion
loop is shown in Fig. J.1 on the left. It should be noticed that the decay width in Eq. (H.1) has
to be regarded as a definition of the axion-photon coupling rather than an actual physical decay
width,

d�
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By comparing the amplitude of the loop diagram and the tree-level effective diagram we will
deduce what ga�� should be replaced by. The Feynman diagram of the amplitude we have
to consider is depicted in Fig. J.1 on the right. We proceed as in Ref. [17] and find that the
amplitude of the triangle graph is given by

T
↵�
= �

d4k

(2⇡)4
(−1)Tr

�
�
�
�
�
�

i

�k + �p� −mf
�↵

i

�k −mf
��

i

�k + �p� − �pa
−mf

�5

�
�
�
�
�
�

= −i
1

2⇡2
"↵�⇢�pa,⇢p�,�mfC0(p

2
a, p2

� , (pa − p�)
2,m2

f ,m2
f ,m2

f) , (J.2)



258

with the three-point scalar function C0 defined as in Ref. [449]. The matrix element squared of
the diagram is given by (with t = (pa − p�)

2 in Eq. (H.1))

�M�
2
loop =

↵2
em(m

2
a − t)2 �∑f gaffm2

fq2
fnc

f �C0(m
2
a,0, t,m2
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f ,m2

f)��
2

2⇡2
. (J.3)

By calculating the same diagram but with an effective ALP-photon coupling ga�� at tree level,
i.e.

�M�
2
= g2
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we obtain the replacement

g2
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in the expression for the Primakoff production in the E137 SLAC experiment, Eq. (H.1), and in
the expression for the Primakoff production in horizontal branch stars. For the constraints from
horizontal branch stars we make the approximation of zero momentum transfer, i.e. t ≈ 0.
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